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Chair: Brian F. French

The BriganceComprehensive Inventory of Basic Skillsslthe newest version of
a long-standing instrument that is presented as usefiddotifying student achievement,
identifying and monitoring strengths and weaknesses, obtalatagto support referrals
for further diagnostic testing, and reporting progressnidividual educational plans.
Since the CIBS-Il is intended to comply with requireseof the NCLB act, as well as
the IDEA, validity studies are required. This study provielddence to support the use
of CIBS-Il scores as indicators of students’ prognesarious academic domains. This
study is part of the overall standardization and valagpiroject for the instrument.

Nine subtests are included in the standardization andkatiah study of the
CIBS-II. This study seeks confirming or disconfirming evideas to the proposed
composite score structure. The scores from the stamdtoth sample are used to find
evidence of essential unidimensionality of subtestsuiih the use of DIMTEST and to
investigate the composite score structure through thefusafirmatory factor analysis.

DIMTEST results indicate that five subtests cannotdigsidered unidimensional.

Several CFA models were fit to the standardizatioa,datluding the proposed



composite score model and multiple plausible rival n&deée sample was randomly
split in half to allow one subgroup to be used to test isaalkile holding the second
subgroup in reserve to cross-validate the best-fitting madhel best-fitting model was in
accordance with the proposed composite score strudtinisemodel was cross-validated
with the second random subgroup to ensure that the findglnaas not replicating
specific features of the sample and to support the gsiocl that the selected model fits
the entire sample.

Results provide support for the proposed composite scoiist, but the
support is tempered by evidence of multidimensionalityMa §ubtests and by high
interfactor correlations and structure coefficients, Whace consistent with evidence of
multidimensionality. Suggestions are made regarding additistudies to resolve these

concerns.
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CHAPTER ONE

INTRODUCTION

Education reform can be viewed as a never-ending prddesaphors such as
“cycle,” “pendulum swings,” and “bandwagon” are common isatptions of this
process. As a result of growing concerns over educafiwagress in the United States
(e.g., National Center for Education Statistics (NCE28D0; NCES, 2008; National
Commission of Excellence in Education (NCEE), 1983) andtefnational comparison
studies (e.g., TIMSS; Mullis, Martin, Gonzalez, & Csimwski, 2004), education has
entered what has been referred to as “the accountadyéityDwyer, 2005).

Public and political dissatisfaction with teaching andreey (Hart & Teeter,
2002) eventually led to the No Child Left Behind Act (NCLB, 20029re than half of
parents of school age children (52%) think that the WGcation system needs “major
changes or a complete overhaul” (Hart & Teeter, 2p02). The primary goal of
education reform in the latter half of the 20th Centungl the early years of the 21st
Century has been to improve the level of achievenuerdlf students in general and to
reduce the achievement gap, that is, reduce racial, gamespcioeconomic inequality
in educational attainment (e.g., Croom, 1997; Hiebert, ,et29.7; Porter, 2005).

The sense of “accountability” in this era is appliedhattiple levels: states,
school districts, specific schools, and teachersyitdally and severally, are
increasingly held accountable (i.e., responsible) for siisteducational progress. Under
NCLB, states and school districts can lose fundinglacal control if their students fail

to make adequate educational progress. Districts hold schoaduntable through



pressure on administrators, pressure that is passedeacteers, again through the threat
of losing funding or control. NCLB requires that isehool fails to meet state-mandated
performance for five years in a row, the school nwestreconstituted,” which can mean
replacement of teachers and administrators or reog@mzof the school as a charter
school (Howell, West, & Peterson, 2007).

Measuring educational attainment is a complex undertakingBNfas created
the criterion of adequate yearly progress (AYP), whidhtended to track whether
teachers are helping all students improve (NCLB, 2002).c¢Fherion has been
criticized because it places unequal demands on high-achievioglswersus
traditionally underserved schools (Peterson, 2007). Studéiathave very low initial
achievement may fail to make AYP even though they showasutied achievement gain
(Linn, 2005). Under NCLB, states created their own educatgtandards and their own
criteria for achieving the “Proficient” level. Consequgntlifferent states have different
definitions for AYP (Lewis, 2005), and even within a stat$ools cannot be
meaningfully compared based on AYP (Linn). The variald¢ iwused to hold districts,
schools, and teachers accountable is test scores—spigiitandardized achievement
test scores (Berry & Howell, 2008). However, overreliamoechievement tests in
accountability systems can “produce perverse incentiveéseariously inflated estimates
of gains in student performance” (Koretz, 2002, p. 753).

Accountability and Validity

Achievement test scores are used for multiple purpasssding purposes

declaimed as inappropriate: for example assessing teaefiecsiveness (Joshua,

Joshua, & Kritsonis, 2006) or influencing the sale of hofkesn, 2000). Such uses falil



to take into account modern notions of test score validibych stress that test scores
should only be considered valid for making inferences abeubriginally intended use

of the scores. Validation studies for achievement tgpisally address the suitability of
the tests for making inferences about particular streragitisveaknesses of individual
students or the relative standing of students compareti¢osofl he studies dwot

typically evaluate the tests’ suitability for makinghgmarisons between students or entire
schools (American Psychological Association, 2001).

In light of the increased push for accountability andadgociated increase in
public scrutiny of test scores, it is crucial that achiemeintests meet the highest
standards in all aspects of the testing process &andards for Educational and
Psychological TestindhERA, APA, & NCME, 1999). In particular, well conceiveddan
properly reported validity studies not only provide evidencetds scores are
meaningful, but they also inform test users of the ohteruses of the scores, which is a
necessary, though not a sufficient condition, for pragse of the scores.

The present-day accountability movement can traceots to the 1983 repoft
Nation at RisKNCEE, 1983), which questioned the quality of the U.S. edugaiti
system and served as a call for reform, including steprac¢k the results of the reform.
The NCLB Act of 2001 has its roots in various federalrg$fto encourage states to
implement measures to improve their educational outcoRtesexample, in 1994 the
Improving America’s School Act (IASA) was signed intavlarhe act required states to
create and implement educational standards and an aseesgstem to monitor
progress toward those standards (Walberg, 2003). The acehiméo motion a process

that could ultimately lead to a different achievemertirigsystem in each state.



However, by the targeted date of 2000, few states had essassnt system specified,
much less implemented (Cohen, 2002).

The NCLB act (2002) spelled out some of the same go#ted®994 IASA;
however, NCLB’s accountability provisions were much mdearly specified, with
consequences spelled out in the law for states thed fii achieve the provisions of the
law by specific target dates. Although an elaborate resigdvapproval process was
implemented to vet the states’ accountability plataes were given wide leeway in
devising their assessment systems (Erpenbach, Forte&Hastts, 2003). For example,
states could report norm-referenced or criterion-refsxé scores, although in the case of
norm-referenced scores, states were required to saedestel definition of proficiency.
For example, lowa selected the lowa Test of Basilts3ds its assessment instrument.
Proficiency on this norm-referenced instrument was deéfagescoring at the 41st
percentile or higher, (2002 National norms—spring standdraiizatudy) (Erpenbach et
al., 2003).

In addition to the many state achievement assesstiattisave been developed,
many achievement tests are published commercially fgndgtic use, low-stakes
monitoring of student performance, screening of studentsl@athing difficulties, etc.
(Koretz & Hamilton, 2006). In the 2005 and 2007 Buros Mental Megsent
Yearbooks, 65 commercially available achievement tests veviewed (Spies & Plake,
2005; Geisinger, Spies, Carlson, & Plake, 2007). The combinesificiaBon index,
which classifies all tests reviewed since the ninthadf the yearbook (i.e., since
1985), lists 109 achievement tests (Buros Institute of Mémealsurements, n.d.).

Students and teachers are surrounded by achievement tdstdsamcumbent on test



publishers to provide evidence that test scores are usethef@ublishers’ intended
interpretations. In addition, it is incumbent on testrsise judge whether a given test will
produce scores that are useful for the user’s intendexpretation (Messick, 1989). It is
noteworthy that the test user can only fulfill the tssegsponsibility if the producer has
fulfilled the producer’s responsibility.

In this environment of accountability, important decisiares made on the basis
of achievement test scores. Test score validity setethe degree to which these
decisions, and the inferences on which the decisionsaaed, are justified by supporting
evidence (Linn, 2005). Various forms of supporting evidence cah, écluding
evidence based on: (a) test content, (b) response pescés) internal structure, (d)
relations to other variables, and (e) consequences oig€sERA et al., 1999). In the
past, sources of evidence were referred to as diffenges tyf validity, including content
validity: the extent to which the instrument’s itenepresent the domain of interest;
predictive validity: the extent to which the instrumerggxts performance on
measurements (e.g., achievement) in the future; con¢wabaity: the relationship
between the instrument’s scores and scores on otlasuneanents given at the same
time; and construct validity: the extent to which th&rnament’s scores allow meaningful
inferences about some psychological construct (Cra&lksgina, 1986). Modern
notions of validity favor a more unified view as opposediltiple kinds of validity and
treat validation as an ongoing process rather thardime study (see chapter 2);
nevertheless, it is difficult to overstate the impode of carefully evaluating the validity
of test scores, and new assessment instrumentsdrehauld be, scrutinized for

evidence to support the uses of scores for their intemaigubse.



CIBS-II

The Comprehensive Inventory of Basic Skills-1I (CIBSBrigance 2009) is an
example of a new achievement test, and its scorastareled to be used for multiple
purposes. The CIBS-Il is presented as an instrument dsefdentifying students’ level
of performance, identifying and monitoring strengths and wesdes, obtaining data to
support referrals for further diagnostic testing, and tooing and reporting student
progress for individual educational plans (IEPs). Suck agachievement test scores
should be supported by evidence of the suitability of sdordtose purposes. Since the
CIBS-1l is intended to comply with requirements of MELB act, as well as the
Individuals with Disabilities Education Act (IDEA, 2004),lidity studies are required.
The present study is intended to provide some of the evadereded to support the use
of CIBS-Il scores as indicators of students’ prognesarious academic domains. This
study is part of the overall standardization and valgpiroject for the instrument.

The CIBS-Il is designed to be easily administered bpaskpsychologists,
diagnosticians, or classroom teachers. Portionseo€IBS-I11 yield scores that can be
interpreted as either criterion- or norm-referencexdesc As a criterion-referenced
measure, the CIBS-II is designed to: (a) measure nyastelevelopmental and academic
skills; (b) identify areas of strength and weaknes@@serve as an indicator of student
progress; and (d) assist in identifying goals and objecforeisdividual plans. As a
norm-referenced measure, the CIBS-Il is designed Yoné¢at state and federal
assessment requirements for the identification oétxenal students for placement
within special education services; (b) assess five afemsademic achievement (see

below); (c) assess information processing skills adireg, math and written language



designated under the IDEA for the assessment of learrgagilities (IDEA, 2004); and
(d) rapidly and briefly screen students to determine venegtiditional testing is needed.

Among the many subtests designed for 1st through 6th gnadienss, nine are
included in the national standardization and validatiodysof the CIBS-I1I. (A separate
instrument, the “Readiness Form,” exists for kindergeaige students.) These subtests
are designed to cluster into the following compositesicHasading skills (e.g., sight
word vocabulary, phonetic analysis and phonemic awasesarvival sight words);
Reading Comprehension, (e.g., reading vocabulary and passageehension);
Mathematics (e.g., computation and math reasoning skiMsjten Language (e.qg.,
spelling and sentence writing); and Listening Comprehensmeabulary and word-
understanding separate from reading).

By presenting a composite score structure for the ninesiskin the standardized
portion of the CIBS-II, the instrument’s author hasifgolsa latent structure for the
instrument. Although the author and publisher have not presaniesubstantive or
statistical explanation for the composite score stine¢ the nature of the score structure
suggests that rather than measuring nine individual corstoucine general achievement
construct, the nine subtests measure five broad constiru&eseping with Standards 1.11
and 1.12 of th&tandards for Educational and Psychological Testewgdence
supporting the composite score structure of the CIBSellilshbe provided (AERA et al.,
1999). This study is intended to seek confirming or disconfirmindegrge as to the
proposed composite score structure. The scores fromatienal standardization sample

will be used to find evidence of essential unidimensionéBtgut, 2006) of subtests and



to investigate the composite score structure through thefuonfirmatory factor
analyses.

The next chapter will explore the history of achieventesting in the United
States and the development of the modern unitary viexal@hty. Sources of evidence
related to the internal structure of tests will bespreed and briefly explained. The
history of the CIBS-II will be presented, including a sawviof validity studies for
previous versions of the CIBS. This background investigatiirfurther establish the
need for, and importance of, the present study.

Research Question

The overarching question in the present study is: To weahtdo scores from
the standardization sample of the CIBS-II supportcthmposite score structure
suggested by the publisher? Thus the study focuses on tiralrgeucture of CIBS-II
scores. The study will use the confirmatory factotyamis framework, and it will include
an investigation of the dimensionality of subtest scombich also addresses the internal

structure of the scores.



CHAPTER TWO

REVIEW OF LITERATURE

The purposes of this chapter are to review the developohi@chievement testing
in the United States, to summarize the history of vatidagtudies in general, to provide
an overview of the particular statistical tools to bedum this study, and to argue for the
importance of the present study.

Achievement Testing
Early Years

The first group-administered achievement testing in theedr8tates was
implemented in the 1840s as an effort to monitor schedfisttiveness in Boston,
Massachusetts. These test scores were intendedwofatl@omparison among schools
and classrooms. In subsequent decades, such tests usuatlyetémin of high school
entrance examinations (Resnick, 1982), and the intended tisgragcores changed from
comparison of schools to identifying the most able studengslacement in high school.
Even though these tests were not administered to repatigergroups of students, they
were used to compare schools on the basis of studenvectaat, which shows not only
a long history of achievement testing but also a long lyistbquestionable uses of test
scores (Koretz & Hamilton, 2006).

World War | caused the next major wave of changetaimdardized testing in the
United States. The entry of the United States intavidnecreated a massive increase in
the size of the armed forces. The forces requiredfiieat way to classify recruits as

being officer candidates versus infantrymen. Group teste employed to measure the



intellectual abilities of recruits. This need to testitghushered in the expansion of
intelligence testing as schools began to use such eeglkace students in homogenous
ability groups (Koretz & Hamilton, 2006; Resnick, 1982). The fasge scale tests
designed as achievement measures appeared around thensanfdné Stanford
Achievement Tests were published in 1923 and the lowa TeB&saf Skills were
developed in the 1930s. Both of these were expressly ird¢adeeasure student
learning (i.e., achievement) over a broad range of coateat (Koretz & Hamilton,
2006). These early achievement measures were intended thidwgipse student
academic needs so that teachers could adapt their instrémt their students (Resnick,
1982).
Origins of the Accountability Movement

Throughout these early years, and continuing into the 1%5Qg-scale
achievement testing was used mainly for student diagnastiplacement purposes and
to monitor the academic performance of students in Jadatictions, with little
attention from the state or federal government (Korettagnilton, 2006). However, the
Soviet Union’s launching of the Sputnik satellite in 1957 touclied strong feeling of
discontent with the United States school system (Roph878). Among efforts to
improve education, particularly in science and mathematits | of the Elementary and
Secondary Education Act of 1965 required measures to evéhaaten’'s effects. This
provision led to the development of the National AssesswieEducational Progress
(NAEP; NCES, 2000) and marked the first use of standardssgsaments to monitor

students’ academic progress nation-wide (Koretz & Hamil2906).
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NAEP was initiated in 1965 as a program to assess the actaavef students in
fourth, eighth, and twelfth grades. Initially, only seééstitem scores were reported, as
opposed to test scores, and individual student scores bagelreen reported. By the
late 1990s, NAEP had become more influential, with tastes reported at the state level
and with federal education funding tied to state-levelgserdnce (Brennan, 2006).
Criterion Referenced Scoring

Minimum-competency testing was developed in the 1970s agshiafge-scale
example of holding students and teachers accountableutters performance (Popham,
1978). Minimum-competency testing, as implied by the naras,designed to measure
whether students had reached a predefined level of compétencachievement). This
shift in measurement led to the development of critereéderenced measurement. Robert
Glaser is credited with first contrasting norm-refexed versus criterion-referenced
measurement in 1963 (Popham, 1978). In norm-referenced measireoores are used
to determine examinees’ standing relative to a standaiatizgitoup, which is intended to
be representative of the population of examinees. Wiiigrion-referenced measurement,
scores are used to evaluate an examinee’s absolute let&iofment of criterion
objectives.

Criterion-referenced measurement scores are most agerl in one of two ways:
(1) to determine what students know so that instructiorbedaailored to their individual
strengths and weaknesses and (2) to determine which sthdegatattained mastery
(e.g., for advancement or graduation) by comparing the stideotres to a
predetermined cut-score. The first purpose led to the coatemasurement-driven

instruction by using the test scores to shape instructi@tdidns (Popham, 1987). The
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second purpose survives to this day in, for example témelards-based reporting of
NCLB (Koretz & Hamilton, 2006).
Accountability Revisited

The use of test scores to shape instruction, alongtetbontinued prevalence of
NAEP, led to increased attention to test scores, wdockributed to widespread public
dissatisfaction with the academic performance of drfitates students. The education-
reform movement that swept the United States in the8®&deventually led to several
states’ enactment of standards-based test score rgpeystems. Financial incentives
(and sanctions) were put before schools and distrastsdon their scoring on state-
mandated achievement tests. At the same time, setatied began explicitly linking
promotion between grades to exceeding a cut-score oratkeashievement test.
Associated with these developments was a shift awaly finimum competency toward
high expectations (Koretz & Hamilton, 2006).
Present Situation

In addition to a sharp increase in the amount of aehient testing that occurred
in the 1990s and early 2000s, the characteristics and usapestests have changed as
well. NCLB has played a large role in driving many of thebanges. For example, under
NCLB, fewer students are exempt from yearly achieveresting, students’ scores are
reported relative to targeted scoring levels (e.g., regabi surpassing the “Proficient”
standard), and a complex measure called Adequate YeagyeBsohas been introduced
to track performance of schools (Koretz & Hamilton, 2006).

NCLB instituted many requirements for state achievertesting. Within the

defined regulations room exists for wide diversity. Statexevat liberty to define their

12



own academic standards and to design their own testatgnyHowever, all NCLB
testing revolved around comparing students’ scores to sthpddormance levels of
Basic, Proficient, and Advanced. Although every statequired to use, at a minimum,
these three performance levels, each state definewnigriteria for the standards, which
results in wide differences in the meaning of perforcedavels across states. Most states
use a criterion-referenced type approach in which a stadwsddting study (Cizek &
Bunch, 2007) is used to set cut-scores for each labeled praficievel. Other states set
their standards based on norm-referenced scores: teearetfor a level is based on
achieving a certain percentile score relative to a gpdatandardization of the test.

Outside the realm of mandated state-level achieverastihg, several other types
of commercially produced achievement tests continue to evigs/use, including
content area surveys, academic area achievement ambstiagassessments, and special
education diagnostic assessments (Ferrara & DeMauro,.Zl0@6Mmost widely used
content area surveys generally are used to describe at&ymformance across a wide
range of content areas, such as mathematics, reddlisgreading comprehension,
writing skills, social studies, etc. Score reportingy@cally norm referenced and based
on nationally representative samples. Some such assetssalso include performance
level information in tandem with percentile scores.

Academic area achievement and diagnostic assessanenéess closely aligned
with specific grade-level academic content and insteabastudents’ achievement in
rather broad academic areas (e.g., computation, wetteression) and are specifically

intended to report individual students’ strengths and weakneSaseh assessments are
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usually selected by individual school districts or schaal$ are not intended for group
reporting of scores.

Similarly, special education diagnostic assessmeatstanded to identify
special education students and track the progress ofghetents. These diagnostic
assessments are used to determine the existence ofitiksainilstudents, to plan
educational services and prepare instruction, and to providengngealuation of their
progress in schools. Special education students’ indiviceéhkducation plans (IEPs) are
sometimes specified in relation to progress on thegmdsic assessments.

Validity and Validation

The termvalidity as applied to tests and test scores has varied witely s
introduction into educational testing in the early pathe 20th Century, and its meaning
is still studied, argued, and often misunderstood to themirdag (Cizek, Rosenberg, &
Koons, 2008; Hogan & Agnello, 2004). The most general sense aflidity of test
scores is to ask: “What is the meaning of these tesese” Often, especially early in the
development of validity theory, this question was posedl@oes this test measure what
it is purported to measure?” For adherents to modern valitbyry, the question
typically becomes: “Is the intended interpretationhafse test scores defensible?” or
“Does empirical evidence and theoretical rationale sugperintended inferences that
are to be drawn based on these test scores?”

Conceptions of validity and validation have evolved gadously over the years
from the 1920s to the present. Messick (1989) presents a thaxocgiint of the many
transitions that validity theorists passed through enttansition from the focus on

distinct types of validity to the current unitary vatidconcept. The following summary
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is intended to highlight the types of validity evidencat thave been the main focus of
theorists through the years.
Criterion Validity and Content Validity

The earliest attention to the validity of test ®owas in the form of criterion
validity studies of achievement tests developed in the 1@2@srion validity became
the predominant manner in which validity was defineduglothe 1930s and 1940s
(Kane, 2006). The criterion model of validity has twosu@ns: predictive validity and
concurrent validity. Predictive validity referred t@taxtent to which the instrument
predicted performance on measurements (e.g., achieveiméme future, while
concurrent validity indicated the relationship betweenitistrument’s scores and scores
on other measurements given at the same time (Cr&chégina, 1986). For early
validity theorists, the goal of measurement wasstorate as accurately as possible the
value of some criterion variable, so validity speafiy referred to the relationship
between test scores and criterion scores (Kane, 200&ri@r-related validity is
established in terms of correlations between test s@@ criterion scores or by
regressing criterion scores on test scores. Howawalidity argument based on
students’ scores on a criterion measure is only asgstie the validity argument for the
criterion measure, and although criterion validity app&altse objective and purely
guantitative, it depends on the subjective value judgmentaf criterion to specify
(Kane, 2006).

The model of content validity also developed in thesgsyas a means of
validating the criterion measures. The content modeabdity uses the idea of domain

sampling: test scores represent a sample of perfornmative domain of interest. A
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content valid test should elicit a broad and represgrtaimple of the examinee’s
performance in the domain. This representative saraplsad to estimate the examinee’s
overall level of skill or achievement in that areafi€, 2006). Content validity is
established solely on the basis of expert judgment dbewtontent of the test and does
not take into account actual responses. These judgmentd doomide any support for
inferences to be made from test scores; such intetipretaf the meaning of test scores
lack any justification (Messick, 1989).
Construct Validity

By the 1950s, criterion-related validity was broadlyested, as was content
validity to help justify the use of the criterion meess (Kane, 2006). Construct validity
emerged as a third type of validity in the mid-1950s. Ratiaar supplant other views of
validity, construct validity came to sit alongside th@vtessick, 1989). Construct validity
indicated the extent to which the instrument’s scoresvall meaningful inferences
about some psychological construct (Crocker & Algina, 1986hstruct validity
originated out of personality testing, where no obviausrion existed. In this model of
validity, the test developer begins with a theory albbetexistence of a construct, rather
than a criterion, and uses that theory to devise measdaédation of a test under this
model “is based on an integration of any evidence thas lzeathe interpretation or
meaning of the test scores” (Messick, 1989, p. 17).
The Unified Model of Validity

Although the construct model of validity began as agradttive model when no
suitable criterion was available, it was soon recoghasethe fundamental idea of

validity. Loevinger (1957, as cited in Kane, 2006) is creditethe first psychometrician
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to put forth the idea of what would become the unified motlealidity when she stated
that the criterion and content models were means tatdké goal of construct validity.
Through the 1960s and 1970s, validity continued to be widely di@sea set of methods
to choose among depending on the nature of the teste Aathe time, validity theorists
continued to develop and argue for a unified approach, in wHiehedit “types of
validity” are viewed as types of evidence of construatigl By the early 1980s, the
unified point of view was gaining greater acceptance. WithsMk's 1989 chapter on
validity in the third edition oEducational Measuremerthe construct validity model
was authoritatively put forth as the unifying concept bfest validation.

From 1989 to the present, this unified approach to validisydeen promulgated
and extended but rarely contradicted (cf., Borsboom, Miedlegh, & van Heerden, 2004,
Lissetz & Samuelsen, 2007). Messick’s (1989) definitionadifthty as “an integrated
evaluative judgment of the degree to which empirical evielema theoretical rationales
support theadequacyandappropriatenes®f inferencesandactionsbased on test scores
or other modes of assessment” (p. 13; emphasis in ojiginasses that validity applies
to inferences, not to tests or even test scoresy#hidity is a judgment; and that validity
arguments rely on multiple sources of evidence. Althougtem validity theorists
nearly unanimously accept the unified approach to valigiggtitioners of testing have
“implicitly rejected” important aspects modern validibeory by continuing to present
validity studies more in keeping with the view that @i is a property of the test and
that differentkindsof validity can be used to support the validity of st (€izek et al.,

2008, p. 409).
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Modern validity theory emphasizes tgsatidationrather than testalidity. The
generally accepted view is that one validabésrpretationsor usesof tests. Validation is
a process; it is “the development of evidence to suppeithposed interpretations and
uses,” that is, “to show that [the proposed interpigetatr use] is justified” (Kane, 2006,
p. 17). TheStandards for Educational and Psychological Tes{iWgRA et al., 1999)
propose five sources of validity evidence, including ewddmased on: (a) test content,
(b) response processes, (c) internal structure, (d)oretato other variables, and (e)
consequences of testing. The authors oStiamdardsstress that while the different
sources highlight different aspects of test validitgytdo not represent differetypesof
validity. The kind of evidence collected should depend erptbposed interpretation.
For example, if scores on a subtest are interpretadiaglimensional measure of
arithmetic achievement, validation should include collgcémidence as to the internal
structure (i.e., the dimensionality) of the subteswel as evidence that the content of
the subtest is representative of the arithmetic cotbenexaminees have had an
opportunity to learn.

Evidence of the internal structure of the test is daflgcelevant for a collection
of items (or subtests) that is purported to allow mesamant of a few broad constructs.
For example, a battery of achievement tests maydecien or more subtests yet report
scores on such broad constructs as reading achievenahgmatics achievement, and
science achievement. In such cases, composite secereffen reported, meaning that
some combination of subtest scores are used to produce asitenggore for a broad
content area (i.e., construct). The broad compositede interpreted datent variables

or factors,that is, they can be conceived of as unobservabl¢iebiir traits that can
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only be measured indirectly by means of observable itaticéthe subtest scores)
(Thompson, 2004). When a particular latent structure isgsexpfor a set of scores, that
structure is one interpretation of the scores and dhimribubject to validation. Evidence
to support (or refute) such a structure can be collecte@etarfanalysis, which is
described below.
Data Analysis to Support Validation

Confirmatory Factor Analysis

The factor structure of an instrument can be examinddaenfirmatory factor
analysis (CFA), a theory-driven analysis requiring dption of the relationship of
indicators to underlying traits. In the context of validatstudies, CFA can be used to
assist in understanding the internal structure oftaat@sto provide evidence in support
of a proposed interpretation of the score structureaalRiypotheses (i.e., alternative
models) can be tested within the CFA framework, whichlead to stronger evidence of
validity (Thompson & Daniel, 1996). By testing rival maslehe can investigate
alternative interpretations of test scores. If atgdsmodel is found to be a more
plausible interpretation than rival models, then thatlel gains credence (Kane, 2006).

A history of the association between validity studied factor analysis has been
reported in some detail (e.g., Thompson, 1997; Thompson, 200dpEbm & Daniel,
1996). Factor analysis is intended to model the relationgtypeen latent constructs, or
factors, and observed variables, or indicators. Latenstructs are unobserved and thus
cannot be measured directly. But observed variablesiuenced by the latent
constructs, and thus indicate something about the numberatare of the latent

constructs (Brown, 2006). More specifically, factor analyschniques allow researchers
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to analyze the covariance between indicators andaepant common variance, that part
of the variance that is influenced by a common factofa@tiors), versus unigue variance.

In a CFA study, the researcher posits a theory-baeelt| and investigates how
well the data fit that model. The fit of data to thedwal can support, disconfirm, or
suggest changes in a theory. Although exploratory fastalysis (EFA) and CFA both
are concerned with how observed variables are linkedentlgariables, EFA takes an
exploratory approach to generate possible models whdimkseare unknown. CFA,
however, is appropriate when a theoretical model is steg@gpriori (Byrne, 1998).

It is possible to use CFA in an exploratory mannerespecifying models
without regard to underlying theory; however, such an approan lead to capitalization
on chance (Keith, 2005). Rather than attempting to integpseructure implied by the
data, CFA is intended to test the fit of data to acttine that follows from theoretical
considerations. CFA requires that constructs are defigtatetesting a model (Graham,
Guthrie, & Thompson, 2003). Whereas exploratory methods €FA) use the data to
createa model, CFA requires the researcher to explicitly défow indicators are
hypothetically linked to underlying constructs. These hypotHdindes can then be
supported or disconfirmed—partly in an absolute sense (i.es,tle model fit?) and,
even more so, in a relative sense (i.e., does tuehfit better than other defensible
models?).

Analysis of the fit of a model can lead a researth@onsider alternative
interpretations of the scores. Such investigations eanvaluable part of developing an

understanding of an instrument’s structure. However, irggapons derived from such
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an analysis should be validated by fitting an indepenskmple of test scores to the new
proposed model (MacCallum, 1995).
How CFA Works

The CFA model relates observegl yariables to latent constructg (using a

linear model:
X=AE+5. (1)

In this equationx is the vector of observed variabl@sis the matrix of factor loadings,
(or, more precisely, factor pattern coefficientsis the vector of factors, aredis the
vector of error terms for the indicator scores (oore precisely, unique components).
Estimation of parameters in the CFA model is impletegmsing the covariance
structure of the data. That is, the covariance matrike@bbserved variables, is
modeled as

I=ADPAN' +0O, (2)
where® is the matrix of factor variances and covariances@irs the matrix of indicator
error variance and covariance.

The CFA model also can be represented graphically asnsindwgure 1. In such
representations, referred to as path diagrams, latestraots are represented with
ellipses or circles, and observed variables are regesbarnth rectangles or squares. An
arrow leading from a latent construct to an observedbie indicates that the construct
is presumed to influence the variable. Latent constaretsinobserved and cannot
directly be measured, so the observed variables arerefierred to as indicators, to

convey the notion that it is through the observed b&sathat we indirectly measure the
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latent construct. Double headed arrows between two featuties diagram indicate that

the covariance between those terms is estimatedtasfiphe model.

g1 ™ X, M
e

021
€4 = Xy A4
8™ Xs s
e

Figure 1.A simple path diagram for a two-factor model.

Usually, error terms are assumed to be independent,na@on variance
between variables is reflected in the latent constHmivever, if two variables share
variance that is not reflected in the model (i.eat th not presumed to be reflected in the
latent construct), then including the covariance oftiier terms for those variables may
improve the fit of the model (Kline, 2005).

Most CFA models assume simple structure, in which eatibator is associated
with exactly one factor. Having a link between an obsemagiable and more than one
factor is referred to as a cross-loading. Although i3k models are used to test
theories in which a model is specified to have simplecaire, it is often misleading to

regard that simple structure as removing all relationstipdsn indicators and the
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factors to which they are not linked. Some of the comwariation between indicators of
differing factors is captured in the covariance betweetofs (Brown, 2006), and factor
structure coefficients should be calculated to measureotinelation of the indicators
with the factors (Thompson, 1997). When factors are moelated, structure coefficients
are simply the pattern coefficients, but when factwescorrelated, the structure
coefficients reveal the association between fa@odsthe indicators to which they are
not linked. Analysis of structure coefficients in additiorthe pattern coefficienta\{

can also be illuminating in examining relationships (@mafet al., 2003).

When data are fit to a properly specified model and pasmate estimated
(estimation methods will be discussed in the Methodsosgecthe output includes
parameter estimates and standard errors, which can beoudeve a-value to test
whether a parameter is significantly different froen as well as model-fit statistics,
which are used to judge how well the model fits the data. @oleads support to the
theory that led to the model. However, as discusseigieariodels are best judged by
comparison with theoretically defensible competing m®@E&hompson, 2004).

The estimated loadings can be interpreted as thegtrehassociation between a
factor and an indicator. High loadings of a set ofaatbrs on a factor provide evidence
that the indicators are associated with the fattoaddition, a collection of fit indices is
produced when a model is estimated. Fit indices are prodiyocesimparing the
covariance matrix of the data to the covariance matplied by the specified model.
Good fit of the data to the model is further evidencetti@proposed model is a
plausible interpretation of the test scores (Kline, 200®)del fit statistics will be

discussed in the Methods section.
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Higher-order factor analysis can be used to accoumbioelations among first-
order factors and should be investigated under such corretateans (Thompson,
2004). If latent constructs are strongly correlated, gerhaps a second-order factor can
be specified as a common influence on the latent martst(Brown, 2006). As with all
model specification, such relationships between conststicigld be theory based, as
opposed to purely data-driven.

Higher-order factor analysis in the LISREL notatisszheme (Joreskog &
Sorbom, 1996) requires that the model be written in termsvafiables. The observed
indicators ) are influenced by the first-order factorg és reflected in the equation:

Y =An+te. (3)
But the first-order factoryyj are influenced by second-order factd@)sas reflected in the
equation:

n=Ig+E, (4)
wherel is the matrix of second-order factor loadings &r&lthe vector of “error” im.
This “error” vector is more properly conceived of as unigaieawice in the first-order
factors. Higher-order factor analysis is commomteliigence testing, with a second-
orderg, or “general intelligence,” factor that is influencedrbyltiple first-order factors
(e.g., Keith, Fine, Taub, Reynolds, & Kranzler, 2006).
Dimensionality and DIMTEST

A test that is designed to measure exactly one trabiity is said to be
unidimensionalThe dimensionality of a test is closely related $dnternal structure: a
test designed to allow inferences about a certain nuaftigits or abilities should

measure the same number of dimensions. If a proposepretigion of scores involves
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assumptions about the dimensional structure of theescthen the assessment of the test
scores’ dimensional structure is an important part@ftiidation of that interpretation.
Confirming the unidimensionality of test scores is impdrtawalidation efforts for at
least three reasons: (a) to assess whether the magesu of a trait is being contaminated
by the measurement of a second trait, (b) to help deterwinether a test is measuring
multiple traits and should be divided into separate stgfesinterpretation, and (c) to
evaluate the suitability of the scores for analylség tely on the assumption of
unidimensional scores (e.g., CFA) (Stout, 1987).

DIMTEST is a nonparametric procedure to test the hypatiibat a test is
essentially unidimensional’he concept of essential unidimensionality recognizasit
is exceedingly rare for a test to truly measure oneanly one dimension, but that it is
possible for only one dimension to be seen as importanteypretable (Nandakumar,
1991). DIMTEST works by examining two partitions of the tesns: AT, the
assessment subtest, and PT, the partitioning subtesATmcludes items that are
known, or hypothesized, to be dimensionally distinct ftbenitems in PT. The
DIMTEST procedure then calculates a statistic totteshull hypothesis that the AT set
is dimensionally similar to PT versus the alternaliypothesis that the subtests are
dimensionally distinct (Stout, 2006). Because the DIMTEstatistic is known to be
statistically biased (Stout, 1987), a nhonparametric |IBdtdirap based bias correction for
the DIMTEST statistic has been incorporated into the THSAT procedure (Froelich &
Stout, 2003). The corrected DIMTEST statistic has adstahnormal distribution, and a

statistically significant result is evidence that thst is not essentially unidimensional
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(Stout, 2006). The DIMTEST procedure is implemented asrgooent of the
DIMPACK nonparametric dimensionality analysis softevaackage (Stout, 2006).

The DIMTEST procedure rests on the notion that thvaugance of pairs of items,
conditioned on estimated examinee ability, should bdl svhan a test is essentially
unidimensional. To calculate the DIMTEST statistie BT is used to estimate the
examinee ability vector for the test scores. The camdit covariance for each pair of
items in AT is calculated, conditioning on PT subtests, and these covariances are
combined in the DIMTEST statistic, first presented byus{@987) and summarized as

follows by Finch and Habing (2007):

T = Z TCOV(Ui Uy |éPT)déPT ' ()

i<IOAT -

Finally, the positive bias iif” is corrected with a nonparametric IRT bootstrap procedure
described in Froelich and Stout (2003). The final DIMTE&ifigtic provides a statistical
test for the null hypothesis that the conditional c@rares of AT items are small enough
to conclude the test is unidimensional.

The reader may wonder why linear exploratory factolyaisa(EFA) is not used
to assess dimensionality compared to a more completiraedntensive analysis.
Historically, linear EFA has been used to assess therdiionality; however, factor
analysis is problematic as a method of determining diraaabty. Item difficulty can be
confounded with dimensionality. If the relationship betgem performance and latent
ability is nonlinear, poor model fit can result, which gmavent the analyst from drawing
conclusions. In addition, factor analysis with ditdmous data is complicated, and

models can be difficult to estimate (Ackerman, Gi&nl\Valker, 2003).
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Dimensionality studies are not common among validiigiss, but they have
been used in a variety of ways to investigate the iatetnucture of scores. Prior to the
development of DIMTEST, dimensionality was investigaieohg a principal component
analysis and multidimensional scaling software tossstee effect of alternative scoring
methods on the psychometric properties of computatiomsii@irenbaum & Tatsuoka,
1983). DIMTEST was used to provide evidence for the constaliclity of a set of items
intended to assess international students’ speaking anxistyolmying that scores on two
sets of items were not dimensionally distinct (Yang, 20D6hensionality studies using
DIMTEST have provided evidence of differential item fuantng (DIF) (Metcalf, 2002)
and have provided statistical, as well as substantiveglmaration of DIF findings from
other methods (Gierl, Bisanz, Bisanz, & Boughton, 2003).

DIMTEST was developed to fill the need in IRT analysisd statistical
significance test of the unidimensionality of test gef8tout, 1987). However, this
procedure may also prove useful in assessing reasolaskoof fit in factor models of
test scores. In most CFA studies, the scores onatati linked to a single factor are
assumed to be unidimensional. Indeed, simple structure ispéigitlepends on the
assumption of unidimensional measurement, and relaxingpkatfication (i.e.,
allowing some indicators to “cross load” on two or m@&drs) has been controversial
in measurement literature (Kline, 2005). Lack of fit in gnyen factor model can stem
from multiple sources, but the unidimensionality of iadars is rarely explicitly
checked. Instead, researchers analyze models and tiie oetaisfit to guide their

respecification of models (Brown, 2006; Kline 2005).
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CIBS-II

The focus of the present study is the Brigance Comprefeeim/entory of Basic
Skills-11 (CIBS-II; Brigance, 2009), the newest revisim the Brigance inventories
series. The previous version of the CIBS was commaos#y &s a screening tool and for
monitoring the progress of students, particularly in spediacation programs. This
study took place as the technical manual and full testaignmls were under
development; thus, no previous validation studies of IBS@I or its scores exist. A
review of the precursors of the CIBS-Il is relevastsach a review can shed light on the
new instrument and its development. In particular,aeseinto the validity of scores
from precursors to the CIBS-1l might guide new validiydses. Studies of previous
versions of the instrument could, for example, suggestréing point for new
exploratory or confirmatory studies.

The Brigance CIBS-Il began as an effort by A. H. Brigato develop a criterion-
referenced system of assessments for special edustaiaents (Brigance, 1998). In his
work as a special-education teacher and administiatigigence found that norm-
referenced scores from typical achievement tests diglialol information useful for
planning individualized instructional programs for studentggdrce’s first published
instrument was thiventory of Basic Skill@rigance, 1976). This first inventory soon
led to theDiagnostic Inventory of Basic Ski{®IBS; Brigance, 1977), which was
expanded and modified to become @@mprehensive Inventory of Basic Skilld983.
The Comprehensive Inventory of Basic Skills-Rev{§88S-R) was published in 1998.
This major revision included an update of many assessmeem tb reference then-

current textbooks and the introduction of standardizedn+eferenced, score reporting.
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The CIBS-R test materials include a bibliography listimg student textbooks and
professional publications used in the development o€tB&-R (Brigance, 1998).

The introduction of norm-referenced score reporting elderihe proposed uses
of the CIBS-R. The CIBS-R was presented as “a valuaisieurce in school programs
emphasizing individualized instruction. The CIBS-R willdspecially helpful in
programs serving students with special needs” (Brigance, p998, The test materials
state that the CIBS-R components may be used for fdatibn of skills mastered and
not mastered, as a diagnostic instrument to identifygifnerand weaknesses, as a part of
a testing regimen to identify students with special nesus “as a standardized testing
instrument when needed” (p. ix). The claim was made“‘thea assessments are based on
curriculum content and objectives” (p. X) and tied todbmetent and sequence of
common elementary school textbooks. Skill sequences ade tgvel expectations were
reportedly based on what was found in researching mutggteooks from different
publishers (Brigance, 1998).

From the earliest development of the inventory, théestib were written to
reflect the grade-level content that appears in textbo@dinslementary schools
(Connelly, 1985; Brigance 1998). No information was givemé&@IBS-R test manual
to indicate how the author ensured adequate content d@emesentation; however, in
its original form, the CIBS was purported to be ustdsla scope and sequence, and
[educators] may consider or choose specific objectives iffof@onnelly, 1985, p. 4).
Other studies of the original CIBS include a mentioHfiefd testing and the jury
system” being used to establish the content validith@fnstrument (Linkoas, Enright,

Messer, & Thomas, 1986; p. 6).
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Few studies exist to investigate the validity of scér@s any of the precursors to
the CIBS or early versions of the CIBS. As earlyL883, this lack of validity evidence
was noted: “The test author, while explaining how gragels were derived, provided no
statistical data justifying the procedure or verifying thisditg of the test scores”
(Krawiec & Spadafore, 1983, p. 230). The work completed in tfegearly studies
focused on content validity (e.g., Ferguson & Kersting, 19B8¢ CIBS was intended
only for instructional decision making, as opposed to beied & prediction or
educational placement. Since no claim was made asdaistract being measured by the
CIBS subtests, no apparent need existed for construcityaliddies.

With the CIBS-R, a norm-referenced interpretation ohesubtest scores was
added. The combination of norm-referenced and criteritameeced interpretations was
meant to facilitate the movement from interpretingres in a normative fashion (e.g., for
determining eligibility for special-education progranw)riterpreting scores in a skill-
based manner (e.g., for determining objectives to include indavidualized education
program) (Glascoe, 1999a). Norm-referenced interpretafisoores facilitates
comparisons of students. Norm-referenced scores ar¢edireward a student’s relative
standing. Criterion-referenced score interpretationocanplement information about
relative standing by providing information about exactly tdialls students have or
have not been achieved (Popham, 1978).

At the same time that norm-referenced interpretaif@tores was introduced, the
test included a composite score structure (see Table 1).a8Sstcucture implies that a
group of constructs are being measured by the subtest$ediimical manual for the

CIBS-R (Glascoe, 1999b) uses correlations between ssilatedtassessments as evidence
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of construct validity; however, this evidence is inadequagesorrelations do not
necessarily support the intended interpretation of theesqCizek, 2001). Further,
relying only on reliabilities of subscales and correl&iamong subscales without
investigating the dimensionality of the scales can leagroneous conclusions about the

structure of a test (Green, 2007).

Table 1
Composite Score Structure of the CIBS-II Subtests

Subtest Composite

Word Recognition Grade Placement
Basic Reading
Word Analysis Survey

Reading Vocabulary Comprehension Grade Placement
Reading Comprehension
Comprehends Passage

Computational Skills Grade Placement
Math
Problem Solving Grade Placement

Spelling Grade Placement
Written Expression
Sentence Writing Grade Placement

Listening Vocabulary Comprehension Grade Placement Lisggdomprehension

Aside from the CIBS-R technical manual published liteeasiows a complete
lack of studies into the validity of the compositerssofor this instrument or even of its
subtest scores. Recall that evidence based on the idgu@ure of the test is one of the

five main sources of validity evidence recommended irStaeadardAERA et al.,
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1999). Indeed, Standard 1.11 addresses this point directlye“tationale for a test use
or interpretation depends on premises about the redaijpsiamong parts of the test,
evidence concerning the internal structure of the testldlbe provided” (p. 20).
Continuing, the comment section for the standard recamisithat interrelationships of a
test’s subtest scores “should be shown to be consistth the construct(s) being
assessed” (p. 20).
Overview of the Present Study

Validity studies of new or revised instruments are comnitven small changes
in an instrument may have unpredictable impact on tshmsmetric properties, which
necessitates validation of the revised instrument (AER&., 1999). Achievement tests
are subjected to scrutiny since inferences made fronttreson achievement tests can
have high-stakes impact on examinees. As explained préyimferences made on the
basis of composite scores are in particular needlofaten. The paucity of studies
providing evidence of the validity of composite scoresfiearlier versions of the CIBS
emphasizes the need for validity studies of CIBS-dkss. Results from a CFA study of
the internal structure of scores from the CIBS-Rd#aadization sample did not support
the theoretical structure proposed by the test’s aBreidenbach & French, 2008). The
composite score structure of the CIBS-II is very sintitethat of the CIBS-R; however,
the CIBS-II standardization sample is larger and mepeesentative of the intended
audience than that of the CIBS-R. A careful validagstudy of the internal structure of
the CIBS-II will provide important evidence to support iptetations of the test’s

subscores, both individually and combined in composite scores
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Factor analytic studies of achievement instrumentsiacemmon. Validity
studies for achievement tests typically do not seek to sufipofactorial structures of
the tests (e.g., Daub & Colarusso, 1996; Connolly, 1998; &&dputton, 2005). Even
though achievement test results are commonly used to nigiketakes decisions, “there
is surprisingly little published evidence that supports thetstreof such instruments
and the validity of their intended use and interpretatiStevens & Zvoch, 2007, p.
977). In two exceptions to this general rule, researalsad factor analysis to investigate
the structure of achievement tests and could not find sufgdhe structure described
by the tests’ authors (Erford & Klein, 2007; WilliamsJIFRaves, Darch, & Woods-
Groves, 2007). In addition, a confirmatory factor analfGiSA) investigation of part of
the TerraNova assessment system (CTB/McGraw Hill, 188if)d that the internal
structure was not as clearly defined as the publisher sugd&evens & Zvoch, 2007).
Comparison of two- and three-factor models found Idiféerence in fit, suggesting that
some content areas are not well represented in thsttesture. Such studies emphasize
the point that if composite scores are to be repa@medused in interpreting students’
results, factorial validity evidence must exist to suppach use (Williams et al., 2007).

The current study uses the CIBS-II national standaidizaample to investigate
the factor structure of CIBS-1l subtest scores. Theedisionality of the subtest scores are
investigated with DIMTEST, and the CIBS-II's theoretistucture is examined via
confirmatory factor analysis. The theoretical struetisrtested along with competing
models that were derived from substantive examinatighe content of subtests and

from results of the DIMTEST dimensionality analysis.
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CHAPTER THREE

METHODOLOGY

Participants

Data for this study comes from the national standatidn study for the
Comprehensive Inventory of Basic Skills-II (CIBS-Ilgfch & Glascoe, 2009). The
goals of the national standardization study were to dpwelsample representative of the
United States population of school children in grades K—@jraster nine of the CIBS-II
subtests to the children in the sample, and use theestm (a) investigate the
psychometric properties of the test items and subtes¢s and (b) develop standard
scores and normative tables.

Teachers from the four geographic regions (NortheaslwbBt, South, and West)
in the United States were recruited to administer thesassents to small numbers of
students. Teacher selection was guided by geographic regaale level taught, and
accessibility. That is, teachers were selected basedbibty of the study organizers to
access (usually via e-mail) the teachers. Participéachers were given directions to
select students with a wide variety of achievement $evidle specific instructions
guided teachers via an example: “If, for example, ydecs® children please select: 1
child whom you believe is performing above average, 4 whperferming averagely,
and 1 who is performing below average.” Participating tei@civere paid $30 for each
completed test form.

The data collection for this project was implementeuadue University. The

university’s Institutional Review Board ruled that the studg exempt from informed
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consent requirements because administering the CIBS:dinsidered standard
educational practice and because data was collected wirsonally identifiable
information. Nonetheless, parents were given thaah#o opt their child out of the
study with a brief permission letter that was includethan optional parent survey. The
parent survey asked for demographic information about thet @hd family and invited
parents to share concerns over a variety of topickeckta the child’s educational
development.

A full description of the standardization sampleiigg in the test manual
(French & Glascoe, 2009), and a brief summary is predémtes. The samplé&(=
1,411) matches closely the U.S. population on a numbenpdritant demographic
variables (e.g., age, race/ethnicity, geographic regiorgpested in the U.S. Bureau of
the Census projections for 2007 and the U.S. Departmermtuafaion’s National Center
for Education Statistics (Hussar & Bailey, 2006). Geograghisicibution, gender, age,
and racial/ethnic categories are reported in Tables 2-5. Vo fallanodel cross-
validation, records were randomly assigned to two subgrop86 and 705 participants.
No effort was made to match the subgroups on any vaiiablgler to more closely

approximate independent random samples.
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Table 2
Distribution of Examinees by Region, Compared to U.S. Population

Region Sample u.S.

N % %

Midwest 502 36 22
Northeast 164 12 17
South 445 32 37
West 300 21 24
Total 1411

Note.U.S. distribution is based on Hussar & Bailey, 2006.

Table 3
Distribution of Examinees by Gender and Region

Region Female Male Noreport Total
Midwest 226 251 25 502
Northeast 82 82 164
South 213 232 445
West 159 139 2 300
Total 680 704 27 1411
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Table 4
Distribution of Examinees by Race/Ethnicity, Compared to U.S. population

Region White ﬁmgﬁ;\n Hispanic Asian  Other  Multiple Missing
Midwest 42% 26% 15% 3% 2% 4% 7%
Northeast 88% 4% 2% 3% 2% 1% 1%
South 42% 24% 25% 1% 2% 4% 1%
West 45% 10% 25% 3% 6% 8% 3%
Total sample 48% 20% 19% 2% 3% 4% 4%
U.S. Population 60% 15% 18% 4% 1% 2%

Note.U.S. distribution is based on Hussar & Bailey, 2006.

Table 5
Distribution of Examinees by Age and Region

Region

Grade Midwest Northeast South West Total

1 82 61 98 74 315
2 79 42 60 42 223
3 50 14 31 78 173
4 63 13 102 37 215
5 87 28 104 21 240
6 141 6 50 48 245
Total 502 164 445 300 1411
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Instrument

The grades 1-6 form of the CIBS-Il includes more than 15@st#) which range
from teacher checklists to performance tasks to sultestposed of dichotomously
scored items. Nine dichotomously scored subtests (Bescbelow) were selected by the
instrument’s publisher to be standardized. Throughout this stivelgeneral name
“CIBS-II” refers to the nine subtests selected bygtblisher. The CIBS-Il scales are
intended to be administered individually but do not requireigppeed training. Children
respond orally or on student response pages, and scoriagkischon the corresponding
teacher pages, which includes the answer key.

The nine subtests are designed to cluster into four ceitapand one indicator.
A brief description of each composite and its assediatibtests follows:
Basic Reading Composite
1. Word Recognition Grade Placement SubtEstildren are asked to quickly read aloud
words arranged into lists by grade level, from preprimer tdegegght.
2. Word Analysis Surveghildren are asked to respond to auditory discriminatemst
(i.e., respond “yes” or “no” to indicate whether two @®read by the test administrator
sound exactly the same), to identify sounds heard in weedtbkaloud by the test
administrator, to read aloud words and nonsense wor@dsrples phonemic awareness,
and to divide words into syllables.
Reading Comprehension Composite
3. Reading Vocabulary Comprehension Grade Placement Chddren indicate single-
word vocabulary comprehension of printed words by cimgoie one word with a

different meaning from groups of five words each.
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4. Comprehends Passages Subt€stildren read a short passage between primer and
grade nine levels and answer five oral-response, multimee questions about the
passage.
Math Composite
5. Computational Skills Grade Placement Té&hildren solve arithmetic problems
involving addition, subtraction, multiplication, divisiofnactions, and percentages.
Problems are arranged by grade level (grades one through eight
6. Problem Solving Grade Placement T&shildren solve arithmetic word problems.
Problems are read aloud to grades 1-3 students while the stegigsta printed version.
Grades 4—6 children read the printed problem with assistaneedied.
Written Expression Composite
7. Spelling Grade Placement Teshis subtest is a standard written spelling test with
words arranged in first-grade through eighth-grade lists.
8. Sentence Writing Grade Placement T&itildren are given three (grades 1-3 level) to
four (grades 4-6 level) words and attempt to compose a siegience using the words.
Listening Comprehension Indicator
9. Listening Vocabulary Comprehension Grade Placement Th& subtest is not
designed to correspond to any of the composites. Childderate single-word
vocabulary comprehension of words read aloud by the deshétrator by choosing the
one word with a different meaning from groups of four wortshe

All subtests are presented in two forms. The foanesintended to be parallel and

allow for pre- and post-testing of students without sadftation due to practice effects.
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The parallel forms also allow test administratorsetéest a student if an initial test
administration is invalidated for any reason.
Variables

Subtest raw scores are simple sums of the numberrieot responses. Many
subtests have entry and discontinue rules (i.e., basbteiling rules). Iltems before the
entry rule are scored as correct, and items aftedigo®ntinue rule are scored as
incorrect. Composite scores are simple sums of thiestisbscaled scores corresponding
to the composite.

Statistical equating (Kolen & Brennan, 2004) was used to asfjoses for
differences in the difficulty of the two forms ofelsubtests (French & Glascoe, 2009).
All Form B raw scores were transformed to Form A edeivs. After equating, the
adjusted raw subtest scores were normalized by ageocateyl scaled to have a mean
of 10 and a standard deviation of 3. Composite scores weatedrby summing the
subtest scaled scores associated with the respectiygosae and then reported as
standard scores, with mean 100 and standard deviation 15igbesctatistics for the
subtests, including reliability estimates, are presemté@ble 6.

Analysis
Dimensionality of Subtests

DIMTEST (Stout, 2006) was used to investigate the dimenigipoéeach
subtest. Since it is exceedingly rare for real sctrahiow true unidimensionality,
DIMTEST provides a statistical test @$sential unidimensionalifiNandakumar, 1991).
Scores that are essentially unidimensional may haveromare minor dimensions, but

these minor dimensions are unimportant and not interpretable
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Table 6
Descriptive Statistics for CIBS-1l Subtest Scaled Scores

M SD  Reliability Skew  Kurtosis
Comprehends Passages 10.372 2.670 .974  -0.028 -0.303
Computation 9.709 2.197 925 -0.019 -0.305
Listening Vocabulary 10.002 2.268 .894 0.024  -0.357
Problem Solving 9.536 2.136 .859 0.030 -0.275
Reading Vocabulary 9.627 2.397 921 0.079 -0.286
Sentence Writing 9.860 2.510 .807 0.058 -0.351
Spelling 10.035 2.121 .960 0.116  -0.535
Word Analysis 10.372  2.670 955  -0.028 -0.303
Word Recognition 9.709 2.197 987 -0.019 -0.305

DIMTEST is a nonparametric procedure to test the hypatiibat a test is
essentially unidimensional. The DIMTEST procedure useges from a two-group
partition of the test items. The assessment sulA@stqonsists of items that are
presumed to be dimensionally distinct from other itémibe test. The partitioning
subtest (PT) consists of all test items not in Afie DIMTEST procedure then calculates
a statistic to test the null hypothesis that the dadil covariances of AT items are
small, which indicates that the AT set is dimensionsillgilar to PT, versus the
alternative hypothesis that the AT set is dimensigrdafitinct from PT. A statistically
significant result is evidence that the test is neeesally unidimensional (Stout, 2006).

DIMTEST can be performed in a confirmatory sense dtao§items are
suspected to be dimensionally distinct from the remaiatidre test. Alternatively,

DIMTEST can be used in an exploratory manner by usingtstatally based
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partitioning method. Performance of DIMTEST to detect iinitensionality depends
greatly on the choice of AT. Early implementatioDOMTEST recommended the use of
linear factor analysis or expert content analysihtmse dimensionally distinct items for
the AT (Stout, 1987); however, the method of using faatalysis has been shown to
perform poorly in many situations, and content analysmssometimes fail to detect
statistical dimensions (e.g., a dimension related tedgmness) that are not apparent in
the items’ content (Froelich & Habing, 2008).

For the present study, a method developed by Froelich abithdd(2008) that
relies on conditional covariance-based cluster am({CCPROX/HAC; Roussos, Stout,
& Marden, 1998) to identify potential AT partitions coupled whke DETECT procedure
(Kim, 1994; Zhang & Stout, 1999) was used to select the “lodéstie potential AT sets
(i.e., the AT set with the greatest DETECT index wssd to calculate the DIMTEST
statistic).

CCPROX/HAC is a two-step procedure to produce a hieraratlicster analysis
based on conditional covariance. In the analysis, achis considered a separate
cluster, and the conditional-covariance-based proxiafigfusters is used to combine
clusters. The clustering continues until the entis¢ igejoined into a single cluster (Stout,
2006). For the present study, this procedure was used witlsebtdst to generate
potential partitions into AT/PT sets, where a potemtiblset must contain at least 4
items but not more than half the subtest’s items.

DETECT can stand alone as an exploratory procedurdeongdae the number of
dimensions in a test and identify which dimension issuezd by each item. Included in

that exploratory process is an effect size for rdifiensionality, the DETECT index. In
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a confirmatory mode, the DETECT index can be calculftted collection of different
groupings of items. For the present study, the DETECT imdesxcalculated for each
partition identified in the previous step, and the “besttippan of items for DIMTEST
analysis was the partition with the highest DETEGIeiq since that partition showed
the best evidence of representing distinct dimensions.

To avoid capitalizing on chance, one-third of the studesgonses were used to
select the AT set, and the remaining two-thirds were tesediculate the DIMTEST
statistic (Froelich & Habing, 2008). Each examinee wagasdia random number
between 0 and 1. Participants were used to select treetdiltheir assigned numbers
were less than the 33rd percentile of all the assigaedbm numbers. This method of
group assignment resulted in a random sample of oneethihd respondents being
assigned to the AT selection group.

Factor Structure

The factor structure of the nine subtests was examwuitédconfirmatory factor
analysis (CFA), which allowed for analysis of thausture of the scores as well as
validation of proposed structures. To allow for modessrealidation, the sample was
randomly split into two subgroups. Each participant wagasdia random number
between 0 and 1. Participants were assigned to subgroupelr éiskigned random
numbers were less than the median of all assignetensmThis method of assignment
resulted in random assignment to subgroups with 706 and 705 sul§jeptrating the
standardization sample into two random subgroups alldaretthe option to cross-

validate the best-fitting model.
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The standardization sample appears to be a multgnedture, that is, students
are nested within classrooms. With multilevel dataeotations are not completely
independent, which violates the assumptions of many statistodels, including factor
analysis. Nonindependence in such models can bias thiesresodel parameters tend to
be overestimated, and their standard errors are unaesesti, thus increasing Type |
error rates (Bliese & Hanges, 2004; Julian, 2001). Howeweltjlevel analysis with
severely unbalanced groups can result in models thab fadnverge or in an inability to
estimate some parameters (Muthén, 1989; Raudenbusch & Bryk,3002r & Willet,
2003).

In the standardization sample, at least 193 differext&rs submitted data (57
observations do not include teacher name). Teachers setbmitmbers of test booklets
ranging from 1 to 42. Sixty teachers submitted only 1desklet each, the mean number
submitted was 7, and the median number submitted was 3.5irtatem of test booklets
and parent surveys indicate that some participatindnéesacised “teacher name” to
indicate the child’s classroom teacher, while othetexpreted “teacher name” to indicate
the name of the examination administrator. Thus, thilewel structure of the sample is
quite ill-defined and unbalanced. Consequently, it was dec¢it multilevel analysis
was inappropriate.

Model specification

The hallmark of CFA is the use of competing modelshédresent study, four

plausible models (Figures 2-5) were posited prior to analisese are presented on the

following pages.
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Model 1 is a one-factor model to test the hypothesisthieasubtests are simply

facets of a single “achievement” trait.

€1—=| Word recognitiol

E2—=|  Word analysi

Reading vocabular
€3 ——

€4 —— Compiehend:

es—me| Computation skill | Geners

€——| Problem solvin

€7 —m Spelling

€s——| Sentence writin

£ Listening vocabular

Figure 2.Model 1, a one-factor model.
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Model 2 is the test author’s model, which was inferredhfthe composite score

structure for the CIBS-II (see Figure 3).

€1—=—| Word recognitiol

€2—|  Word analysi

Reading vocabular
€3 —

Reading

€4 —— Comprehend

es—m| Computation skill

€——| Problem solvin

£7 —p— Spelling

8- | Sentence writin

£ Listening vocabular

R

Figure 3.Model 2, a five-factor model. Covariances between the
five latent variables will be estimated freely. Paihs not shown in

the figure for the sake of clarity.
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A potential Model 3 (see Figure 4) would extend Model 2 totheshypothesis

that the constructs influencing subtest scores arelatked to a higher-order “general

achievement factor.” This model should be estimated omheitorrelations between

factors in Model 2 support the existence of a higher-dedzor.

81—>

82—>

€3 ——

E4 —

85—»

Ep ——

E7 —

88—»

89—»

Word recognitiol

Word analysi

Reading vocabular

Comprehnds

Computation skill

Problem solvin

Spelling

Sentence writin

Listening vocabular

Figure 4.Model 3, a five-factor model with one second-order

general factor.
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Model 4 (see Figure 5) is a three-factor model based osugh@osition that all
reading-related subtests should be linked to a generahgetaditor and that the
Listening Comprehension subtest taps understandings ofmeadings exclusive of

reading, which is more akin to a writing-related skill.

€1——| Word recognitiol

€2—|  Word analysi

Reading

Reading vocabular
€3 ——

€4 —m— Comprehend

g5 —m| Computation skill

€—|  Problem solvin

€7 — Spelling

€s——| Sentence writin

Vo

£ Listening vocabular

Figure 5.Model 4, a three-factor model. Covariances between the
three latent variables will be estimated freely. Baite not shown in

the figure for the sake of clarity.

The listening vocabulary subtest is included in the caipacore structure as
the Listening Comprehension Indicator. However, thisrblea not a composite score,

since no other scores are combined with it. In latenablimodeling, a latent variable is
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unobservable. Manifest variables, the observable iraligaare used to infer information
about the unobservable latent variables. In using Modet@@sent the composite
score structure, the Listening Comprehension Indicatocisded as a latent factor with
a single indicator. Single-indicator factors pose tediraad substantive problems in
latent variable models.

The technical problem arises because a latent factbravdingle indicator creates
an indeterminate, or under-identified, model. A solution cahacestimated. This
problem is resolved by setting the pattern coefficier $pecific value, in this case 1,
and setting the error variance for the indicator tpex#ic value, usually O or some other
estimate of error. In this case, an estimate bas¢leoreliability and the variance of the
subtest is used.

Substantively, there is disagreement over whethateatl factor with a single
indicator should be considered a factor at all, becadaetor is meant to account for
shared variance among a set of observed indicators (B2806). Indicators have error,
which create inaccuracy in measuring a latent variablegUsultiple indicators helps
reduce the effect of the error because the error isopre model. In addition, it is
possible that not all of an indicator’s variance rdfleébe latent construct so the score on
the single indicator does not perfectly assess tharocanhgKline, 2005). Again, multiple
indicators resolve this problem, since their common magas used to make inferences
about the latent variable. Controversy aside, the comepsasore structure for the CIBS-II
was developed by the test’s author, and the model basbdtostructure was tested.

CFA modeling can be used in an exploratory manner by usingioaiin

indices to guide model respecification. A modificatioder can suggest adding a
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parameter to the model; for example, the index mightate that allowing an indicator
to load on two factors would improve the fit of the mod@e@llowing such a suggestion
without substantive reason is likely to lead to cap@iin on chance. Modification
indices should only prompt respecification if a theordticefensible argument in
support of the change can be made (Brown, 2006; Joreskogh&r861996).

Respecifying models on the basis of results from a péatisample can lead to
results that are peculiar to that sample. A modetasnined, adjustments are made to the
model, and then the modified model is refit using the sdat@. Cross-validating the
respecified model with data from an independent sample pgiddence that the new
model is not merely capitalizing on chance featureb®btiginal sample (MacCallum,
1995).

Estimation

Maximum likelihood (ML) estimation is the most commmethod of fitting data
to CFA models (Joreskog & Sorbom, 1996; Kline, 2005). This ndehappropriate
only for continuous multivariate normal data, althoughb fobust to minor departures
from normality. Use of ML when data show pronounced depaftom normality is
known to produce unreliable results, including inaccurasgdtistics and under-
estimation of standard errors (Brown, 2006).

Means, standard deviations, skew, and kurtosis for the miptests’ scale scores
are reported in Table 6. The individual subtest scorestishow dramatic departures
from normal distributions; however, univariate normadifyariables is a necessary but
not sufficient condition for MVN. PRELIS 2.8, a daieeprocessing program for

LISREL 8.80 (Joreskog & Sorbom, 2006), was used assess ttieanmte normality
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(MVN) of the subtest scores. The relative multivariltirtosis of the scores is 1.064.
Bentler (1998) recommends that MVN can be assumed viemdtex is below 3.0.
Based on this evidence of MVN, LISREL 8.80 with ML estimatwvas used to estimate
the models in this analysis.

Evaluation of model fit

Model fit was evaluated using a combination of fit indidepwing the
recommendations of Hu and Bentler (1999) and Brown (2006). iBoategorizes fit
indices as measures of absolute fit, measures adjustpdriomony, and measures of
comparative or incremental fit. Thé statistic is a measure of absolute model fit. The
sensitivity ofy” to sample size is widely reported. For moderate trelaample sizes, the
+* statistic is sensitive to even small differences leetwthe input covariance matrix and
the model implied covariance matrix, causing the modbétspuriously rejected.
However ) statistics are useful in comparing nested models, scafieeyputinely
reported.

The standardized root mean square residual index (SRMRjtisea measure of
absolute fit. Its value is not dependent on sample sizkingn it a better index of absolute
fit. Brown describes the SRMR as “the average discpbatween the correlations
observed in the input matrix and the correlations ptediby the model” (2006, p. 82).
SRMR varies between 0 and 1, with small values reflgdietter fit. Hu and Bentler
(1999) suggest that SRMR < .08 implies reasonable fit, alththig/imdex should not be
used in isolation.

The root mean square error of approximation (RMSEA)Xrassesses absolute

fit, but it also accounts for parsimony in that it c@ninterpreted as average discrepancy
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between the input matrix and model-implied maprex each degree of freedoaill else
held equal, a complex model with many degrees of freedemf@wer freely estimated
parameters) will have a lower RMSEA than a model fath degrees of freedom.
RMSEA is positive number, and values near zero imphddgaoFollowing the
recommendation of Hu and Bentler (1999) RMSEA < .06 was usad andication of
reasonable fit.

The comparative fit index (CFIl; Bentler, 1990) compareditlof the tested
model against the fit of an independence model implying @bioakhip among the
variables. The Tucker-Lewis index (TLI; Tucker & Lewl§73), also known as the non-
normed fit index (NNFI), also compares the tested mmtie independence model, but
it penalizes models with an excessive number of frestlynated parameters. CFl and
TLI both approach 1 for well-fitted models. Hu and Bentl&199) suggest that values of
CFl and TLI above about .95 imply reasonable fit.

Models were judged as having acceptable fit ordyl ithe selected fit statistics
fell within acceptable range. In particular, RMSEA wagqg careful consideration since
it gives preference to more parsimonious models (i.ecerdegrees of freedom). In sum,
then, the collection of fit indices used to judge modehfthis study were: SRMR < .08,
RMSEA < .06, CFI > .95, and TLI > .95. In addition to revirgvfit indices, parameter
estimates were also used in judging models. Parametessbititly, significance, and
interpretability helped guide model choice. Models were alaluated by examining
modification indices and residuals. Residuals for goodditinodels should be
approximately normally distributed, and standardized resduiih magnitude greater

than 2 may indicate localized poor fit.
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Conclusion

The instrument under examination in this study is a ciidie of nine subtests
from the CIBS-II, which in its full form contains m®than 150 subtests and checklists.
The nine subtests under study were chosen to be standandibhea large representative
norming sample. Validation of an instrument can be vieagbuilding an argument in
support of interpreting test scores in a particular waafparticular purpose (Kane,
2006). The CIBS-II standardized scoring sheet produces foyrasta scores (basic
reading, reading comprehension, math, and written exprgsad a listening
comprehension indicator score. A strong argument in suppoeporting the nine CIBS-
Il subtest scores according to these five scores wouldebexistence of a five-factor
model corresponding to the scoring structure (i.e., Model 2)

This study investigated the proposed internal structutieeofest scores by
examining the dimensionality of the subtests using th&TEST procedure (Stout,
1987; Froelich & Stout, 2003; Froelich & Habing, 2008). Resllte®dimensionality
study may also help interpret CFA models. The studyialsestigated the fit of CIBS-II
subtest scores from the standardization sample tmdlkel implied by the score
structure as well as to other theoretically plausibbel@s. The sample was randomly
split in half to allow one sample to be used to tadtr@specify models while holding the

second sample in reserve for cross-validation oséhected model.
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CHAPTER FOUR

RESULTS

In this chapter, results are reported for the DIMTESdlysis of dimensionality,
and then results are reported for the confirmatory faatatysis (CFA) study of the
factor structure of the CIBS-Il subtest scores.

Dimensionality/DIMTEST

The DIMTEST procedure produces a statistical test ofthiehypothesis that a
test is essentially unidimensional. The procedure usabset of the items called the
assessment test (AT), which is suspected of being diomely distinct from the
remaining items in the test (the partitioning test, oy. BIMTEST estimates the
conditional covariances of all pairs of items in,Abnditional on PT scores. The average
of these conditional covariances over all possifdles€bres is used to produce the
DIMTEST statistic. After a bootstrap bias correctioapplied, the final statistic has an
asymptotically normal distribution.

The success of DIMTEST in detecting a lack of esseumtidimensionality
depends on the choice of AT. If multidimensionalitguspected based on the content of
some items, DIMTEST can be applied in a confirmatoayner by choosing AT items
based on their content. For this study, DIMTEST wasl irs@n exploratory mode.
Following a method described by Froelich and Habing (2008), twonal covariance-
based cluster analysis (CCPROX/HAC, Stout, 2006; RouStost, & Marden, 1998)

was used to identify potential AT sets. The DETECT indérm, 1994; Zhang & Stout,
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1999; Stout, 2006) was calculated for each of the potentiaeAd. The set with the
highest DETECT index was selected as the target AT set.

For the present study, responses from one-third oidmieees (487) were
randomly selected to use in selecting the AT setsdoh subtest (Froelich & Habing,
2008). The remaining two-thirds were used in the DIMTE SAlyesis.

Using the 24-item listening vocabulary subtest as ampbe of the 24
hierarchical clusters generated by CCPROX/HAC, ten heettiteria for potential AT
sets: the set must contain at least 4 items but ncg than half the items. The DETECT
procedure was applied to each potential AT set, and the wae recorded. The
potential AT sets for the listening vocabulary subtesttheir DETECT index values are
shown in Table 7. AT set number 7 was tentatively sedesince its DETECT value was
greatest.

The DIMTEST program (Stout, 2006) includes a routine daNEFIND, which
applies a different combination of CCPROX/HAC and DETEADalyses to identify a
candidate AT set. Before selecting the final AT s&FIND was used, and its results
were compared to the results from the procedure desciiloee.aFor example, for the
listening vocabulary subtest, ATFIND identified poten#idl set 9 from Table 7. Since
the DETECT value for set 9 is lower than that forgedhe final AT set chosen for
DIMTEST analysis of the listening vocabulary subtest set number 7.

For the DIMTEST analyses of the nine CIBS-Il subtestsis study, five used
the AT set identified by ATFIND, and four used the AT sglected from the two-step

procedure described by Froelich and Habing (2008). A summalhg afumber of items
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in the final AT set for each subtest is presentedaibld 8. A full listing of items selected

for each subtest is presented in the Appendix.

Table 7
Potential AT Sets for the Listening Vocabulary Subtest

AT Set Number 1 2 3 4 5 6 7 8 9 10
Items 4 4 4 4 4 10 6 6 8 8

10 10 10 10 10 14 7 8 9 9
13 13 13 14 14 18 8 9 11 11
14 14 14 18 18 21 9 11 12 12
17 17 17 21 21 11 12 15 15
18 18 18 22 12 15 16
19 19 21 15 16
20 21 22 16
21 22
22

DETECT Index .386 .357 .308 .245 .182 .143 .409 .392 .343 .274

Table 8
Number of Items in Each Final AT Set

wordrec wordanly readvoc compass compute probsol spell wsenlistnvoc
35* 17* 8* 18* 12* 8 13 4 8
Note.For subtests marked with an asterisk, ATFIND idemtifiee AT set. For the others,

the two step procedure described identified the AT seteSubames are abbreviated in
all tables as follows: wordrec = word recognition; wargla= word analysis; readvoc =
reading vocabulary; compass = comprehends passages; eocmpaputation; probsol
= problem solving; spell = spelling; sentwrit = sentenciing; listnvoc = listening

vocabulary.
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Results of the DIMTEST analyses are presented in Balffer each subtest, the
DIMTEST statisticT, thep-value for the statistic under the null hypothesisssiatial
unidimensionality, and the conclusion drawn about theéestib dimensional structure
are given. For the comprehends passages subtest, campataitest, problem solving
subtest, and spelling subtest, the null hypothesis ohaglenidimensionality could not
be rejected, so it was concluded that these subtestsseatially unidimensional. The
null hypothesis was rejected for the five other subtsst#, was concluded that the
assumption of essential unidimensionality of thes¢éestb is untenable. The implications

of these results are discussed in Chapter Five.

Table 9
DIMTEST Results for Each Subtest

wordrec wordanly readvoc compassmputeprobsol spell sentwrit listnvoc

T 4.771 6.696 5.505 -0.715 0.414 -0.520-0.789 6.868 5.696
p <.00001 <.00001<.00001 0.763 0.340 0.699 0.785 <.00001<.00001
Dim  Multi Multi ~ Multi Uni Uni  Uni  Uni  Multi  Multi

Note.T is the DIMTEST statistic. Dim = dimensionality; Miu= multidimensional; Uni

= Unidimensional.

Internal Structure/CFA
To assess the extent to which the standardization dafarm to the factor
structure suggested by the test’s author, the data weoesfiseries of factor models
using confirmatory factor analysis (CFA). As describesljmusly, CFA can provide
evidence in support of a particular model in two ways: (1proyiding fit indices that

describe the extent to which the data fit the hypothdsizedel, and (2) by fitting the
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data to competing models to show whether the hypothesiaddlrits better than other
plausible models (Thompson, 2004).

LISREL 8.80 (Joreskog & Sorbom, 2006) was used to fit thee tdathe various
models. The estimation and iteration procedure is basedloulations with the
covariance matrix. As described earlier, the data waeréomly split into two groups.
Subgroup 1 was used for model fitting and respecificati@quéasi-exploratory process)
followed by cross-validation of the favored model witibgroup 2. The covariance
matrices for each subgroup are presented in Tables 10 and 11

Four models were posited prior to analysis. Path diagf@ambke four models are
shown on pages 45-48. Model 1 was a single factor model. Thisl sdhe simplest
(i.e., most parsimonious) and provides a check of thelghitysihat the nine subtests are
all indicators of a general achievement factor. Modsl2 five-factor model that
corresponds to the composite score structure presented tgstls author. Model 3 is an
extension of Model 2 wherein the common variance anioadve factors from Model 2
is modeled as being influenced by a second order factor. Moglas specified based on
subjective content analysis of the subtests. This nmudsis that the nine subtests are
indicators of three factors called Reading, Math, andivgr In Model 4 the Listening
Vocabulary Subtest is assumed to assess understandingsdofineanings exclusive of
reading, which is more akin to a writing-related sled, it is assumed to be an indicator

for the Writing factor.
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Table 10

Covariance Matrix of Subgroup 1 Standardization Data

wordrec wordanly readvoc compass compute probsolvspell sentwrit  listnvoc
wordrec 9.700
wordanly 6.050 8.036
readvoc 5.070 3.875 5.646
compass 5.673 4.333 4.103 7.311
compute 3.260  2.643 2.432 2.870 4.647
probsolv 3.542 2.948 2.813 3.241 2.690 4.515
spell 6.133 4.434 3.633 4.071 2.823 2.837 6.323
sentwrit 3.780 2.983 2.578 2.984 2.199 2.185 3.230 4.418
listnvoc 4.017 3.143 3.331 3.603 1.955 2.401 2.706 2.056 5.298
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Table 11

Covariance Matrix of Subgroup2 Standardization Data

wordrec wordanly readvoc compass compute probsolvspell sentwrit  listnvoc
wordrec 9.489
wordanly 6.535 8.820
readvoc 5.152 4.318 5.8349
compass 5.728 4.861 4.238 6.926
compute 3.676  3.123 2.744 3.278 5.006
probsolv 3.748  3.507 2.786 3.364 3.105  4.608
spell 6.176 5.144 3.787 4.335 2.986 2.945 6.245
sentwrit 3.908 3.224 2.618 3.066 2.301 2.029 3.163 4.580
listnvoc 3.933 2.913 3.176 3.438 2.227 2.320 3.018 2.067 4.992




In the following sections, fit indices of these modeis presented and compared.
The fit indices for all four models are summarized a@ble 12. Interpretation and

subsequent model specification is described following thalingsults for Models 1-4.

Table 12

Model Fit Indices for Models 1-4

Model x> df P RMSEA SRMR  CFl TLI

1 271.904 27 <.0001 113 .041 972 972
2 47.470 18 .0002 .048 .021 .996 .996
3 159.833 23 <.0001 .096 .032 .983 .983
4 188.171 24 <.0001 .099 .033 .981 981

Model 1

Model 1, the single-factor model, represents an extadmarsimony and may be
considered less plausible than a multi-factor modem@aring a target model to an
implausible model is not considered good practice; resultbe basis of such
comparison lack strength, since the competing modélsgsav man” (Brown, 2006;
Kline, 2005). However, analysis that rules out this sinmpdelel provides support for the
existence of a multifactor model (Thompson, 2004).

Model fit indices in Table 12 indicate that Model 1 pasr fit, with a very low
p-value and RMSEA well above the cutoff. Given the clempheoretical structure

suggested by the author, Model 1 was not examined further.
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Model 2

Model 2 represents the five-factor structure implied leyabmposite score
structure of the CIBS-II subtests. The listening vocatyusubtest is the only indicator on
the Listening Comprehension factor. In factor analgsi$actor” accounts for common
variance among a set of indicators. Therefore, thehing Comprehension factor is
treated as a “pseudofactor” (Brown, 2006, p. 141). In prac¢heedistinction has little
impact on estimation of the model, with the exceptiboonsideration of measurement
error.

In CFA, the measurement error (i&.,in Figure 3) is conceived of as the amount

of variance in the indicator that is not accountedipthe factor. With a single indicator
linked to a factor, attempting to estimate the measumnesreor can cause serious
problems with overall model estimation (Kline, 2005). Fixingasurement error of the
indicator to a set value resolves this problem. A nealsle estimate for error variance
comes from using a reliability index and the variance @findicator (Kline, 2005):
& =S1-1,).

The reliability of the listening vocabulary subtest@sasured by Cronbach’s alpha is
.894, which suggests that .894= .10¢ represents the proportion of variance in listening
vocabulary scores due to error. The variance for thigestiis 5.145, so
(.106)(5.145F .54 was used as the estimate of error variance for thiesiub

Model 2 showed good fit (see Table 12). As an extra chedkMSEA, the 90%
confidence interval (0.0181, 0.0763) was examined. The upper botimd witerval is

higher than the acceptable cutoff for RMSEA, which suggasssible room for
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improvement to the model. However, RMSEA values betw@&rand .08 have been
suggested as indicating reasonable fit (Browne & Cudeck, 1993).

The largest modification index was 22.985 for the erroagance between the
spelling subtest and the word recognition subtest. Thehighést was 17.314 for the
error covariance between the sentence writing suatesthe word recognition subtest.
This pattern of common variance between a Basic Rgaddicator and the Written
Expression indicators could also be seen in the factoelation matrix. The correlation
between the Basic Reading factor and the Written Egjanegactor was quite large
(.959). In addition, the correlation between Basic ReadmtReading Comprehension
was also large (.936). Parameter estimates and ad lpecifesation of Model 2 are
reported later in this chapter.

Model 3

Model 3 adds a second-order factor to Model 2 to accountdantérfactor
correlations. Since this model uses five estimated paeasnghe pattern coefficients of
the first-order factors on the second-order factor) towaddor the ten estimated
interfactor correlations in Model 2, Model 3 is more pawsiious. In reducing the
number of freely estimated parameters in a model, nftdeihecessarily degraded. If,
however, the more parsimonious solution still has aetdpfit, it is preferred over the
more complex model.

Fit for Model 3 (see Table 12) was substantially degradedrapared to Model
2, with a much lowep-value and a marked increase in RMSEA. Even the loaend of
the 90% confidence interval for RMSEA (0.0826, 0.1093) was attwvepecified cutoff

for adequate fit. Model 3 is nested under Model 2, s(ttuifference test can be used to
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judge whether Model 2 provides significantly better fit. ¥helifference between Model
3 and Model 2 was 112.363 with 5 degrees of freedom, which ieditlaat Model 2
yields significantly better fit < .0001). It was decided that exploring improvements to
Model 2 fit was a higher priority than making respeciimas to Model 3.
Model 4

Model 4 is a three-factor model based on the assumjitadrtite four reading-
related subtests measure one Reading factor and tHeteéheng vocabulary subtest
could be linked to the Written Expression factor sincestli#est dealt with word
meanings without accounting explicitly for reading (itee test was administered
verbally). As was the case for Model 3, this modelfeasr estimated parameters than
Model 2, so model fit is necessarily degraded. Nonethelessnodel warrants
consideration because a more parsimonious solutioefierped if it has acceptable fit.

Model 4 produced an inadmissible solution: the completaiydardized
correlation between the Reading and Writing factorsestisnated to be 1.023.
Inadmissible solutions generally result from misspedifnodels (Brown, 2006; Jéreskog
& Sorbom, 1996). This model also produced many large residutitr ¢dices between
the input covariance matrix and the model-implied cavere matrix) and had fit indices
that were substantially worse than those for Model 2.

Model 2 Parameters

After Model 2 was identified as the best fitting modethe initial models, its
parameters were investigated. LISREL calculates a stheder estimate for all
estimated parameters, which allows the statisticaifssgnce of the parameters to be

evaluated. In Model 2, all parameters were found to bistatatly significant (i.e.p-
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values < 0.01). The completely standardized solutiordatdizes all parameters and

allows them to be compared directly; therefore, thmmletely standardized solution is
presented here. Tables 13, 14, and 15 present the model’ s pagéicients, structure
coefficients, and factor correlations, respectively.

The structure coefficients are interpreted as the latioe between indicators and
factors. Although the theoretical basis of Model 2 agsjrfor example, that the Basic
Reading factor directly influences only the word analgsibtest scores and word
recognition subtest scores, the structure coefficemisy that for subgroup 1 of the
standardization sample, the Basic Reading factor anspsléng subtest had a
correlation coefficient of .843. The Basic Reading, Readomprehension, and Written
Expression factors each had at least one subtest withaure coefficient higher than

one of its estimated pattern coefficients.

Table 13
Pattern Coefficients for Model 2

Basic Rd Rd_Comp Math Write  Listen
wordrec 0.912 - - -- -- --

wordanly 0.752 - - -- -- --
readvoc -- 0.806 -- -- -
compass - - 0.792 - - - - --
compute - - - - 0.728 -- -
probsolv - - - - 0.806 -- .-
spell - - - - -~ 0.879 - -
sentwrit - - - - --  0.695 - -
listnvoc -- -- -- -- 0.947

Note.Parameters fixed at zero are represented with dashes.
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Table 14
Structure Coefficients for Model 2

Basic Rd Rd_ Comp Math  Write Listen

wordrec 0.912 0.853 0.679 0.875 0.597
wordanly 0.751 0.703 0.559 0.721 0.492
readvoc 0.754 0806 0.689 0.706 0.633
compass 0.742 0.792 0.677 0.694 0.622
compute 0.542 0.622 0.728 0.584 0.448
probsolv 0.600 0.689 0.806 0.647 0.496
spell 0.843 0.770 0.705 0879 0.510
sentwrit 0.667 0.609 0.558 0.695 0.403

listnvoc 0.620 0.744 0.583 0.549 0.947
Note.Coefficients in bold print are equal to the estimatdtepacoefficients.

Table 15
Factor Correlations for Model 2

Basic Rd Rd_Comp Math  Write Listen
Basic_Rd 1.000
Rd_Comp 0.936 1.000
Math 0.744 0.855 1.000
Write 0.959 0.876 0.802 1.000
Listen 0.655 0.785 0.616 0.580 1.000

The factor correlation matrix in Table 15 shows thatBasic Reading Subtest
was very highly correlated with both the Reading Comprsib@ and the Written
Comprehension factors. Factor correlations approaching am@toften an indication that
a model has too many factors (Brown, 2006). High correldd@&ween factors weakens

the argument that the factors are measuring distinstizats.
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The pattern of relationships revealed in the structurfficieats and factor
correlations from Model 2 suggested two additional modetslé¥5 is a variation on
Model 3 in which the second order factor is a “verbakistruct that influences only the
Basic Reading, Reading Comprehension, and Written Exprefssitons. The two
remaining factors are allowed to correlate. Model 6 isrg gimple two-factor (Verbal
and Math) model, which comes from collapsing the three yigiirelated factors into
one factor.

Neither of the two models approached acceptable fit{abke 16). Model 5
results included very high modification indices suggestitat the Math and Listening
Comprehension factors should load on the second-order;fatbther words, the
modification indices suggested Model 3. Model 6 resultsided several large
modification indices suggesting correlated error variaigedicators. Such a pattern

may be indicative of missing factors in the model (&np2006).

Table 16

Model Fit Indices for Models 5 & 6

Model x> df P RMSEA SRMR  CFl TLI

5 494799 24  <.0001  .167 324 910 .866
6 201.793 26  <.0001  .098 .034 .980 973

Though Model 2 had good fit, the model showed areas of $t@ah, with four
particularly large residuals that were well outsidedésired normal distribution and
several large modification indices. In particulag thrgest modification index in the
results from Model 2 was 22.985 for the covariance ofeffar the spelling and word

recognition subtests. The content of the two subtestslearly linked: spelling asks
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children to recall or “sound out” how to spell words rgky quickly, and word
recognition asks children to quickly sight-read lists ofdgowith no context. Both
subtests require familiarity and fluency with phonicsva$l as knowledge of many of the
peculiar spelling and pronunciation rules of the Enghlstgliage. Thus, it was decided to
specify Model 2A as being identical to Model 2 with the addiof estimating the
covariance of errors between the two subtests.

Model 2A had very good fitx?(17) = 23.227§ = .113); RMSEA = .024 with a
90% confidence interval of (0.0, 0.043); SRMR = .014; CFI = .929= .998. Model 2
is nested under Model 2A, and tkfedifference test indicated that Model 2A provides
significantly better fit than Model X{(1) = 24.243p < .0001). Tables 17, 18, and 19
present the pattern coefficients, structure coeffisiegahd factor correlations for Model
2A. The solution’s residuals were within reasonable limid approximately normally
distributed. No large modification indices were includethansolution. Some interfactor
correlations, however, were still large (see Tablg é§pecially among reading and
writing related factors. Likewise, structure coeffi¢e(see Table 18) showed high
correlations between some indicators and factors to whahare not presumed to be
linked. For example, the correlation between the wecdgnition subtest and the
Reading Comprehension factor is greater than the patbefficients between the factor

and its indicators.

68



Table 17
Pattern coefficients for Model 2A

Basic Rd Rd_Comp Math Write  Listen
wordrec  0.888 - - - - -- - -

wordanly  0.766 - - - - -- --
readvoc -- 0.805 -- - - --
compass - - 0.793 - - - - --
compute - - - - 0.729 -- ..
probsolv - - - - 0.805 - - --
spell - - - - - - 0.848 - -
sentwrit - - - - - - 0.725 - -

listnvoc -- -- - - -- 0.947

Note.Parameters fixed at zero are represented with dashes.

Table 18
Structure Coefficients for Model 2A

Basic Rd Rd_Comp Math  Write Listen

wordrec 0.887 0.844 0.678 0.817 0.593
wordanly 0.766 0.729 0.585 0.705 0.512
readvoc 0.767 0805 0.689 0.717 0.633
compass 0.754 0.793 0.678 0.705 0.623
compute 0.557 0.623 0.729 0.601 0.449
probsolv 0.615 0.688 0.805 0.664 0.496
spell 0.781 0.755 0.699 0.849 0.503
sentwrit 0.668 0.645 0598 0725 0.430
listnvoc 0.633 0.744 0.583 0.561 0.947

Note.Coefficients in bold print are equal to the estimatdtepacoefficients.
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Table 19
Completely standardized factor correlations for Model 2A

Basic Rd Rd_ Comp Math  Write Listen
Basic_Rd 1.000
Rd_Comp 0.952 1.000
Math 0.764 0.855 1.000
Write 0.921 0.890 0.824 1.000
Listen 0.669 0.785 0.616 0.592 1.000

In an attempt to achieve slightly more parsimonious maatel to help explain
the high interfactor correlations, Model 3A was spedifas Model 2A with a second-
order factor rather than correlated factors. Sincel@l8A is more parsimonious, slightly
degraded model fit is to be expected, but since RMSEA rewpardsmony, acceptable
fit could still be achieved.

The resulting model had marginal fi4(22) = 86.817p < .0001, RMSEA = .064;
SRMR =.026; CFl =.992; TLI = .987. Although the fit statistior this model appeared
to be acceptable, the model showed a great deal of ledairain (Brown, 2006), with
many large residuals and large modification indicesl#tked substantive

interpretations. In addition, the-difference test indicated Model 2A fits significantly

better than Model 3AxE(5) = 63.590p < .0001).

Model 4 was similar to Model 2 in that it resulted in adifioation index
suggesting that the error of the spelling subtest and woodjné&ion subtest should be
allowed to covary. Model 4A was specified in a manneragmals to Model 2A. Fit for

Model 4A was significantly better than for Model 4, altigh the fit was still rather
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marginal:x%(23) = 117.053p < .0001; RMSEA = .076; SRMR = .028; CFl = .989; TLI =
.983. The solution had many large residuals and included lardéication indices that
could not be supported by substantive reasoning. Model 4Aedstiad in very high
correlation between factors, with correlation of .888~veen Reading and Writing and
correlation of .891 between Writing and Math. Model 4Aasted under Model 2A, and
the x?-difference test again showed that Model 2A has signifly better fit §%(6) =
93.826,p <.0001).

Cross-Validation

Model 2A was selected as the final model that bedtditcbvariance matrix for
subgroup 1. A cross-validation with subgroup 2 was performetsure that Model 2A
was not merely replicating sample specific variadod to estimate final model
parameters. The cross-validation study essentiadly isvestigation into whether the
factor structure of the CIBS-Il is invariant acrossttie independent subgroups by
means of a multisample CFA. (For a detailed review edsarement invariance from the
CFA perspective, see Vandenberg & Lance, 2000.) To fullysevalidate Model 2A, the
model is simultaneously, but independently, fit to theac@ance matrices of both
subgroups. If good fit is achieved, then the estimatioepsated with a series of
increasingly restrictive constraints. The procesdusstrated here with Model 2A.

As described above, the model was fit to both subgrouparizoce matrices
simultaneously. In this situation, fitting the data te Same model means that the pattern
of factor loadings was the same for both samplegaasthe specification of correlated
error variance between the word recognition and spellibtests; however, the

estimated parameters could differ between the subgroupsoss. The solution was a
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good fit to the data (see Table 20), so invariance testingnued. Next the process was
repeated subject to the constraint that the patterniceets were invariant (i.e., the
matrices were identical). The fit for this modelli®@n in “step 2” in Table 20. Next the
process was repeated subject to the constraint thpattexn coefficients and error
variances were invariant across groups (i.e.Athed® matrices were identical).
Finally, the process was repeated subject to the condinatrthe pattern coefficients,
error variances, and factor covariances were invaaemoss groups (i.e., tile ©, and®d

matrices were identical). Fit indices at each stedisted in Table 20.

Table 20
Global Model Fit Indices for Cross-Validation
Step 'é'Z‘ﬁ,‘SﬁQﬁ 2 df p RMSEA SRMR CFI  TLI
1 None 67.532 34 .0005 .037 .017 .998 .996
2 N 71.689 38 .0008 .035 .019 .998 .996
3 N& O 85.920 47 .0005 .034 .021 .998 .996
4 NGO &D 102.868 62 .0009 .031 .028 997 997

Evaluating the extent to which these results show iamae involves thg?-
difference test, which has been supported as an acooettted to evaluate invariance
(French & Finch, 2006). This test checks for statisticsitiyificant decline in fit as the
models are constrained by checking for a signifig@sdifference. Table 21 summarizes
the results of this test across the invariance ggstitModel 2A. Comparing the first,
unconstrained model to the final, fully constrained molley’-difference was 35.336
with 28 degrees of freedom, witlpavalue of .1603. Thus the conclusion that Model 2A

fits the entire CIBS-II standardization sample iparted.
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Table 21
x*-Difference Tests for Cross-Validation

Step x> df  x*difference df- difference  p

1 67.532 34

2 71.689 38 4.157 4 0.385
3 85.920 47 14.231 9 0.114
4 102.868 62 16.948 15 0.322

Final parameters for the model are taken from the sameibus fit of both
subgroups to the model in the final step of cross-validdseea Tables 22—24). The final
model parameters suffer the same interpretive problerds ¢he initial parameters for
Model 2A (Tables 17-19). In particular, correlations argdaamong the reading and
writing factors (.952) and moderately large among the ma#uing, and writing factors
(.770, .805, and .846). In addition, the structure coefficigsas Table 23) show high
correlation of the word recognition subtest with fasttar which it is presumably not
linked. The word recognition subtest is modeled as linked tortllye Basic Reading
factor, but its correlation (i.e., structure coeffigiewith the Reading Comprehension
factor is higher than the two indicators which are nedias linked to that factor. The
Written Expression factor also has multiple indicataith high structure coefficients,
including the word recognition subtest. However, in sgégfa CFA model in which
the word recognition subtest was linked to more than acteff (i.e., it was cross-

loaded), the estimated factor coefficients were mptiBcantly different from zero.
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Table 22
Pattern coefficients for Model 2A

Basic Rd Rd_Comp Math Write  Listen
wordrec  0.893 - - - - -- - -

wordanly  0.780 - - - - - - --
readvoc - - 0.804 -- -- --
compass - - 0.812 -- -- - -
compute - - - - 0.757 -- ..
probsolv - - - - 0.816 - - -
spell - - - - - - 0.859 - -
sentwrit - - - - - - 0.703 - -

listnvoc - - - - - - - - 0.946
Note.Parameters fixed at zero are represented with dashes.

Table 23
Structure Coefficients for Model 2A

Basic Rd Rd_Comp Math  Write Listen
wordrec  0.891 0.848 0.686 0.848 0.587
wordanly  0.780 0.742 0.600 0.742 0.513
readvoc 0.765 0.804 0.680 0.725 0.621
compass 0.772 0.811 0.686 0.732 0.627
compute 0.583 0.640 0.756 0.609 0.464
probsolv  0.628 0.690 0816 0.657 0.500
spell  0.817 0.775 0.691 0.858 0.534
sentwrit  0.669 0.634 0.566 0.703  0.437

listnvoc  0.623 0.730 0.580 0.589 0.946

Note.Coefficients in bold print are equal (within roundingog)ito the estimated pattern
coefficients. Coefficients in italic print are discadsan Chapter 5.
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Table 24
Completely standardized factor correlations for Model 2A

Basic Rd Rd_ Comp Math  Write Listen
Basic_ Rd 1.000
Rd Comp 0.952 1.000
Math  0.770 0.846 1.000
Write  0.952 0.902 0.805 1.000
Listen  0.659 0.772 0.613 0.623  1.000

Summary

The dimensionality study used an exploratory approaekdess the essential
unidimensionality of the CIBS-I1l subtests. The DIMTE®&EBults led to the rejection of
the null hypothesis of essential unidimensionalityfiee of the nine subtests. The null
hypothesis could not be rejected for the other four suhtest

The CFA study showed support for the composite scaretste proposed by the
test’s author. By allowing the error covariance betwie word recognition and spelling
subtests to be estimated, very good model fit was esttiabli This good fit was cross-
validated across an independent random subgroup of theAtitha. same time, structure
coefficients and interfactor correlations hinder titeripretation of the model and may
indicate the presence of complex interactions amonguheests and latent constructs.

Although the dimensionality analysis and the confionatactor analysis of these
subtest scores both involved evidence regarding the introature of the CIBS-II
scores, no formal link between the two forms of analysesmade. The relationship
between these two analyses and implications forpreeation of CIBS-Il scores is

explored in the following chapter.
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CHAPTER FIVE

DISCUSSION

In this chapter, results from the dimensionality stuady #he confirmatory factor
analysis (CFA) study are discussed separately, andlieeresults are woven together to
draw overall conclusions from the study.

Dimensionality/DIMTEST

DIMTEST uses conditional covariances to test thémgpothesis of essential
unidimensionality of a set of test scores. The conaepssential unidimensionality was
developed to acknowledge the fact that pure unidimensionalty extremely strong
assumption. An essentially unidimensional test caroiosidered as measuring one major
dimension even though other unimportant and uninterpretabler miimensions may be
present (Nandakumar, 1991).

In expressing the composite score structure of the CIB8el test’s author
implies that the subtests have a particular dimenbkginscture. That is, each subtest
contributes to exactly one composite score, withitiication that each subtest
measures one dimension. The CFA study of the compasite structure can provide
evidence to support or refute this interpretation of theest scores, but such a study
fails to investigate the underlying dimensionality of thbtests.

The present study used DIMTEST to assess the dimensyooiatite CIBS-II
subtests. A randomly selected subgroup of one-third oegondents was used to select
the assessment test (AT) for each subtest. TheefsTvgere selected via a combination of

conditional covariance-based cluster analysis an@EEECT index. This procedure is
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designed to select a set of items that are most ltkedlysplay dimensional
distinctiveness. The other two-thirds of the respondeats wsed in the actual
DIMTEST analysis of the test scores, in which theac@nces of pairs of AT items,
conditioned on examinee ability as measured via the itemscluded in AT, are used
to calculate the DIMTEST statistic.

The null hypothesis of essential unidimensionality vegected for five subtests:
word recognition, word analysis, sentence writingdireg vocabulary comprehension,
and listening vocabulary comprehension. The null hypativeas not rejected for the
four remaining subtests: comprehends passages, computatiolenpsolving, and
spelling. The standardization sample yields evidencelikae four subtests are
essentially unidimensional. For the other five subfesessDIMTEST analysis does not
yield specific information about their dimensional struet@IMTEST simply provides a
statistical test to indicate that these subtestsldhwt be assumed to be essentially
unidimensional. These results indicate that eachesfe subtests measures at least two
dominant dimensions; the exact number of dimensions tdendetermined from this
information.

It is worth noting that two subtests with content commarsled to exemplify
multidimensionality were among the four subtests thpear to be essentially
unidimensional. Tests of mathematical problem solvingpfiem used as examples of
multidimensional tests (e.g., Zhang & Stout, 1999) bexaush tests measure can
measure multiple dimensions, for example: examindahfyato read and comprehend a
problem, reason mathematically about that problem, aresstully perform

computations necessary to correctly solve the prollémwise, tests based on
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comprehension of short text passages (e.g., the compregbessigyes subtest; Zhang &
Stout, 1999) are common among examples of multidimeakiests because the content
of a text passage can affect how an examinee intesdtttshe passage. Thus, a passage
based on historical events may measure reading comgiehemd understanding of (or
interest in) history, while a passage based on natureameagure reading comprehension
and understanding of (or interest in) environmental seienc

Among the subtests for which the null hypothesis of uredisionality was
rejected are some rather complex subtests. For dgathp word analysis subtest
includes items that require the examinee to indicate whétfo words read by the test
administrator sound exactly the same (e.g., “Listeafally to these wordsoy-toy.Are
they the same?”); identify sounds heard in words readidly the test administrator
(e.g., “l want you to listen carefully and then te# mhe first letter you hear in the
word.”); read aloud words and nonsense words to sampleeptio awareness (e.g., the
examinee is asked to read aloud such lists of words as,“bush, fush”); and divide
written words into syllables. The reading and listeningabodary comprehension
subtests involve reading or listening to sets of wordsdemtifying the word that does
not belong in each list (e.g., “Tell me the word tthaés not belong: circulate, orbit,
rotate,recover’). The sentence writing subtest requires examineemderstand word
meanings and to apply them within the context of Englismgrar and sentence
structure when, for example, they are asked to usedhdgsvcaptain, complain, terrible,
and dangerous” in one complete sentence. Although scdrthg sentences was

intentionally generous to examinees (e.g., correct sgeiNias not required, and rules of
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grammar and punctuation were not stringently enforcedjtoacting sentences is a
complex activity requiring lexical and syntactical knowleddgéhe English language.

It is much more difficult, however, to substantivatyerpret the results for the
word recognition subtest, which was identified as mmitt@hsional. In this subtest
children are asked to sight-read lists of words. The és¢ devoid of any context and
were arranged by increasing difficulty (i.e., grade le\le§ch word was considered an
item and was scored correct if the child correctly prorted the word and incorrect if
the child mispronounced, misread, or was excessively isidsounding out” the word.
One possible source of multidimensionality could afnsen words of the same formal
difficulty level having a different level of familiasi for children. For example, “play,”
“me,” and “small” were at the same grade level yeteeds sound out than “two” and
“what.” At a higher grade level, “attitude” and “diminfisére likely more familiar to
most sixth graders, and easier to sound out, comparg@ibtedu.”

The lack of essential unidimensionality in five of thee subtests is a threat to
the interpretability of the composite score structurthefCIBS-II. The five subtests in
guestion appear to measure more than one important dimghaion the score
structure, they are each interpreted as contributingacti»one composite score. Since
these subtests appear to be multidimensional, the maaoiinige subtest scores are not
clear. Is an individual's high score on a given sulbdestsult of the individual’s ability
with respect to the targeted dimension or another unkrtbmension? What can be
inferred about the ability of two individuals with thense scores on a subtest that is not

unidimensional? These questions cannot be answered withcttdeeper analysis of
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the dimensional structure of the subtest in questionheytdould emphasize the
difficulties associated with interpreting scores fromltidimensional subtests.
Internal Structure/CFA

This study sought evidence in support of the composite scetarpretation of the
nine CIBS-II subtests. Using the CFA framework, the CIBSibtest scores from the
standardization sample were fit to the model impliedheycomposite score structure as
well as to other theoretically plausible rival modd@lke sample was randomly split in
half to allow one subgroup to be used to test and respeoifiels while holding the
second subgroup in reserve for cross-validation of teeftieng model.

Model 1 was a one-factor model. Support for this model wiooidy that all
CIBS-II subtest scores contribute to a single “gerarhlevement” factor. Such a model
would serve as support for the use of a single compasite §om the nine subtests.
Model 1, however, did not fit the data, which suggeststh®ahine subtests measure
more than one general construct.

Model 2 was a reflection of the composite score strecdrocated by the test’s
author, and it fit the data well. By modifying the modaeéstimate the covariance of
errors in the word recognition and spelling subtests (wtrieated Model 2A), the model
fit was improved to a point that further modificatiazuld no longer be reasonably
proposed.

Statistical and substantive justification can be nfadallowing estimation of
error covariance. The error covariance adds to the Incodemon variance between two
indicators that could otherwise only be accounted ftinencovariance of their respective

factors. In Model 2, the structure coefficient betwdenspelling subtest and the Basic

80



Reading factor was .843, which indicates a relationshipd®at the spelling subtest and
the Basic Reading factor. In addition, the highest frcation index from Model 2
suggested estimating the error covariance rather thestraming it to zero.

In addition to these statistical indications thateher covariance should be
estimated, an argument can be made on substantive grbandsese two subtests share
variance that should be considered in the model. Althtvegig able to spell words may
be influenced primarily by a Written Expression factat eeading lists of words out of
context may be influenced primarily by a Basic Readintpfa the two skills are both
related to familiarity with common words and both reqtimency with phonics
concepts.

Other models considered as rivals to Model 2 did not resattceptable fit. Of
most interest was modeling the interfactor correlaionViodels 2 and 2A as a second
order factor (Models 3 and 3A, respectively). Howevethlod these models degraded fit
significantly leaving Model 2A as the favored model.

In Models 2 and 2A, the listening vocabulary subtestasanly indicator linked
to the Listening Comprehension factor. Single-indicadotdrs create technical and
interpretive challenges. The technical challenge casubmounted through fixing
parameters rather than estimating them. In Model 2 andh2fparameter coefficient
was fixed to 1.0 and the error variance was fixed to 0.545.

The interpretive challenge centers on considering awmithdil variable as an
indicator of a latent variable; latent variables aremally assessed conceived of as
reflecting the common variance of multiple indicatéFhompson, 2004). The

alternatives to interpreting the listening vocabulary estbas the single indicator for a
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latent factor are to (a) add more indicators forlébent factor in question, (b) use the
variable as an indicator for one of the other factorgc) drop the variable and factor
from the model. The first alternative is not anieptecause the present study can only
involve the existing subtests. The second and third atieesaare attractive because they
would result in models that involve a more familiaenmretation, but the solution for
Model 2A supports the option of rejecting both alterrestiv

It is not known how the test’s author derived the comp@sore structure for the
subtests, but the structure coefficients provide suppokefeping the listening
vocabulary subtest separate from other factorslidteming vocabulary subtest had a
high structure coefficient on the Reading Comprehensidarfaghich can be explained
by the importance of an examinee’s vocabulary to botReeding Comprehension
factor and the listening vocabulary subtest. Howether] istening Comprehension factor
had moderate structure coefficients with the other stgtesich suggests that this factor
stands apart from the other subtests. The listening vizcgtaubtest seems to be
assessing something distinct from the other factorsopitglation with Reading
Comprehension notwithstanding.

The listening vocabulary subtest was found to be moigdsional in the
DIMTEST analysis, yet this subtest does not seem tshetertwined with other
subtests and factors as other subtests identified aglimelhsional. If the subtest could
be clustered into a small number of unidimensional ggrdeese parcels might be useful
as multiple indicators of the latent Listening Comgredion factor. However, it is
possible that such parcels would measure dimensions too tispale common

indicators or that unidimensional parcels do not exist.

82



Linking Dimensionality and Internal Structure

The dimensionality study yields information that carhbfpful in understanding
the parameters in the model identified as the favoredefioom the CFA investigation
(Model 2A). Five subtests (word recognition, wordlgsig, sentence writing, reading
vocabulary comprehension, and listening vocabulary corapsadin) were identified as
being not essentially unidimensional. All the factor medgplecified in this study
involved an assumption of unidimensionality: each subtastspecified as being
influenced by exactly one factor. Multidimensional measwent is specified in a factor
model by estimating pattern coefficients (i’s) from two (or more) factors to one
indicator. That is, a single indicator would be linked torn{mre properly, influenced by)
multiple factors. Specifying multidimensional measureinmenhis manner is referred to
as cross-loading indicators.

Fitting data that is not unidimensional to a model thhased on the assumption
of unidimensional indicators should manifest in lack of\fibdification indices should
suggest cross-loading indicators to multiple factorallowing error covariances to be
estimated. Given what is known about the dimensionafithe CIBS-Il subtests, the fit
of Model 2A is remarkably good. The multidimensional natfrthe five subtests did
not cause severe enough misfit to cause the proposed dgtergmuse structure to be
rejected. However, the effect of the multidimensiarature of some subtests is revealed
in the interfactor correlations and structure coeffitsan Model 2A.

High correlations between factors can suggest ovarl#iei latent constructs
measured in the model. A common rule of thumb stasgsfactor correlation exceeding

.85 may indicate the presence of too many factors imtael (Brown, 2006). However,
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as the results in Chapter 4 indicate, the five factodel for CIBS-II model appears to be
optimal; models with fewer factors had unacceptabladiices.

The structure coefficients can help explain this appararadox. In a model with
unidimensional measurement and correlated factors, steumbefficients represent the
correlation between an indicator and a factor. Thedwecognition subtest had very high
structure coefficients with the Basic Reading, Readiom@ehension, and Written
Expression factors (see the italicized coefficientsable 23). The same pattern of very
high structure coefficients was seen with the wordyaig reading vocabulary, and
spelling subtests (see Table 24). The listening vocabuldntgst had a high structure
coefficient with the Reading Comprehension factor. Fdtin® subtests mentioned here
are among those identified as being not essentially uarmBmnal. The multidimensional
nature of these subtests is apparently evident in tiecligelations with other factors.
The nature of these results suggests that the composite structure put forth by the
test’s author is a valid interpretation of the scdres, the internal structure supports
such an interpretation); however, the details of thdehhint that this composite score
structure may be a simpler model than what one wouldwer@ a full exploratory study
mounted, including full consideration of the contenthaf subtests and a deeper
investigation of the dimensionality of the subtests (evbat is the extent of the
multidimensionality among the five identified subtelts?

A strikingly similar pattern of results was discoweiie a CFA validity study of
the TerraNova achievement test system (CTB/McGraiy 2897): although model fit
was adequate, very high interfactor correlations anddtigicture coefficients raised

guestions about the interpretability of the three-fastarcture (Stevens & Zvoch, 1997).
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A CFA study of the KeyMath Revised Normative Update (@dign1998) also showed
reasonable model fit for the three-factor structureedied by the test’s author, but high
interfactor correlations led the researchers to peréormxploratory study that gave
support for a one-factor model (Williams et al., 2007). »s@$ of the dimensionality of
the individual subtests were not performed in these atinglies, but researchers
speculate about the presence of “common, nonachievdeantes of performance such
as decoding or problem solving” (Stevens & Zvock, 1997, p. ®¥®h a common
construct would be very likely to manifest in each suldssa secondary dimension. The
discovery of a similar pattern of results in the 6B subtests may suggest a need for a
broader investigation into the latent structures ofead@ment test results.

It is not the purpose of the current study to deeply exaitiie content of the
subtests. Likewise, it not the purpose of this studyepgse a restructuring of the score
structure. This study intends to describe the natureecddbres and investigate whether
evidence supports the proposed interpretation (i.e., thesanlitests can be interpreted as
measuring five broad areas). The proposed structureteagrieted in Model 2A fits
better than any other plausible model that assumes wendional subtests.

Conclusion

The results of this study show support for the compssibee structure for CIBS-
Il subtest scores. Questions remain as to whether acoonglex model, taking into
account the multidimensional structure of individualtests, would produce a more
meaningful interpretation, but the present study produced e@ddbat the composite

score structure is a good fit to the standardizatiorpaim an absolute sense (i.e., the
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model fits) and that the composite score structurdoettar fit than other plausible
models.

The support for the composite score model was weakeggdlysby evidence
that several subtests are multidimensional. No gttevas made to identify the
dimensional structure of the individual subtests, baithilgh structure coefficients and
high interfactor correlations may indicate that thatent of the subtests overlaps to a
higher degree than intended or that the subtests mesmsuseunidentified common
construct.

In the unified view of validity, validation is an onggiprocess. In this model of
validity, it is not a test or a test’s scores that\alidated; it is a proposed interpretation
of the scores that is validated (AERA et al., 1999; K&066). TheStandards for
Educational and Psychological Testi(JERA et al., 1999) list five common sources of
evidence: evidence based on (a) test content, (b) respomsesses, (c) internal
structure, (d) relations to other variables, and (e)emunsnces of testing. Validating one
proposed interpretation of the scores might involveegath multiple sources of
evidence. Other interpretations might demand differemtces of evidence.

The present study provides evidence based on the inteunztlise of the test,
which supports the composite score structure. Howeveevidence from this study
could also be used to support a more complex interpretatiolving other as yet
unidentified constructs. Evidence based on test contentapdnse processes might be
used to help build a case for such an interpretation.

Other evidence could be collected to add to the preskdatian investigation.

The construct model of validity relies on the statenad an underlying theory (Messick,
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1989). An explication of the theoretical underpinningghefindividual subtests and the
manner in which they were combined into composite sagoedd amplify the evidence
provided in the present study. Such an analysis would als@dprcontent-based
evidence of the validity of the composite score stmgtSimilarly, a confirmatory study
to more thoroughly investigate the dimensionality of theesibt including content-
based analysis of clusters identified by CCPROX/HAQuld/@rovide additional
evidence of the dimensional structure of the subtedigidually and of the CIBS-1l as a
whole.

The present study addresses a small portion of whaldsbewan ongoing process
to validate the intended uses of the CIBS-II. The ol/gral of validation is to evaluate
“the proposed interpretations and uses of measuremd@sg( 2006, p. 59). Inherent is
such an evaluation is a consideration of the consegsi@fi¢esting and of the proposed
interpretations of scores. A proposed interpretation erfiscores has potential
consequences. The nature of those potential consequencehi@ stakes vs. low
stakes) affects the evaluation of whether the scregort such a use or interpretation.

The explicit consideration of the consequences oluEs as a part of a validation
is generally accepted as part of the unified view of ugli@.g., AERA et al., 1999;
Messick, 1989; Kane, 2006), but it is not a universally held pogfg.g., Cizek et al.,
2008). The argument seems to center on whether test dexekhould (or indeed
whether theyare able t9 anticipate the possible uses of test scores. In additio
consequential validity evidence cannot be gathered umgtast in use, which means no
test can be adequately validated before it is publishéé éxplicit consideration of

consequential validity is required as a part of valide{izek et al., 2008). A middle
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ground might be to recognize that consideration of theemprences of proposed
interpretations should be involved in the development ofr@styument (i.e., it is a
responsibility of the test developer), and consequerfaesvel uses of an instrument
should be considered by test users (Nichols & Willia20€)9).

Such arguments will likely occupy validity theorists many years to come. In
the meantime, practitioners study what they can. Quesees of the CIBS-II cannot
currently be known since the test is planned for releashis study is being completed.
However, some potential uses can be considered, aedittence from this study can
help evaluate the suitability of CIBS-Il scores favgh uses. For example, composite
scores from the CIBS-II appear to be suitable for sowhdtakes uses as monitoring
student progress, identifying areas of strength and wealaresstting learning goals.
However, questions about the possible existence of noonplex interpretations of
subtest scores render the composite score structurgalmsdor such high-stakes uses as
gualifying students for placement in special education coorsies accountability
reporting.

Historically, the CIBS test series has receivectlittitention from researchers
investigating the validity of its scores. The reseaegorted here represents a change
from that historical pattern. This research, follow-tymges to this work, and the studies
reported in the test manual (French & Glascoe, 2009) mmrd®e kind of accumulation

of evidence that characterizes modern notions of téidiatian.
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APPENDIX

Table of Items Chosen for Final AT Sets Used in DINBTTEAnalysis

Subtest

Items in Final AT Set

Word Recognition

Word Analysis

Reading Vocabulary

109
54 56

79 84

8 32

46 47

78

Comprehends Passages P

Computation

Problem Solving

Spelling

Sentence Writing

Listening Vocabulary

15 16

16 17

10
57

85

33

48

10

17

18

16

58

90

35

12

18

21

12 3 4

17
59
93

36

14

24

67 8 9 11

22
61

94

37

18

10

25

12

23
65
96

38

19

11

26

15

27

67

39

24

12

10

27

16

32
68

40

13

29

33
70

41

10

14

30

44

72

42

11

16

32

47 48 52

75 77 78

43 44 45

12 13 14

18

34 38
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