A quasistatic viscoplastic contact problem with normal compliance and friction
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We consider a quasistatic contact problem between a viscoplastic body and an obstacle, the so-called foundation. The contact is modelled with normal compliance and the associated version of Coulomb’s law of dry friction. We derive a variational formulation of the problem and, under a smallness assumption on the normal compliance functions, we establish the existence of a weak solution to the model. The proof is carried out in several steps. It is based on a time-discretization method, arguments of monotonicity and compactness, Banach fixed point theorem and Schauder fixed point theorem.
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1. Introduction

We investigated recently a number of problems related to quasistatic contact for viscoplastic materials. In particular, models for frictionless contact were considered in Sofonea (1997), in the case of Signorini contact conditions, and in Fernández-García et al. (2002) in the case of normal compliance contact conditions. The analysis of the bilateral contact with Tresca friction law was provided in Amassad & Sofonea (1998) and its numerical approximation was provided in Chen et al. (2000). An extension of the existence and uniqueness result obtained in Amassad & Sofonea (1998) in the study of frictional contact conditions modelled with a dissipative potential was established in Sofonea & Shillor (2001). Frictional problems with regularized Coulomb’s law were studied recently in Amassad & Fabre (2002) in both the case of bilateral and Signorini unilateral contact. The results obtained in Amassad & Fabre (2002), Amassad & Sofonea (1998), Fernández-García et al. (2002), Sofonea (1997) and Sofonea & Shillor (2001) deal with the variational analysis of the mechanical problems. They involve existence and uniqueness of weak solutions, i.e. solutions which satisfy variational formulations of the
corresponding mechanical problems. They were obtained using arguments of evolutionary variational inequalities and fixed point. The results in Chen et al. (2000) and Fernández-García et al. (2002) concern the numerical analysis of the models, including error estimates for the approximate solutions.

In all the papers above, the material’s behavior was modeled with a rate-type viscoplastic constitutive relation of the form

$$\dot{\sigma} = E \varepsilon(\dot{u}) + G(\sigma, \varepsilon(u)), \quad (1.1)$$

where \(u\) denotes the displacement field while \(\sigma\) and \(\varepsilon(u)\) denote the stress and linearized strain tensor, respectively. Here \(E\) is the fourth-order tensor of elastic coefficients, \(G\) is a nonlinear constitutive function and the dot above a variable represents its time derivative.

Rate-type viscoplastic constitutive laws of the form (1.1) were considered in the literature in order to model the behavior of real materials like rubbers, metals, pastes, rocks and so on. Various results and mechanical interpretations concerning models of this form may be found for instance in Cristescu & Suliciu (1982) and the references therein. A survey of results in the study problems involving (1.1) can be found in Ionescu & Sofonea (1993) in the case of displacement-traction boundary conditions, and in Han & Sofonea (2002) in the case of frictionless or frictional contact conditions.

The aim of this paper is to present a new result in the study of quasistatic frictional contact problems with viscoplastic materials of the form (1.1). The novelty consists in the fact that here we model the contact with a general normal compliance contact condition and the associated version of Coulomb’s law. The normal compliance contact condition was first considered in Martins & Oden (1987) in the study of dynamic problems with linearly elastic and viscoelastic materials. This condition allows the interpenetration of the body’s surface into the obstacle and it was justified by considering the interpenetration and deformation of surface asperities. On occasion, the normal compliance condition has been employed as a mathematical regularization of Signorini’s nonpenetration condition and used as such in numerical solution algorithms. Indeed, Signorini’s contact condition is elegant and easy to write, however it causes severe mathematical difficulties since it leads to a very weak regularity of the solution. The advantage in the use of the normal compliance contact condition is that it provides a better regularity of the solution. This extra regularity was used in Andersson (2000) to obtain the solution of a Signorini frictional contact problem with linearly elastic materials, by using a sequence of approximate problems with normal compliance and a shifting technique. The widespread use of the normal compliance contact condition is also due to the ease of implementing it in computer codes for numerical approximations, since it avoids the unilateral restrictions on the normal displacement field involved in Signorini’s contact condition.

Contact problems with normal compliance have been discussed in numerous papers, e.g. Andersson (1991, 1995), Kikuchi & Oden (1988), Klarbring et al. (1988), Rochdi et al. (1998) and the references therein. In particular, the first existence result in the study of quasistatic contact problems with normal compliance and friction was obtained in Andersson (1991) in the case of linearly elastic materials and in Rochdi et al. (1998) in the case of nonlinear Kelvin–Voigt viscoelastic materials. In this paper we extend these results to the case of rate-type viscoplastic materials of the form (1.1). To this end we use arguments based on time discretization, monotonicity, compactness, Banach fixed point theorem and Schauder fixed point theorem.
The paper is organized as follows. In Section 2 we introduce some notation and preliminaries. In Section 3 we describe the model for the process, set it in a variational formulation, list the assumption on the data and state our main result: Theorem 3.1. It notes the existence of a weak solution to the model, if an appropriate smallness assumption involving the normal compliance contact functions is satisfied. The proof of Theorem 3.1 is provided in Section 6. It is based on the study of two intermediate problems which are presented in Sections 4 and 5. These problems have some interest of their own, however their importance arises mainly in providing existence, uniqueness and boundness results that are needed in the proof of Theorem 3.1. The arguments used in the study of these intermediate problems are similar to those used in our former papers (see e.g. Amassad & Fabre, 2002; Amassad & Sofonea, 1998; Han & Sofonea, 2002) and therefore the details are omitted. The reader familiar with these arguments can skip the proofs in Sections 4 and 5 and concentrate on Section 6.

2. Notation and preliminaries

In this short section we present the notation we shall use and some preliminary material. For further details, we refer the reader to Duvaut & Lions (1976), Ionescu & Sofonea (1993) and Panagiotopoulos (1985).

We denote by \( S_d \) the space of second-order symmetric tensors on \( \mathbb{R}^d \) (\( d = 2, 3 \)), while \( \cdot, \cdot \) and \( |\cdot| \) will represent the inner product and the Euclidean norm on \( S_d \) and \( \mathbb{R}^d \). Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain with a Lipschitz boundary \( \Gamma \) and let \( \nu \) denote the unit outer normal on \( \Gamma \). Everywhere in the sequel the indices \( i \) and \( j \) run from 1 to \( d \), summation over repeated indices is implied and the indices that follows a comma represents the partial derivative with respect to the corresponding component of the independent variable. We also use the following notation:

\[
H = \{ u = (u_i) \mid u_i \in L^2(\Omega) \}, \quad Q = \{ \sigma = (\sigma_{ij}) \mid \sigma_{ij} = \sigma_{ji} \in L^2(\Omega) \},
H_1 = \{ u = (u_i) \mid \varepsilon(u) \in Q \}, \quad Q_1 = \{ \sigma \in Q \mid \text{Div } \sigma \in H \}.
\]

Here \( \varepsilon : H_1 \rightarrow Q \) and \( \text{Div} : Q_1 \rightarrow H \) are the deformation and the divergence operators, respectively, defined by

\[
\varepsilon(u) = (\varepsilon_{ij}(u)), \quad \varepsilon_{ij}(u) = \frac{1}{2}(u_{i,j} + u_{j,i}), \quad \text{Div } \sigma = (\sigma_{ij,j}).
\]

The spaces \( H, Q, H_1 \) and \( Q_1 \) are real Hilbert spaces endowed with the canonical inner products given by

\[
(u, v)_H = \int_\Omega u_i v_i \, dx, \quad (\sigma, \tau)_Q = \int_\Omega \sigma_{ij} \tau_{ij} \, dx,
(u, v)_{H_1} = (u, v)_H + (\varepsilon(u), \varepsilon(v))_Q, \quad (\sigma, \tau)_{Q_1} = (\sigma, \tau)_Q + (\text{Div } \sigma, \text{Div } \tau)_H.
\]

The associated norms on the spaces \( H, Q, H_1 \) and \( Q_1 \) are denoted by \( \|\cdot\|_H, \|\cdot\|_Q, \|\cdot\|_{H_1} \) and \( \|\cdot\|_{Q_1} \), respectively.

For every element \( v \in H_1 \) we also use the notation \( v \) to denote the trace of \( v \) on \( \Gamma \) and we denote by \( v_n \) and \( v_t \) the normal and the tangential components of \( v \) on \( \Gamma \) given by

\[
v_n = v \cdot \nu, \quad v_t = v - v_n \nu.
\]
We also denote by $\sigma_\nu$ and $\sigma_\tau$ the normal and the tangential traces of a function $\sigma \in Q_1$, and we note that when $\sigma$ is a regular function then

$$\sigma_\nu = (\sigma_\nu \cdot \nu), \quad \sigma_\tau = \sigma_\nu - \sigma_\nu \nu,$$

and the following Green formula holds:

$$(\sigma, \varepsilon(v))_Q + (\text{Div} \sigma, v)_H = \int_{\Gamma} \sigma_\nu \cdot v \, da \quad \forall v \in H_1. \quad (2.1)$$

Now, let $\Gamma_1$ be a measurable part of $\Gamma$ such that $\text{meas} \, \Gamma_1 > 0$ and let $V$ be the closed subspace of $H_1$ given by

$$V = \{ v \in H_1 | v = 0 \text{ on } \Gamma_1 \}.$$  

Since $\text{meas} \, \Gamma_1 > 0$, the following Korn’s inequality holds:

$$\|\varepsilon(v)\|_Q \geq c_K \|v\|_{H_1} \quad \forall v \in V, \quad (2.2)$$

where $c_K > 0$ is a constant depending only on $\Omega$ and $\Gamma_1$. A proof of Korn’s inequality can be found in, for instance, (Nečas & Hlaváček, 1981, p. 79). Over the space $V$ we consider the inner product given by

$$(u, v)_V = (\varepsilon(u), \varepsilon(v))_Q \quad (2.3)$$

and let $\|\cdot\|_V$ be the associated norm. It follows from Korn’s inequality (2.2) that $\|\cdot\|_{H_1}$ and $\|\cdot\|_V$ are equivalent norms on $V$. Therefore $(V, \|\cdot\|_V)$ is a real Hilbert space. Moreover, by the Sobolev trace theorem, there exists a positive constant $c_B$ depending only on the domain $\Omega$, $\Gamma_1$ and $\Gamma_3$ such that

$$\|v\|_{L^2(\Gamma_3)^p} \leq c_B \|v\|_V \quad \forall v \in V. \quad (2.4)$$

For every real Banach space $(X, \|\cdot\|_X)$ and $T > 0$ we use the notation $C([0, T]; X)$ for the space of continuous functions from $[0, T]$ to $X$; $C([0, T]; X)$ is a real Banach space with the norm

$$\|x\|_{C([0, T]; X)} = \max_{t \in [0, T]} \|x(t)\|_X.$$  

For $p \in [1, \infty]$, we use the standard notation for $L^p(0, T; X)$ spaces. We also use the Sobolev space $W^{1, \infty}(0, T; X)$ with the norm

$$\|x\|_{W^{1, \infty}(0, T; X)} = \|x\|_{L^\infty(0, T; X)} + \|\dot{x}\|_{L^\infty(0, T; X)},$$

where a dot now represents the weak derivative with respect to the time variable. A sequence of elements of the space $X$ will be denoted $(x_n)$. Finally, everywhere in this paper $X_1 \times X_2$ will represent the product of the real Hilbert spaces $X_1$ and $X_2$, whose elements will be denoted $(x_1, x_2)$. 
3. Problem statement and variational formulation

In this section we describe the model for the process, present its variational formulation and state our main result, Theorem 3.1.

The physical setting is as follows. A viscoplastic body occupies a bounded domain $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$) with a regular boundary $\Gamma$ that is partitioned into three disjoint measurable parts $\Gamma_1$, $\Gamma_2$ and $\Gamma_3$, such that $\text{meas } \Gamma_1 > 0$. Let $T > 0$ and let $[0, T]$ denote the time interval of interest. The body is clamped on $\Gamma_1 \times (0, T)$ and thus the displacement field vanishes there. A volume force of density $f_0$ acts in $\Omega \times (0, T)$ and a surface traction of density $f_2$ acts on $\Gamma_2 \times (0, T)$. We assume that the acceleration in the system is negligible and we use (1.1) as constitutive relation. The boundary conditions on the potential contact surface $\Gamma_3$ involve normal compliance and friction and will be discussed below.

Under these conditions, the classical formulation of the mechanical problem of frictional contact of the viscoplastic body is the following.

**Problem P.** Find a displacement field $u : \Omega \times [0, T] \to \mathbb{R}^d$ and a stress field $\sigma : \Omega \times [0, T] \to S_d$ such that

$$\dot{\sigma} = \mathcal{E}(\dot{u}) + G(\sigma, \varepsilon(u)) \quad \text{in } \Omega \times (0, T), \quad (3.1)$$

$$\text{Div } \sigma + f_0 = 0 \quad \text{in } \Omega \times (0, T), \quad (3.2)$$

$$\sigma \nu = f_2 \quad \text{on } \Gamma_2 \times (0, T), \quad (3.3)$$

$$-\sigma_v = p_v(u_v - g_a) \quad \text{on } \Gamma_3 \times (0, T), \quad (3.4)$$

$$|\sigma_r| \leq p_r(u_v - g_a) \quad \text{on } \Gamma_3 \times (0, T), \quad (3.5)$$

$$|\sigma_r| < p_r(u_v - g_a) \Rightarrow \dot{u}_r = 0 \quad \text{on } \Gamma_3 \times (0, T), \quad (3.6)$$

$$|\sigma_r| = p_r(u_v - g_a) \Rightarrow \sigma_r = -\lambda \dot{u}_r, \quad \lambda \geq 0 \quad \text{in } \Omega.$$  

$$u(0) = u_0, \quad \sigma(0) = \sigma_0 \quad \text{in } \Omega. \quad (3.7)$$

Here (3.1) is the viscoplastic constitutive law, (3.2) represents the equilibrium equation, (3.3) and (3.4) are the displacement–traction boundary conditions and, finally, the functions $u_0$ and $\sigma_0$ in (3.7) denote the initial displacement and the initial stress, respectively.

We make some comments on the frictional contact conditions (3.5) and (3.6) in which $\sigma_r$ denotes the normal stress, $\sigma_t$ represents the tangential traction, $u_v$ is the normal displacement and $\dot{u}_r$ represents the tangential velocity. Equality (3.5) represents the normal compliance contact condition in which $p_v$ is a prescribed non-negative function and $g_a$ denotes the gap between the potential contact surface $\Gamma_3$ and the foundation, measured along the direction of the outward normal $\nu$. When positive, $u_v - g_a$ represents the penetration of the surface asperities into those of the foundation. In this condition the interpenetration is allowed but penalized. An example of a normal compliance function $p_v$ is

$$p_v(r) = c_v r^+, \quad (3.8)$$

where $c_v$ is a positive constant, the surface stiffness coefficient, and $r^+ = \max \{0, r\}$. Formally, Signorini’s nonpenetration condition is obtained in the limit $c_v \to \infty$.

Conditions (3.6) represent a version of Coulomb’s law of dry friction in which $p_r$ is a prescribed non-negative function, the so-called friction bound. According to (3.6) the
tangential shear cannot exceed the maximal frictional resistance \( p_t (u_v - g_a) \). Then, if the strict inequality holds, the surface adheres to the foundation and is in the so-called "stick" state, and when equality holds there is relative sliding, the so-called "slip" state. Therefore, at each time instant the potential contact surface \( I_3 \) is divided into three zones: the stick zone, the slip zone and the zone of separation, in which \( u_v < g_a \) and there is no contact. The boundaries of these zones are unknown a priori and form free boundaries. The choice

\[
p_t = \mu p_v, \tag{3.9}
\]

leads to the usual Coulomb law, and \( \mu \geq 0 \) is the coefficient of friction (see, e.g., Duvaut & Lions, 1976 or Panagiotopoulos, 1985). More recently, a modified version of the Coulomb friction law was derived in Strömbäck (1995) and Strömbäck et al. (1996) from thermodynamic considerations. It consists of using the friction law (3.6) with

\[
p_t = \mu p_v (1 - \delta p_t), \tag{3.10}
\]

where \( \delta \) is a small positive material constant related to the wear and hardness of the surface. Contact and frictional boundary conditions of the form (3.5), (3.6) were considered in Rochdi et al. (1998) in the study of quasistatic process for Kelvin–Voigt viscoelastic materials.

In the study of the mechanical problem (3.1)-(3.7) we assume that \( \mathcal{E} : \Omega \times S_d \to S_d \) is a bounded symmetric positive definite fourth-order tensor, i.e.

\[
\begin{align*}
(\mathbf{a}) & \ E_{ijkl} \in L^\infty(\Omega), \ 1 \leq i, j, k, l \leq d. \\
(\mathbf{b}) & \ E \sigma \cdot \tau = \sigma \cdot E \tau, \ \forall \sigma, \tau \in S_d, \ \text{a.e. in } \Omega. \\
(\mathbf{c}) & \ \text{There exists } m > 0 \ \text{such that } E \tau \cdot \tau \geq m |\tau|^2 \ \forall \tau \in S_d, \ \text{a.e. in } \Omega.
\end{align*}
\tag{3.11}
\]

\( G : \Omega \times S_d \times S_d \to S_d \) has the properties:

\[
\begin{align*}
(\mathbf{a}) & \ \text{There exists } L_G > 0 \ \text{such that } |G(x, \sigma_1, \epsilon_1) - G(x, \sigma_2, \epsilon_2)| \leq L_G (|\sigma_1 - \sigma_2| + |\epsilon_1 - \epsilon_2|).
& \ \forall \sigma_1, \sigma_2, \epsilon_1, \epsilon_2 \in S_d, \ \text{a.e. in } \Omega, \\
(\mathbf{b}) & \ x \mapsto G(x, \sigma, \epsilon) \ \text{is measurable on } \Omega, \ \text{for any } \sigma, \epsilon \in S_d, \\
(\mathbf{c}) & \ x \mapsto G(x, 0, 0) \in Q.
\end{align*}
\tag{3.12}
\]

The functions \( p_r : I_3 \times \mathbb{R} \to \mathbb{R}_+ \ (r = v, t) \) satisfy:

\[
\begin{align*}
(\mathbf{a}) & \ \text{There exists } L_r > 0 \ \text{such that } |p_r(x, u_1) - p_r(x, u_2)| \leq L_r |u_1 - u_2| \\
& \ \forall u_1, u_2 \in \mathbb{R}, \ \text{a.e. } x \in I_3. \\
(\mathbf{b}) & \ x \mapsto p_r(x, u) \ \text{is measurable on } I_3, \ \text{for any } u \in \mathbb{R}. \\
(\mathbf{c}) & \ x \mapsto p_t(x, u) = 0 \ \text{for any } u \leq 0, \ \text{a.e. } x \in I_3.
\end{align*}
\tag{3.13}
\]

The assumptions (3.13) on \( p_v \) and \( p_t \) are fairly general. The main restriction is the requirement that asymptotically the functions grow at most linearly. Clearly, the function
defined in (3.8) satisfies this condition. We also observe that if the functions \( p_v \) and \( p_\tau \) are related by (3.9) or (3.10) and \( p_v \) satisfies condition (3.13)(a), then \( p_\tau \) does too with \( L_\tau = \mu L_v \).

The forces and tractions are assumed to satisfy
\[
\mathbf{f}_0 \in W^{1,\infty}(0, T; H), \quad \mathbf{f}_2 \in W^{1,\infty}(0, T; L^2(\Gamma_2)^d),
\]
and the gap function satisfies
\[
g_a \in L^2(\Gamma_3), \quad g_a \geq 0 \, \text{ a.e. on } \Gamma_3.
\]

Next we define the functional \( \varphi : V \times V \to \mathbb{R} \) by
\[
\varphi(v, w) = \int_{\Gamma_3} p_v(v - g_a) w_v \, da + \int_{\Gamma_3} p_\tau(v - g_a) |w_\tau| \, da.
\]

Using the conditions (3.13) and (3.15) it follows that for all \( v \in V \) the functions \( x \mapsto p_v(x, v(x) - g_a(x)) \) \( (v = v, \tau) \) belong to \( L^2(\Gamma_3) \) and therefore the integrals in (3.16) are well defined.

Let \( f : [0, T] \to V \) given by
\[
(f(t), v)_V = \int_{\Omega} \mathbf{f}_0(t) : \mathbf{v} \, dx + \int_{\Gamma_2} \mathbf{f}_2(t) : \mathbf{v} \, da
\]
for all \( v \in V, t \in [0, T] \). We note that conditions (3.14) imply
\[
f \in W^{1,\infty}(0, T; V).
\]

Finally we assume that the initial data satisfy
\[
u_0 \in V, \quad \sigma_0 \in Q_1,
\]
\[
(\sigma_0, \varepsilon(v))_Q + \varphi(u_0, v) \geq (f(0), v)_V \quad \forall v \in V.
\]

It is straightforward to see that if \( (u, \sigma) \) are sufficiently smooth functions satisfying (3.2)–(3.6), then \( u(t) \in V \) and \( \sigma(t) \in Q_1 \) and, using Green’s formula (2.1), it follows that
\[
(\sigma(t), \varepsilon(v) - \varepsilon(\mathbf{u}(t)))_Q + \varphi(u(t), v) - \varphi(u(t), \mathbf{u}(t)) \geq (f(t), v - \mathbf{u}(t))_V,
\]
for all \( v \in V \) and \( t \in [0, T] \). Therefore, using (3.1), (3.7) and the previous inequality yields the following variational formulation of the problem \( P \).

**PROBLEM \( P_V \).** Find a displacement field \( u : [0, T] \to V \) and a stress field \( \sigma : [0, T] \to Q_1 \) such that
\[
\dot{\sigma}(t) = \mathcal{E}\varepsilon(\mathbf{u}(t)) + G(\sigma(t), \varepsilon(u(t))) \quad \text{a.e. } t \in (0, T),
\]
\[
(\sigma(t), \varepsilon(v) - \varepsilon(\mathbf{u}(t)))_Q + \varphi(u(t), v) - \varphi(u(t), \mathbf{u}(t)) \geq (f(t), v - \mathbf{u}(t))_V \quad \forall v \in V, \text{ a.e. } t \in (0, T),
\]
\[
u(0) = u_0, \quad \sigma(0) = \sigma_0.
\]

The main result of this paper is the following.
THEOREM 3.1 Assume that conditions (3.11)–(3.15), (3.19) and (3.20) hold. Then there exists \( L_0 > 0 \) depending only on \( \Omega, \Gamma_1, \Gamma_2, \Gamma_3, \mathcal{E}, G \) and \( T \) such that if \( L_v + L_T < L_0 \), then problem \( P_V \) has at least one solution. Moreover, the solution satisfies

\[
\mathbf{u} \in W^{1,\infty}(0, T; V), \quad \sigma \in W^{1,\infty}(0, T; Q_1).
\] (3.24)

The proof of Theorem 3.1 will be provided in Section 6. It is carried out in several steps and it is based on the study of two intermediate problems that we present in Sections 4 and 5, respectively. Everywhere in the rest of the paper \( c \) will denote a positive generic constant which may depend on \( \Omega, \Gamma_1, \Gamma_2, \Gamma_3, E, G \) and \( T \), and whose value may change from place to place.

We end this section with some comments on Theorem 3.1. First, we conclude by this theorem that problem (3.1)–(3.7) has at least a weak solution provided \( L_v + L_T \) is sufficiently small. Next, the critical value \( L_0 \) depends on the constitutive functions, on the geometry of the problem and on the duration of the process, but does not depend on the external forces, nor on the initial data. The verification of the condition \( L_v + L_T < L_0 \) which guarantees the solvability of problem \( P_V \) as well as its physical interpretation depends on the specific mechanical problem. For example, consider the mechanical problem \( P \) in which the function \( p_v \) is given by (3.8) and the function \( p_T \) is given by (3.9) or by (3.10). It follows that assumption (3.13)(a) is satisfied with \( L_v = c_v \) and \( L_T = \mu c_v \) and therefore the condition \( L_v + L_T < L_0 \) holds if \( c_v (1 + \mu) < L_0 \), which may be interpreted as a smallness assumption involving the coefficients \( c_v \) and \( \mu \). Notice also that the important question of uniqueness of the solution to problem \( P_V \) is left open. This is so even for the local elastic problem with normal compliance treated in Andersson (1991), when the coefficient of friction and the loads are assumed to be sufficiently small, as well as for the global elastic problem with normal compliance and friction studied in Andersson (1995). We finally remark that in the case of viscoelastic materials the unique solvability of quasistatic problems with normal compliance and friction may be proved without any smallness assumption on the data; see for example Rochdi et al. (1998).

4. Intermediate elastic problem

In this section we solve the contact problem in the particular case when the viscoplastic part of the stress tensor, the normal stress and the friction bound are known. To this end, everywhere in this section we consider two functions \( \eta \) and \( g \) such that

\[
\eta \in L^\infty(0, T; Q),
\]

\[
g = (g_1, g_2) \in W^{1,\infty}(0, T; L^2(\Gamma_3)^2),
\]

\[
g(0) = g_0.
\]

where \( g_0 \) is the element of \( L^2(\Gamma_3)^2 \) given by

\[
g_0 = (p_v(u_{0v} - g_a), p_T(u_{0v} - g_a)).
\] (4.4)
We denote by \( z_n \in W^{1, \infty}(0, T; Q) \) and \( j(g(t), \cdot) : V \rightarrow \mathbb{R} \) the functions defined by

\[
z_n(t) = \int_0^t z_0(s) \, ds + \sigma_0 - \mathcal{E}(u_0) \quad \forall t \in [0, T], \tag{4.5}
\]

\[
j(g(t), v) = \int_{\Gamma_1} |g_1(t)| \, v_n \, ds + \int_{\Gamma_3} |g_2(t)| \, |v_\tau| \, ds \quad \forall v \in V, t \in [0, T], \tag{4.6}
\]

and we consider the following intermediate variational problem.

**Problem \( P_{V}^{\eta} \).** Find a displacement field \( u_{\eta} : [0, T] \rightarrow V \) and a stress field \( \sigma_{\eta} : [0, T] \rightarrow Q_1 \) such that

\[
\sigma_{\eta}(t) = \mathcal{E}(u_{\eta}(t)) + z_n(t) \quad \forall t \in [0, T], \tag{4.7}
\]

\[
\left( \sigma_{\eta}(t), \varepsilon(v) - \varepsilon(\hat{u}_{\eta}(t))) \right)_Q + j(g(t), v) - j(g(t), \hat{u}_{\eta}(t)) \geq (f(t), v - \hat{u}_{\eta}(t))_V \quad \forall v \in V, \text{ a.e. } t \in (0, T), \tag{4.8}
\]

\[
u_{\eta}(0) = u_0. \tag{4.9}
\]

Notice that equality (4.7) represents an elastic-like constitutive law. For this reason we refer in the sequel to problem \( P_{V}^{\eta} \) as an intermediate elastic problem. In the study of this problem we have the following result.

**Theorem 4.1** Assume that conditions (3.11), (3.18)–(3.20), (4.1)–(4.3) hold. Then problem \( P_{V}^{\eta} \) has a unique solution with regularity

\[
u_{\eta} \in W^{1, \infty}(0, T; V), \quad \sigma_{\eta} \in W^{1, \infty}(0, T; Q_1). \tag{4.10}
\]

Moreover, there exists a constant \( c > 0 \) such that

\[
\|u_{\eta}\|_{W^{1, \infty}(0, T; V)} + \|\sigma_{\eta}\|_{W^{1, \infty}(0, T; Q_1)} \leq c \left( \|g\|_{W^{1, \infty}(0, T; L^2(\Gamma_1))^2} + \|f\|_{W^{1, \infty}(0, T; V)} + \|z_n\|_{W^{1, \infty}(0, T; Q)} + \|u_0\|_V \right). \tag{4.11}
\]

**Proof.** The proof of Theorem 4.1 is carried out in several steps, by using arguments similar to those used in Amassad & Fabre (2002), Amassad & Sofonea (1998), Han & Reddy (1999) and Han & Sofonea (2002). Since the modifications are straightforward we omit the details. Everywhere below we use the bilinear form \( a : V \times V \rightarrow \mathbb{R} \) given by

\[
a(u, v) = (\mathcal{E}(u) = \varepsilon(v))_Q. \tag{4.12}
\]

The steps of the proof are the following.

(i) **Incremental time-discretized problems.**

Let \( t_0 = t_1 < \cdots < t_N = T \) be a partition of the time interval \( [0, T] \) such that \( t_n = nh \) for \( n = 1, \ldots, N \) where \( h = T/N \). For a continuous function \( t \mapsto w(t) \) we use the notation \( w_n = w(t_n) \). For a sequence \( \{w_n\}_{n=0}^N \), we write \( \Delta w_n = w_n - w_{n-1} \) for the difference, and \( \delta w_n = \Delta w_n / h \) for the corresponding divided difference. No summation is implied over the repeated index \( n \).
Using standard arguments of elliptic variational inequalities we prove that there exists a unique sequence \( \{ u_{n}^{ng} \}_{n=0}^{N} \subset V \) such that \( u_{n}^{ng} = u_{0} \) and, for \( n = 1, \ldots, N \),

\[
a(u_{n}^{ng}, v - \delta u_{n}^{ng}) + (z_{qn}, \varepsilon(v) - \varepsilon(\delta u_{n}^{ng}))_{Q} + j(g_{n}, v) - j(g_{n}, \delta u_{n}^{ng}) \geq (f_{n}, v - \delta u_{n}^{ng})_{V} \quad \forall v \in V. \tag{4.13}
\]

Moreover, the following estimates hold:

\[
\| u_{n}^{ng} \|_{V} \leq c (\| g_{n} \|_{L^2(I_{n}^{3})} + \| f_{n} \|_{V} + \| z_{qn} \|_{Q}), \quad 0 \leq n \leq N, \tag{4.14}
\]

\[
\| \Delta u_{n}^{ng} \|_{V} \leq c (\| \Delta g_{n} \|_{L^2(I_{n}^{3})} + \| \Delta f_{n} \|_{V} + \| \Delta z_{qn} \|_{Q}), \quad 1 \leq n \leq N. \tag{4.15}
\]

Notice that, in order to prove the estimate (4.14) for \( n = 0 \), we use the compatibility assumption

\[
a(u_{0}, v) + (z_{0}, \varepsilon(v))_{Q} + j(g(0), v) \geq (f(0), v)_{V},
\]

which follows from (3.20), (4.2)–(4.4) and the definitions of functionals \( \varepsilon \) and \( j \).

(ii) A weak * convergence result.

We then define a piecewise linear interpolant \( u_{N}^{ng} \) from the sequence \( \{ u_{n}^{ng} \}_{n=0}^{N} \subset V \) by the formula

\[
u_{N}^{ng}(t) = u_{n-1}^{ng} + \frac{t - t_{n-1}}{h} \Delta u_{n-1}^{ng}, \quad t \in [t_{n-1}, t_{n}], \quad 1 \leq n \leq N. \tag{4.16}
\]

Obviously, the functions \( u_{N}^{ng} \) belong to the space \( W^{1,\infty}(0, T; V) \) and assertions (4.14) and (4.15) prove that the sequence \( \{ u_{n}^{ng} \}_{n}^{N} \) is a bounded sequence in this space. Then, there exists a function \( u_{ng} \in W^{1,\infty}(0, T; V) \) and a subsequence of \( \{ u_{n}^{ng} \}_{n}^{N} \), still denoted by \( u_{N}^{ng} \), such that

\[
u_{N}^{ng} \rightharpoonup u_{ng} \quad \text{weak * in} \quad W^{1,\infty}(0, T; V). \tag{4.17}
\]

Notice that we will prove in part (v) of this proof that the whole sequence \( \{ u_{N}^{ng} \}_{n}^{N} \) converges to \( u_{ng} \).

Moreover, there exists \( c > 0 \) such that

\[
\| u_{ng} \|_{W^{1,\infty}(0, T; V)} \leq c (\| g \|_{W^{1,\infty}(0, T; L^{1}(I_{3}^{3}))} + \| f \|_{W^{1,\infty}(0, T; V)} + \| z_{q} \|_{H^{1,\infty}(0, T; Q)} + \| u_{0} \|_{V}). \tag{4.18}
\]

The proof of (4.18) is based again on inequalities (4.14) and (4.15), which provide estimates of the functions \( u_{N}^{ng} \) in the norm of the space \( W^{1,\infty}(0, T; V) \).

(iii) Convergence and semicontinuity results.

Let \( u_{ng} \) denote an element of \( W^{1,\infty}(0, T; V) \) provided in step (ii) as the weak * limit of a subsequence of the sequence \( \{ u_{N}^{ng} \}_{n}^{N} \), that we still denote by \( u_{N}^{ng} \).
We introduce the piecewise-constant functions $\tilde{u}^{\eta}_N : [0, T] \to V, \tilde{z}^{\eta}_N : [0, T] \to Q, \tilde{g}_N : [0, T] \to L^2(\Gamma_3)^2$, and $\tilde{f}_N : [0, T] \to V$ by the formulae
\[
\tilde{u}^{\eta}_N(t) = u^{\eta}_N, \quad \tilde{z}^{\eta}_N(t) = z^{\eta}_N, \quad \tilde{g}_N(t) = g_N, \quad \tilde{f}_N(t) = f_n, \quad \forall t \in (t_{n-1}, t_n], \quad n = 1, \ldots, N.
\]
(4.19)

As for almost every $t \in (0, T)$, we have
\[
\|\tilde{u}^{\eta}_N(t) - u^{\eta}_N(t)\|_V \leq \frac{T}{N} \|\tilde{u}^{\eta}_N(t)\|_V, \quad (4.20)
\]
and, since $\{u^{\eta}_N\}_N$ is bounded in $L^\infty(0, T; V)$, we deduce that
\[
\tilde{u}^{\eta}_N \to u^{\eta}_N \quad \text{weak in} \quad L^\infty(0, T; V). \quad (4.21)
\]
Furthermore, since $z^{\eta}_N \in W^{1,\infty}(0, T; Q), g \in W^{1,\infty}(0, T; L^2(\Gamma_3)^2)$ and $f \in W^{1,\infty}(0, T; V)$, we deduce that
\[
\tilde{z}^{\eta}_N \to z^{\eta} \quad \text{strongly in} \quad L^2(0, T; Q), \quad (4.22)
\]
\[
\tilde{g}_N \to g \quad \text{strongly in} \quad L^2(0, T; L^2(\Gamma_3)^2), \quad (4.23)
\]
\[
\tilde{f}_N \to f \quad \text{strongly in} \quad L^2(0, T; V). \quad (4.24)
\]

Using (4.13) we deduce, for every $v \in L^2(0, T; V)$,
\[
\int_0^T a(\tilde{u}^{\eta}_N(t), v(t)) \, dt + \int_0^T (\tilde{z}^{\eta}_N(t), \varepsilon(v(t)) - \varepsilon(\tilde{u}^{\eta}_N(t)))_Q \, dt \\
+ \int_0^T j(\tilde{g}_N(t), v(t)) \, dt \geq \int_0^T (\tilde{f}_N(t), v(t) - \tilde{u}^{\eta}_N(t))_V \, dt \\
+ \int_0^T a(\tilde{u}^{\eta}_N(t), \tilde{u}^{\eta}_N(t)) \, dt + \int_0^T j(\tilde{g}_N(t), \tilde{u}^{\eta}_N(t)) \, dt. \quad (4.25)
\]

In order to be able to pass to the lower limit in (4.25), we need some convergence results. On one hand, with (4.21)–(4.24) and the weak * convergence of $\{\tilde{u}^{\eta}_N\}_N$ to $u^{\eta}_N$, we get
\[
\int_0^T a(\tilde{u}^{\eta}_N(t), v(t)) \, dt \to \int_0^T a(u^{\eta}_N(t), v(t)) \, dt, \quad (4.26)
\]
\[
\int_0^T (\tilde{z}^{\eta}_N(t), \varepsilon(v(t)) - \varepsilon(\tilde{u}^{\eta}_N(t)))_Q \, dt \to \int_0^T (z^{\eta}_N(t), \varepsilon(v(t)) - \varepsilon(u^{\eta}_N(t)))_Q \, dt, \quad (4.27)
\]
\[
\int_0^T (\tilde{f}_N(t), v(t) - \tilde{u}^{\eta}_N(t))_V \, dt \to \int_0^T (f(t), v(t) - u^{\eta}_N(t))_V \, dt, \quad (4.28)
\]
\[
\int_0^T j(\tilde{g}_N(t), v(t)) \, dt \to \int_0^T j(g(t), v(t)) \, dt \quad (4.29)
\]
for all $v \in L^2(0, T; V)$, as $N \to \infty$. 
On another hand, using standard semicontinuity arguments, after some calculations we find
\[
\liminf_N \int_0^T j(g_N(t), \dot{u}^{g_N}_N(t)) \, dt \geq \int_0^T j(g(t), \dot{u}^{g}_N(t)) \, dt.
\]
(4.30)

\[
\liminf_N \int_0^T a(\ddot{u}^{g_N}_N(t), \dot{u}^{g_N}_N(t)) \, dt \geq \frac{1}{2} a(u^{g_N}(T), u^{g_N}(T)) - \frac{1}{2} a(u_0, u_0)
\]
\[
= \int_0^T a(u^{g}(t), \dot{u}^{g}_N(t)) \, dt.
\]
(4.31)

(iv) Existence.
Assertion (4.25) and convergences (4.26)–(4.31) lead to
\[
a(u^{g}(t), v(t) - \dot{u}^{g}(t)) + (z(t), \varepsilon(v(t)) - \varepsilon(\dot{u}^{g}(t)))_Q
\]
\[
+ j(g(t), v) - j(g(t), \dot{u}^{g}(t)) \geq (f(t), v(t) - \dot{u}^{g}(t))_V
\]
\[
\forall v \in V, \text{ a.e. } t \in (0, T).
\]
(4.32)

Moreover, it follows that \( u^{g}(0) = u_0 \), and therefore (4.9) holds. Let \( \sigma^{g} \in W^{1,\infty}(0, T; \mathbb{Q}) \) be the element given by (4.7). We use (4.32) and (4.12) to find (4.8). Notice also that (4.8) implies
\[
\text{Div} \sigma^{g} + f_0 = 0 \quad \text{a.e. in } \Omega \times (0, T)
\]
(4.33)

and, therefore, it follows from (3.14) that \( \sigma^{g} \in W^{1,\infty}(0, T; \mathbb{Q}_1) \). We conclude that the couple \((u^{g}, \sigma^{g})\) is a solution of Problem \( P^g_{\text{vis}} \) with regularity (4.10).

(v) Uniqueness and boundness.
The uniqueness part of the theorem follows from the unique solvability of the Cauchy problem (4.32), (4.9) which can be obtained using standard arguments. Moreover, this proves that the whole sequence \( \{u^{g_N}\}_N \) is weak * convergent in \( W^{1,\infty}(0, T; V) \) to the element \( u^{g} \). Finally, the estimate (4.11) follows from (4.18), (4.7), (4.33) and (3.11). \( \square \)

5. Intermediate viscoplastic problem
In this section we solve the contact problem for the fully viscoplastic law, in the case when the normal stress and the friction bound on the contact surface are given. To this end we shall use the Banach fixed point theorem. Let \( g \) be a given function which satisfies (4.2), (4.3) and consider the following intermediate problem.

PROBLEM \( P^g_{\text{vis}} \). Find a displacement field \( u^{g} : [0, T] \rightarrow V \) and a stress field \( \sigma^{g} : [0, T] \rightarrow Q_1 \) such that
\[
\dot{\sigma}^{g}(t) = E \varepsilon(\dot{u}^{g}(t)) + G(\sigma^{g}(t), \varepsilon(u^{g}(t))) \quad \text{a.e. } t \in (0, T),
\]
(5.1)
\[ (\sigma_g(t), \varepsilon(v) - \varepsilon(\dot{u}_g(t)))_Q + j(g(t), v) - j(g(t), \dot{u}_g(t)) \geq (f(t), v - \dot{u}_g(t)) \quad \forall v \in V, \text{ a.e. } t \in (0, T), \]

\[ u_g(0) = u_0, \quad \sigma_g(0) = \sigma_0. \quad (5.3) \]

We have following existence and uniqueness result.

**THEOREM 5.1** Assume that conditions (3.11), (3.12), (3.18)–(3.20), (4.2), (4.3) hold. Then problem \( P^g_v \) has a unique solution with regularity

\[ u_g \in W^{1,\infty}(0, T; V), \quad \sigma_g \in W^{1,\infty}(0, T; Q_1). \quad (5.4) \]

Moreover, there exists a constant \( c > 0 \) such that

\[ \|u_g\|_{W^{1,\infty}(0, T; V)} + \|\sigma_g\|_{W^{1,\infty}(0, T; Q_1)} \leq c \left( \|g\|_{W^{1,\infty}(0, T; L^2(\Gamma_v^1)^2)} + \|f\|_{W^{1,\infty}(0, T; V)} \right) \]

\[ + \|u_0\|_V + \|\sigma_0\|_{Q_1} + \|G(0, 0)\|_Q. \quad (5.5) \]

**Proof.** The proof of Theorem 5.1 is carried out in three steps which are described below.

(i) *The Banach fixed point.*

We consider the operator \( A_g : L^\infty(0, T; Q) \rightarrow L^\infty(0, T; Q) \) defined by

\[ A_g \eta = G(\sigma_{ng}, \varepsilon(u_{ng})) \quad \forall \eta \in L^\infty(0, T; Q), \quad (5.6) \]

where \((u_{ng}, \sigma_{ng})\) is the solution of the intermediate elastic problem \( P^{ng}_v \) provided by Theorem 4.1. We shall prove that the operator \( A_g \) has a unique fixed point \( \eta^* \in L^\infty(0, T; Q) \). To this end, consider \( \eta_1, \eta_2 \in L^\infty(0, T; Q) \) and denote \( u_{1g} = u_{ng}, \sigma_{1g} = \sigma_{ng} \), and \( z_i = z_{ni} \) for \( i = 1, 2 \). Rewrite (4.32) as

\[ a(u_{1g}, v - \dot{u}_{1g}) + (z_1, \varepsilon(v) - \varepsilon(\dot{u}_{1g}))_Q + j(g, v) - j(g, \dot{u}_{1g}) \geq (f, v - \dot{u}_{1g}) \quad \forall v \in V, \text{ a.e. on } (0, T). \]

\[ a(u_{2g}, v - \dot{u}_{2g}) + (z_2, \varepsilon(v) - \varepsilon(\dot{u}_{2g}))_Q + j(g, v) - j(g, \dot{u}_{2g}) \geq (f, v - \dot{u}_{2g}) \quad \forall v \in V, \text{ a.e. on } (0, T). \]

for all \( v \in V \), a.e. on \( (0, T) \). Let \( t \in [0, T] \). We take \( v = \dot{u}_{1g} \) in the first inequality, \( v = \dot{u}_{2g} \) in the second inequality, add the two inequalities and integrate the result on \([0, t]\) to obtain

\[ c \|u_{1g}(t) - u_{2g}(t)\|_V^2 \leq \|z_1(t) - z_2(t)\|_Q \|u_{1g}(t) - u_{2g}(t)\|_V \]

\[ + \int_0^t \|\eta_1(s) - \eta_2(s)\|_Q \|u_1(s) - u_2(s)\|_V ds. \]

Now

\[ \|z_1(t) - z_2(t)\|_Q \leq \int_0^t \|\eta_1(s) - \eta_2(s)\|_Q ds \]

and therefore we have

\[ \|u_{1g}(t) - u_{2g}(t)\|_V^2 \leq c \int_0^t \|\eta_1(s) - \eta_2(s)\|_Q^2 ds \]

\[ + c \int_0^t \|u_{1g}(s) - u_{2g}(s)\|_V^2 ds. \]
Applying the Gronwall inequality, we obtain
\[ \| u_{1g}(t) - u_{2g}(t) \|_V^2 \leq c \int_0^t \| \eta_1(s) - \eta_2(s) \|_Q^2 \, ds. \]  
(5.7)

By the definition (4.7) for \( \sigma_{1g} \) and \( \sigma_{2g} \), we have
\[ \sigma_{1g}(t) - \sigma_{2g}(t) = \mathcal{E}(u_{1g}(t) - u_{2g}(t)) + z_1(t) - z_2(t) \]
\[ = \mathcal{E}(u_{1g}(t) - u_{2g}(t)) + \int_0^t (\eta_1(s) - \eta_2(s)) \, ds \]
and, using (5.7), we deduce
\[ \| \sigma_{1g}(t) - \sigma_{2g}(t) \|_Q^2 \leq c \int_0^t \| \eta_1(s) - \eta_2(s) \|_Q^2 \, ds. \]  
(5.8)

Finally,
\[ A_g \eta_1(t) - A_g \eta_2(t) = G(\sigma_{1g}(t), \mathcal{E}(u_{1g}(t))) - G(\sigma_{2g}(t), \mathcal{E}(u_{2g}(t))). \]

Using the assumptions (3.12), and the bounds (5.7) and (5.8), we find that
\[ \| A_g \eta_1(t) - A_g \eta_2(t) \|_Q^2 \leq c \int_0^t \| \eta_1(s) - \eta_2(s) \|_Q^2 \, ds. \]  
(5.9)

From (5.9) and an application of Banach’s fixed point theorem to a suitable iteration of the map \( A_g \) we deduce that the operator \( A_g \) has a unique fixed point \( \eta^*_g \in L^\infty(0, T; Q) \).

(ii) Existence.
Let \( (u^*_g, \sigma^*_g) \) be the solution of problem \( P^{0g}_V \) for \( \eta = \eta^*_g \), that is \( u^*_g = u^{\eta^*_g}_g \) and \( \sigma^*_g = \sigma^{\eta^*_g}_g \).

Using (4.7) and (4.5) we have
\[ \dot{\sigma}^*_g(t) = \mathcal{E}(u^*_g(t)) + \eta^*_g(t) \quad \text{a.e. } t \in (0, T) \]
and, using (5.6) yields
\[ \eta^*_g(t) = A_g \eta^*_g(t) = G(\sigma^*_g(t), \mathcal{E}(u^*_g(t))) \quad \text{a.e. } t \in (0, T). \]

Combining the previous two equalities we find that \( (u^*_g, \sigma^*_g) \) satisfies (5.1). Moreover, from (4.5), (4.7) and (4.9) it follows that (5.3) holds and, finally, (5.2) is a consequence of (4.8).

We conclude that \( (u^*_g, \sigma^*_g) \) is a solution of problem \( P^{0g}_V \) with regularity (5.4).

(iii) Uniqueness.
The uniqueness part follows from the uniqueness of the fixed point of the operator \( A_g \) defined by (5.6), details can be found in Amassad & Sofonea (1998).
(iv) **Boundness.**

Using (5.1)–(5.3) and arguments similar to those used in the proof of Lemma 3.1 in Amassad & Fabre (2002), after a tedious calculation it can be shown that

\[
\|u_k^*(t)\|_V + \|\sigma_k^*(t)\|_Q \leq c \left( \|g\|_{W^{1,\infty}(0,T;L^2(I_3)^2)} + \|f\|_{W^{1,\infty}(0,T;V)} \right) + \|u_0\|_V + \|\sigma_0\|_Q + \|G(0,0)\|_Q \quad \forall t \in [0,T]. \tag{5.10}
\]

Now, let \(z_k^* = z_{\eta k}^*\). Using (4.5) and (5.6) we deduce

\[
z_k^*(t) = \int_0^t G(\sigma_k^*(s), \varepsilon(u_k^*(s))) \, ds + \sigma_0 - \varepsilon(u_0) \quad \forall t \in [0,T]. \tag{5.11}
\]

Writing

\[
G(\sigma_k^*(s), \varepsilon(u_k^*(s))) = \left[ G(\sigma_k^*(s), \varepsilon(u_k^*(s))) - G(0,0) \right] + G(0,0)
\]

and using condition (3.12), it follows from (5.11) that

\[
\|z_k^*(t)\|_Q \leq c \left( \|u_0\|_V + \|\sigma_0\|_Q + \|G(0,0)\|_Q \right) + \int_0^t \left( \|u_k^*(s)\|_V + \|\sigma_k^*(s)\|_Q \right) \, ds \quad \text{a.e. } t \in (0,T), \tag{5.12}
\]

\[
\|z_k^*(t)\|_Q \leq c \left( \|u_k^*(t)\|_V + \|\sigma_k^*(t)\|_Q + \|G(0,0)\|_Q \right) \quad \forall t \in [0,T]. \tag{5.13}
\]

Now, keeping in mind (5.10), (5.12) and (5.13) we find

\[
\|z_k^*\|_{W^{1,\infty}(0,T;Q)} \leq c \left( \|u_0\|_V + \|\sigma_0\|_Q + \|G(0,0)\|_Q \right) + \|g\|_{W^{1,\infty}(0,T;L^2(I_3)^2)} + \|f\|_{W^{1,\infty}(0,T;V)} \quad \forall t \in [0,T]. \tag{5.14}
\]

We now use (4.11) with \(\eta = \eta_k^*\) and (5.14) to obtain (5.5). \(\square\)

### 6. Proof of Theorem 3.1

In this section we provide the proof of Theorem 3.1 which is based on the Schauder fixed point theorem. To this end, everywhere in the sequel we denote by \(\text{Lip}_k^0\) the set

\[
\text{Lip}_k^0 = \{ g \in W^{1,\infty}(0,T;L^2(I_3)^2) \mid \|g\|_{\text{Lip}^{\infty}(0,T;L^2(I_3)^2)} \leq k \text{ and } g(0) = g_0 \} \tag{6.1}
\]

where \(g_0\) is the element of \(L^2(I_3)^2\) given by (4.3) and \(k > 0\).

Given \(k > 0\) and a function \(g \in \text{Lip}_k^0\), we denote by \((u_k,\sigma_k)\) the solution of the intermediate viscoplastic problem \(P_k^0\) obtained in Theorem 5.1. Keeping in mind assumption (3.13) on the normal compliance contact functions it follows that \(p_r(u_{g_0} - g_0) \in C([0,T];L^2(I_3)^2)\) for \(r = \nu,\tau\), and therefore we are allowed to consider the operator \(T : \text{Lip}_k^0 \to C([0,T];L^2(I_3)^2)\) given by

\[
Tg = (p_\nu(u_{g_0} - g_0), p_\tau(u_{g_0} - g_0)). \tag{6.2}
\]

We now investigate the properties of the operator \(T\).
Lemma 6.1 There exists $L_0$ depending only on $\Omega$, $\Gamma_1$, $\Gamma_2$, $\Gamma_3$, $E$, $G$ and $T$ such that if $L_v + L_t < L_0$, then there exists $k > 0$ with the following property:

$$g \in \text{Lip}_k^0 \implies Tg \in \text{Lip}_k^0.$$  

(6.3)

Proof. Let $k > 0$, $g \in \text{Lip}_k^0$, and let $t_1$, $t_2 \in [0, T]$. Using (6.2), (3.13) and (2.4) we obtain

$$\|Tg(t_1) - Tg(t_2)\|_{L^2(\Gamma_3)^2} \leq c(L_v + L_t)\|u(t_1) - u(t_2)\|_V \leq c(L_v + L_t)\|u_k\|_{L^\infty(0, T; V)}|t_1 - t_2|,$$

and, keeping in mind (5.5), we find

$$\|Tg(t_1) - Tg(t_2)\|_{L^2(\Gamma_3)^2} \leq c(L_v + L_t)(\|g\|_{W^{1,\infty}(0, T; L^2(\Gamma_3)^2)} + \theta)|t_1 - t_2|,$$

(6.4)

where $\theta$ is a positive quantity which does not depend on $k$. It follows from (6.1) that

$$\|g\|_{W^{1,\infty}(0, T; L^2(\Gamma_3)^2)} \leq k(T + 1) + \|g_0\|_{L^2(\Gamma_3)^2}$$

(6.5)

and therefore (6.4) implies that

$$\|Tg(t_1) - Tg(t_2)\|_{L^2(\Gamma_3)^2} \leq c(L_v + L_t)(k(T + 1) + \|g_0\|_{L^2(\Gamma_3)^2} + \theta)|t_1 - t_2|.$$  

We conclude that $Tg \in W^{1,\infty}(0, T; L^2(\Gamma_3)^2)$ and, moreover,

$$\left\| \frac{d}{dt} Tg \right\|_{L^\infty(0, T; L^2(\Gamma_3)^2)} \leq c(L_v + L_t)(k(T + 1) + \|g_0\|_{L^2(\Gamma_3)^2} + \theta).$$

Let $L_0 = \frac{1}{(T + 1)^3}$; it is straightforward to see that if $L_v + L_t < L_0$ we can find $k > 0$ such that $c(L_v + L_t)(k(T + 1) + \|g_0\|_{L^2(\Gamma_3)^2} + \theta) \leq k$ and therefore

$$\left\| \frac{d}{dt} Tg \right\|_{L^\infty(0, T; L^2(\Gamma_3)^2)} \leq k.$$  

Since by (5.3) and (4.4) we have $Tg(0) = g_0$, we conclude that $Tg \in \text{Lip}_k^0$, which proves the lemma.

In the sequel we assume that $L_v + L_t < L_0$ and we choose $k > 0$ such that (6.3) holds. It is straightforward to see that $\text{Lip}_k^0$ is a nonempty closed bounded convex set of the Banach space $C([0, T]; L^2(\Gamma_3)^2)$. Moreover, our choice of $k$ guarantees that $T(\text{Lip}_k^0) \subset \text{Lip}_k^0$. We investigate in what follows the properties of the operator $T : \text{Lip}_k^0 \rightarrow \text{Lip}_k^0$.

Lemma 6.2 (i) For every $k > 0$, there exists $c_k > 0$ such that for every $(g_1, g_2) \in (\text{Lip}_k^0)^2$, we have

$$\|u_1 - u_2\|_{C([0, T]; V)} + \|\sigma_1 - \sigma_2\|_{C([0, T]; Q)} \leq c_k \sqrt{\|u_1 - u_2\|_{C([0, T]; L^2(\Gamma_3)^2)}},$$

(6.6)

where $(u_i, \sigma_i)$ ($i = 1, 2$) is the solution of problem $P_{w_0}^0$ provided by Theorem 5.1.

(ii) $T(\text{Lip}_k^0)$ is a relatively compact subset of $C([0, T]; L^2(\Gamma_3)^2)$.  


A QUASISTATIC VISCOPLASTIC CONTACT PROBLEM

Proof. (i) Let \((g_1, g_2) \in (\text{Lip}_0^0)^2\) and let \(t \in [0, T]\). Using \(P^g\), one can see that displacements \(u_i\) satisfies the inequality

\[
a(u_i(t), v) + j(g_i(t), v) \geq (f(t), v)_V
\]

\[-(\sigma_0 - \mathcal{E}(u_0)) + \int_0^t G(\sigma(s), \mathcal{E}(u(s))) \, ds, \mathcal{E}(v))_Q \quad \forall v \in V. \quad (6.7)
\]

Using standard arguments, from (6.7) we obtain

\[
a(u_2(t) - u_1(t), u_2(t) - u_1(t)) \leq j(g_1(t), u_2(t) - u_1(t)) + j(g_2(t), u_2(t) - u_1(t))
\]

\[+ \left( \int_0^t [G(\sigma_2(s), \mathcal{E}(u_2(s))) - G(\sigma_1(s), \mathcal{E}(u_1(s)))] \, ds, \mathcal{E}(u_1(t)) - \mathcal{E}(u_2(t)) \right)_Q
\]

and, with (3.11), (3.12), we deduce

\[
\|u_1(t) - u_2(t)\|_V^2 \leq c \left[ \|g_1(t)\|_{L^2(\Gamma_3)'} \|u_1(t) - u_2(t)\|_{L^2(\Gamma_3)'}^2 + \|g_2(t)\|_{L^2(\Gamma_3)'} \|u_1(t) - u_2(t)\|_{L^2(\Gamma_3)'}^2 + \int_0^t (\|u_1(s) - u_2(s)\|_V^2 + \|\sigma_1(s) - \sigma_2(s)\|_Q^2) \, ds \right]. \quad (6.8)
\]

We now use (6.8) and (6.9) to obtain

\[
\|u_1(t) - u_2(t)\|_V^2 \leq c \left[ M_2 \|u_1 - u_2\|_{C([0, T]; L^2(\Gamma_3)')} + \int_0^t (\|u_1(s) - u_2(s)\|_V^2 + \|\sigma_1(s) - \sigma_2(s)\|_Q^2) \, ds \right], \quad (6.9)
\]

where \(M_2 = 2[k(T + 1) + \|g_0\|_{L^2(\Gamma_3)}^2].\)

On another hand,

\[
\sigma_1(t) - \sigma_2(t) = \mathcal{E}(u_1 - u_2)(t) + \int_0^t (G(\sigma_1(s), \mathcal{E}(u_1(s))) - G(\sigma_2(s), \mathcal{E}(u_2(s)))) \, ds
\]

and

\[
\text{Div}(\sigma_1(t) - \sigma_2(t)) = 0,
\]

thus

\[
\|\sigma_1(t) - \sigma_2(t)\|_{Q_1} \leq c \left[ \|u_1(t) - u_2(t)\|_V + \int_0^t (\|u_1(s) - u_2(s)\|_V + \|\sigma_1(s) - \sigma_2(s)\|_Q) \, ds \right],
\]

which implies

\[
\|\sigma_1(t) - \sigma_2(t)\|_{Q_1}^2 \leq c \left[ \|u_1(t) - u_2(t)\|_V^2 + \int_0^t (\|u_1(s) - u_2(s)\|_V^2 + \|\sigma_1(s) - \sigma_2(s)\|_Q^2) \, ds \right].
\]
Keeping in mind (6.9), from the previous inequality we find

\[ \|\sigma_1(t) - \sigma_2(t)\|_{Q_1}^2 \leq c \left[ M_k \|u_1 - u_2\|_{C([0,T];L^2(I_3)^2)}^2 + \int_0^t (\|u_1(s) - u_2(s)\|^2_V + \|\sigma_1(s) - \sigma_2(s)\|^2_{Q_1}) \, ds \right]. \]

Adding (6.9) and (6.10) and using Gronwall’s lemma, we deduce (6.6) with \( c_k = \mathcal{O}(k) + 1 \).

(ii) Let \( \{g_n\} \) be a sequence of elements of \( \text{Lip}_k^0 \) and, for all \( n \in \mathbb{N} \), denote by \( (u_n, \sigma_n) \) the solution of Problem \( P_{\nu}^{g_n} \) provided by Theorem 5.1. Using (6.5) it follows that \( \{g_n\} \) is a bounded sequence in the space \( W^{1,\infty}(0, T; L^2(I_3)^2) \) and, therefore, the estimate (5.5) shows that \( \{u_n\} \) is a bounded sequence in \( C([0, T]; L^2(I_3)^2) \). Thus, we can extract a subsequence of \( \{u_n\} \) such that their traces on \( I_3 \) converge strongly in \( C([0, T]; L^2(I_3)^2) \) and therefore represent a Cauchy sequence in that space. Using the point (i) of Lemma 6.1, we deduce that the corresponding subsequences of \( \{\sigma_n\} \) and \( \{\sigma_n\} \) are Cauchy sequences in the spaces \( C([0, T]; V) \) and \( C([0, T]; Q_1) \), respectively, and therefore they converge strongly in these spaces. Let \( u \in C([0, T]; V) \) be the limit in \( C([0, T]; V) \) of the corresponding subsequence \( \{u_n\} \), as \( n \to \infty \). We use now (2.4) and (3.13) to see that

\[ p_T(u_{n\nu} - g_\alpha) \to p_T(u_{\nu} - g_\alpha), \quad p_T(u_{n\nu} - g_\alpha) \to p_T(u_{\nu} - g_\alpha) \quad \text{in} \quad C([0, T]; L^2(I_3)), \]

which shows that the subsequence \( \{Tg_n\} \) converges in \( C([0, T]; L^2(I_3)^2) \). This ends the proof of the lemma.

**Lemma 6.3** The operator \( T \) is continuous.

**Proof.** Let \( g \in \text{Lip}_k^0 \) and let \( \{g_n\} \) be a sequence of elements of \( \text{Lip}_k^0 \) such that \( g_n \to g \) in \( C([0, T]; L^2(I_3)^2) \). For all \( n \in \mathbb{N} \) denote by \( (u_n, \sigma_n) \) the solution of Problem \( P_{\nu}^{g_n} \) provided by Theorem 5.1. Using (6.5) and (5.5) it follows that \( \{u_n, \sigma_n\} \) is a bounded sequence in \( W^{1,\infty}(0, T; V \times Q_1) \). Therefore, using arguments similar to those used in the proof of Lemma 6.2, we deduce that there exists an element \( (u, \sigma) \in W^{1,\infty}(0, T; V \times Q_1) \) such that, extracting a subsequence denoted by \( \{u_{n\nu}, \sigma_{n\nu}\} \), we have

\[ (u_{n\nu}, \sigma_{n\nu}) \to (u, \sigma) \quad \text{weak} \ast \quad \text{in} \quad W^{1,\infty}(0, T; V \times Q_1), \]

\[ (u_{n\nu}, \sigma_{n\nu}) \to (u, \sigma) \quad \text{in} \quad C([0, T]; V \times Q_1). \]

Using now (5.1)–(5.3) we obtain

\[ \sigma_{n\nu}(t) = E\epsilon(u_{n\nu}(t)) + z_{n\nu}(t) \quad \forall t \in [0, T], \]

\[ a(u_{n\nu}(t), v - \hat{u}_{n\nu}(t)) + (z_{n\nu}(t), v - E(u_{n\nu}(t)))_Q + j(g_{n\nu}(t), v) - j(g(t), \hat{u}_{n\nu}(t))_V \geq f(t), v - \hat{u}_{n\nu}(t) \quad \forall v \in V, \ a.e. \ t \in (0, T), \]
where
\[ z_{n,p}(t) = \int_0^t G(\sigma_{n,p}(s), \varepsilon(u_{n,p}(s))) \, ds + \sigma_0 - \varepsilon(u_0) \quad \forall t \in [0, T]. \] (6.15)

Moreover,
\[ u_{n,p}(0) = u_0. \] (6.16)

Passing to the limit in (6.13)–(6.15) as \( n \to \infty \) and using the convergences (6.11), (6.12) we find that
\[ \sigma(t) = \hat{\varepsilon}(u(t)) + z(t) \quad \forall t \in [0, T], \] (6.17)
\[ a(u(t), v - \hat{u}(t)) + (z(t), \varepsilon(v - \hat{u}(t))) + j(g(t), v) - j(g(t), u(t)) \geq (f(t), v - \hat{u}(t)) \quad \forall v \in V, \text{ a.e. } t \in (0, T), \] (6.18)
where
\[ z(t) = \int_0^t G(\sigma(s), \varepsilon(u(s))) \, ds + \sigma_0 - \varepsilon(u_0) \quad \forall t \in [0, T]. \] (6.19)

Indeed, using (3.12) and (6.12) it follows that \( z_{n,p} \to z \) in \( C([0, T]; Q) \) and, therefore, (6.13) and (3.11) imply (6.17). To prove (6.18) we integrate (6.14) on \([0, T]\), employ arguments similar to those used in the proofs of Theorem 4.1 (see (4.26)–(4.30)) and then perform a localization argument, based on a classical application of Lebesgue point for \( L^1 \) functions.

It follows now from (6.16)–(6.19) that \( (u, \sigma) \) is a solution of problem \( P_0^u \). We now use (6.12) and (2.4) to see that \( u_{n,p} \to u \) in \( C([0, T]; L^2(I^3)) \) and, keeping in mind (6.2) and (3.13), it follows that \( Tg_{n,p} \to Tg \) in \( C([0, T]; L^2(I^3)^2) \). Our arguments above show that the element \( Tg \) is the limit of all convergent subsequences \( \{Tg_{n,p}\} \subset \{Tg_n\} \). Keeping in mind that the sequence \( \{Tg_n\} \) is relatively compact (see Lemma 6.2(ii)), we deduce that the whole sequence is convergent, i.e. \( Tg_n \to Tg \) in \( C([0, T]; L^2(I^3)^2) \), which concludes the proof.

We have now all the ingredients to prove Theorem 3.1.

**Proof of Theorem 3.1.** It follows from Lemmas 6.1–6.3 and Schauder’s fixed point theorem that, if \( L_v + L_\tau < L_0 \), there exists an element \( g^* = (g_1^*, g_2^*) \in \text{Lip}_0^1 \) such that \( Tg^* = g^* \). Let \((u^*, \sigma^*)\) denote the solution of Problem \( P_0^u \) for \( g = g^* \). Keeping in mind that \( p_v \) and \( p_\tau \) are positive functions, from (6.2) it follows that
\[ |g_1^*(t)| = p_v(u_1^*(t) - g_a), \quad |g_2^*(t)| = p_\tau(u_2^*(t) - g_a) \quad \forall t \in [0, T] \]
and, using (4.6) and (3.16) we find
\[ j(g^*(t), v) = \varphi(u^*(t), v) \quad \forall v \in V, \quad \forall t \in [0, T]. \]

Using now (5.1)–(5.4) we deduce that \((u^*, \sigma^*)\) is a solution of problem (3.21)–(3.23) with regularity (3.24), which concludes the proof.
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