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In this paper we present a methodological approach designed to automate the decision-making in logistic systems, with deterministic time, by solving optimization problems. The Colored Petri Net (CPN) formalism has been used as a base to develop a methodology that integrates the features of operational research, artificial intelligence and simulation fields. At the same time, it combines the modeling of discrete event systems with simulation, analysis and system optimization, transforming a conceptual model into a simulation model, and a decision problem into a search problem. The use of the CPN formalism has allowed the integration of all of these different research fields into a unique decision support tool.
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1. Introduction

A methodology for solving optimization problems, in the logistics field, should explain how to go from the description of a problem related to a logistic process to its specification in a formal model. This model should represent the behavior of the process, and indicate how it could be solved in order to find and optimize the solution of the problem. With the purpose of improving the process performance, this should be done in a way that ensures that this solution could be used in the decision-making activity.

The complexity for the decision-making in the logistics field appears due to the relations among the activities that should be properly coordinated, as well as the consequences (effects) of the different decisions. An evaluation of all of the possible decision alternatives requires an evaluation of the different states that the system can reach. It is considered to be a NP-hard combinatorial problem that cannot be solved by using polynomial time algorithms.

It is important to emphasize that interest in the solution to this type of problem in the logistics field is related to the economic advantages that would be obtained from a...
better coordination of the production operations, as well as, among others, transportation and storage operations. In this context, the important individual efforts that have been made up to now in the areas of Artificial Intelligence (AI), Operational Research (OR) and simulation cannot be considered to be completely satisfactory. There are several promising research modeling methodologies that combine AI, OR and/or simulation methods. Although the results obtained are quite promising for some industrial and logistic problems, these problems are still considered nowadays a frontier research area, in which there is a no generic well-accepted solution.

As the logistic problems are usually NP-hard, no standard solution techniques are available and in many cases feasibility problems rather than optimization problems are faced. The discrete optimization approaches used most often to solve such problems are deterministic methods, such as mathematical programming including Mixed Integer Linear Programming (MILP) and Mixed Integer Nonlinear Programming (MINLP), or logic-based optimization including Generalized Disjunctive Programming (GDP) and Constraint Programming (CP). The application of these methods has successfully solved many logistic and industrial problems [1–5].

Although using these deterministic methods, problems can be solved quite efficiently, sometimes do not solve certain practical problems in reasonable time, and require a deep knowledge on computational causality (i.e. MILP models can consist up to hundreds of thousands of constraints and variables for some industrial problems) to deal with appropriate model reformulations, generate new algorithms to improve the convergence to the optimal solution, and/or combine with other methods, including heuristics and metaheuristics [6–9].

Thus, from the computational side, the inherent complexity of logistic problems can easily exceed hardware and algorithmic capabilities and, from the modeling side, model formulation and model maintenance can become a hard task when using these optimization methods. Some modeling approaches have been developed to alleviate the problem formulation. One of most relevant contributions in the industrial field for discrete time models is the State-Task Network (STN) representation [10], which allows the unambiguous representation of processing networks of any complexity.

The STN represents physical processes as recipes, by using only two types of nodes: state nodes that correspond to feeds, intermediates and final products; and task nodes that represent processing operations. In general, it is assumed that each process unit can perform several of the tasks in the STN network. The STN representation is translated and solved as a MILP model. Another representation, the Resource-Task Network (RTN), proposed in [11], leads to a more compact model than the STN. It is interesting to note that both the STN and RTN models can handle networks with arbitrary topology, flow equations for the mass balances, all types of transfers and resource constraints, and are based on a discrete or continuous time representation [2].

In this paper we propose an alternative to represent Discrete Event Systems (DESs) by using the Colored Petri Net (CPN) formalism [12, 13], which is ideal to capture the cause-and-effect relationship between different system states, formalizing in this way the knowledge of the system. In fact, the Petri Net (PN) formalism is famous for its solid theoretical base and clear syntax, which is also used in the optimization and control problems of manufacturing systems [14, 15]. However, PN lack primitives to support information flow, which is critical in any logistic or production decision-making activity. CPN can be considered as an extension of the original PN formulation to support information aspects.

A comparative study among deterministic methods and optimization analysis tools based on the CPN formalism is not easy and it is beyond the scope of this paper. Some comparative results between a CPN representation and MILP can be found in [16, 17], which illustrate a comparison between MILP and PN. Actually, it is well accepted that the CPN formalism is very useful to explicitly represent the states and system events, using an intuitive graphical representation with a very precise and unambiguous semantic that supports the analysis of concurrency, synchronism and causal dependency between subsystems, which are very typical dynamics that appear in logistic systems. In [12, 18–20], the main advantages of using PN and CPN to model industrial systems are described. According to the research groups involved in the CPN area, it is expected that powerful CPN-based tools will be available for industrial use in the near future [21].

Regarding the STN representation, there exists graphical similarities between STN and PN/CPN (i.e. both formalisms use only two type of nodes), but the STN describes processes as a network of tasks and states, while CPN describes processes as a set of interrelated events. A comparative between STN and PN (extensible to CPN) is shown in [22]. It is emphasized that a fundamental difference is observed in the time domain representation, since CPN works in the discrete event time domain.

Although the CPN formalism supports stochastic time models by using Stochastic Colored Petri Nets [23, 24], the proposed methodological approach only supports the analysis of deterministic time models. The methodology presented here attempts to be useful in solving optimization problems for logistic systems that could be abstracted as DESs. It proposes the integration of evaluation methods (simulation) with search methods and optimization (AI, OR). This integration would take place through the construction of state spaces of the CPN models [12, 13, 25], all in order to satisfy the requirements for the solution to this type of industrial problem.

In contrast to other research alternatives that use the CPN as a modeling formalism, which only treat problems within very specific areas [25–29], the developed methodology can be applied to solve DES optimization problems.
in general as well as logistic decision problems in particular. It also covers different phases such as a description of the problem, the system model, efficient representation of knowledge, construction and simulation of the decision model, and analysis of the simulation results. A computational tool is available to aid the decision-making and acts as support to this methodology. Although this tool brings important benefits to the solution of optimization problems, thanks to the implementation of analysis methods, the reduction of the state space (the set of all states that are achievable from the initial state), and methods used to reduce computational time, unfortunately global optimality cannot be guaranteed except for those systems with an upper bound in the number of states to be evaluated.

In Section 2 of this paper we present the CPN formalism, and in Section 3 we describe the requirements on which the development of the methodology has been based. In Sections 4 and 5 we describe the methodological proposal as well as the methodological steps that have been developed. Section 6 illustrates the application of the methodology in order to resolve a reference optimization problem (benchmarking), representative of a real-world logistic system. Finally, in Section 7 we present the conclusions obtained on the development of the methodology.

2. Colored Petri Net Formalism

The CPN formalism is well known by the AI, OR and simulation community for its capability to represent, simulate and analyze DESs. CPN has been chosen as the modeling formalism due to its ability to describe the complete structure of a system together with its behavior and the information about the system state through the use of a graphical representation. A CPN is an extension of the PN formalism, and can be defined as a bipartite directed graph describing the structure of a DES, while the dynamics of the system are described by the simulation of the CPN. The main CPN components are place nodes, transition nodes, directed arcs, arc expressions, guards, color sets and tokens [12, 13]. Mathematically, a CPN can be defined as a tuple of nine elements:

\[
\text{CPN} = (\Sigma, P, T, A, N, C, G, E, I)
\]

where:

- \( \Sigma = \{C_1, C_2, \ldots, C_{nc}\} \) is a finite set and not empty of color sets, \( nc \) is the total number of color sets in the CPN model; this allows the specification of attributes that must be defined for every entity type (token) that needs to be modeled;

- \( P = \{P_1, P_2, P_3, \ldots, P_{np}\} \) is a finite set of place nodes that permits the system’s state specification, \( np \) is the total number of place nodes in CPN model; each place node contains tokens and is defined by the color of each token;

- \( T = \{T_1, T_2, T_3, \ldots, T_{nt}\} \) is a finite set of transition nodes, \( nt \) is the total number of transitions nodes in the CPN model;

- \( A = \{A_1, A_2, \ldots, A_{na}\} \) is a finite set of arcs such that \( P \cap T = P \cap A = T \cap A = \emptyset, na \) is the total number of arcs in the CPN model;

- \( N \) is a node function that allows the association of each arc with its node terminals (origin and destination nodes); the nodes must be of different types, i.e. if a node is a transition, the connecting node must be a place and vice versa

\[
N : A \rightarrow (P \times T) \cup (T \times P) \forall A_i \in A \exists ! P_j
\]

\[
e \in P \land \exists ! T_k \in T : [N(A_i) = (P_j, T_k)]
\]

\[
i = 1, 2, \ldots, na; \ j = 1, 2, \ldots, np;
\]

\[
k = 1, 2, \ldots, nt
\]

- \( C \) is a color function that allows the specification of the entity type (colored token) that can be stored in every place node

\[
C : P \rightarrow \Sigma \forall P_j \in P \exists ! C_q \in \Sigma : [C(P_j) = C_q]
\]

\[
j = 1, 2, \ldots, np; \ q = 1, 2, \ldots, nc
\]

- \( G \) is a guard function that is associated with a transition node; it enables or disables an event associated with the transition in function of the color value of the entity attributes to be processed

\[
G : T \rightarrow \text{Boolean} \forall T_k \in T : [\text{type}(G(T_k)) = \text{Boolean} \land \text{type}(\text{variables}(G(T_k))) \subseteq \Sigma, k = 1, 2, \ldots, nt
\]

- \( E \) is an arc expression function; \( P_j \) can represent an input place (arc \( A_i \) from place node to transition) or an output place (arc \( A_j \) from transition to place node); the arc expression of input places indicates the subset of tokens that can be used to enable a transition; an enabled transition can be fired, using the arc expressions of output places to compute the new color values of the generated tokens

\[
E : A \rightarrow C(P_j) \forall A_i \in A : [\text{tipo}(E(A_i)) = C(P_j) \land \text{tipo}(\text{variables}(E(A_i))) \subseteq \Sigma, i = 1, 2, \ldots, na; j = 1, 2, \ldots, np
\]
• \( I \) is an initialization function that specifies color values of the initial tokens stored in each place; this is referred to as the initial state of the CPN model.

\[
I : P \to C(P_j) \forall P_j \in P : [\text{ripo}(l(P_j)) = C(P_j)]; \quad j = 1, 2, \ldots np
\]

The place nodes are represented graphically by circles (or ellipses) and can be used to describe the system components (resources and entities). In general, they describe the state of system components. The transition nodes are represented graphically by rectangles and can be used to describe events, actions or activities that appear in the dynamics of a system. The directed arcs are represented graphically by arrows, and are used to connect a place with a transition, or a transition with a place. The tokens associated with the place nodes are used to model the state of the system components, for example, the number and type of entities (parts, resources, people, etc.), or the state of resources (working, free, idle, etc.). In a CPN model, each token has a data type attached called the token color. For a given place node, all tokens must have colors (colored tokens) that belong to the specified type. This type is called a color set of the place node, and is indicated by the name of the color set on one side of the place node. Color combinations determine the possible values for the tokens. The initial color tokens are specified by an underlined expression next to the place node, with the following information:

\[
n'(c_1, c_2, c_3, \ldots, c_r, \ldots, c_{nr})
\]

in which \( n \) represents the number of tokens with the color values described in parentheses, \( c_r \) represents the value of a color, and \( nr \) is the number of attributes of the color.

When the color values of tokens are not identical for all elements of the same node, the ‘+’ is used to specify the colors values of each token:

\[
n'_1(c_{11}, c_{12}, c_{13}, \ldots, c_{1r}, \ldots, c_{1nr}) + n'_2(c_{21}, c_{22}, c_{23}, \ldots, c_{2r}, \ldots, c_{2nr}).
\]

The arc expressions describe the conditions for state changes occurring in the system. Tokens are inspected by the input arc expressions to a certain transition, in order to determine whether the transition is enabled or not. When a transition is enabled it can be fired. The effect of firing a transition is that some tokens are removed from place nodes connected at the input of the transition and added to place nodes connected at the output of the transition. The number and type of tokens removed/added is specified by the arc expressions associated with the input/output transition arcs. Guards expressions can be considered logical conditions attached to each transition, which also determine whether a certain transition can be fired or not.

Guards are formalized graphically in brackets \([\cdot]\) located next to the transition. The marking represents the minimum information needed to predict which potential events may occur (i.e. the state of the system). Marking is specified by the number of tokens in each place node and the color values of each token.

Figure 1 illustrates the graphical components of a CPN model. A marking \( M_t \) represents a state of the system, which is described by specifying the colored tokens in each place node of the CPN. The initial marking (initial state of the system) is represented by marking \( M_0 \).

3. Requirements of the Methodology

The development of the methodology is based on three requirements considered essential to solving an optimization problem in the logistics field. These conditions have been taken into consideration because they summarize the process for solving this kind of problem. They begin by modeling the problem (modeling requirement), going on to analyze the different decision alternatives that can be used in problem solving (analysis requirement), and finish by selecting the best alternative decision: the one that optimizes the solution to the problem (optimization requirement).

3.1 Modeling Requirement

In order to develop the methodology, logistic systems that can be represented as a DES have been considered. The main behavioral feature of a DES is that the system does not change its state until an event occurs (i.e. an event generates an instantaneous change in the state of the system). Time advances from event to event and the latter take place chronologically, but not necessarily at regular time intervals of time. The complexity of decision-making in such systems is that any decision can block, freeze, delay, enable/disable future events (upstream, downstream) even if not directly related to the event associated with the decision.

In addition, it must be taken into account that the aspects of concurrency, synchronization and parallelism in a DES are critical to decision-making. For example, consider the interaction of processes in a manufacturing system: its dynamic nature and the need for a proper coordination of machines, tools, equipment and operators are critical aspects for improving production performance. When production operations use the same resources (finite) such as machines, stocks, tools, the competition for resources transforms the flow of information into a vital function for dealing with a proper system performance. A scheduling policy must then deal with the timely allocation of manufacturing operations as well as with the group of orders that should be ready to process at each particular station at any moment in time. This should be done by deciding on the sequence in which they will be
executed and calculating the initial and final times resulting from each operation.

Knowledge about the behavior of a DES is not easily acquired by simply analyzing output data, but by also understanding the events and how they are related. Thus, a modeling formalism that represents these types of systems should support data/information and processes/activities relations specification. It should do so in such a way that the effects of an event can be easily predicted, in order to enable or disable the occurrence of other events (decisions/options). On the other hand, the stochastic, dynamic and asynchronous nature of logistics systems requires a modeling formalism that takes all of these characteristics into account, allowing for a representation of their behavior in line with possible configurations. It also must support the improvement and automatic extension of the model over time, as well as its maintenance, in order to reflect changes in the domain modeled.

A requirement for the development of the methodology is therefore to build a model that provides all of the events of the DES and the relations between them. This will serve to represent the behavior of the complete system, and to choose the best alternative at each step of the decision, as a means of reaching objectives through the best combination of time and using the system resources. What is considered most suitable for modeling or representing these features in this kind of methodology is the use of a knowledge representation technique. This technique should allow not only the incorporation of knowledge about the behavior of the system, but also about an analysis of all possible future events, while controlling the generation of the different system states.

In this regard, the CPN offers tools for knowledge representation that are needed to formalize either the attributes or characteristics of the entities that flow into the system, and also the properties that these entities must possess so that a certain event can take place. It has been demonstrated that they are good tools for modeling logistics systems owing to several qualitative advantages, such as the ability to contain both the static and dynamic struc-
The use of the CPN to formalize the behavior of DES can be regarded as a technique of knowledge representation since it allows the representation of entities and their state (places and colored tokens), events (transitions), behavior (firing of the transitions) and meta-knowledge (guards). It also possesses the minimum set of conditions needed by any technique to represent knowledge: transparency, naturalness, clarity, efficiency, adequacy and modularity.

3.2 Analysis Tools Requirement

Once a model has been developed, its behavior must be analyzed in order to evaluate the different decision alternatives that can be put forward for solving a DES problem at any of the system’s states. Simulation techniques can be used to carry out the analysis task. From the system model (knowledge representation), these techniques should allow the evaluation of their performance and the analysis of the different sequences of events that may occur (operation sequences, transportation sequences, etc.) The objective is to determine the most appropriate sequence of events or, likewise, to find an efficient solution to the decision problem.

Although current environments of simulation allow the automatic evaluation of different operation alternatives, in systems with a considerable number of scenarios that require evaluation, formalizing the model so that different scenarios can be specified through changes in parameter values is not possible. It is practically impossible to simulate all of the operation alternatives in order to provide a correct answer within a given time interval; analytical tools must also be used for evaluating all possible operation alternatives in order to select the best configuration of decision variables.

The proposed methodology uses an analysis method offered by the CPN formalism. The purpose of this method is to build the state space, also called an occurrence graph or reachability graph/tree, of a system modeled by a CPN. The basic idea behind a reachability tree is to build a graph that contains a node for each state (marking of a CPN) reachable in the modeled system, and an arc for each event occurrence (transition firing of a CPN), allowing a representation of the system’s dynamic properties as shown in Figure 2.

Assume that we have a CPN model with two place nodes, A and B (Figure 1), two transition nodes, $T_1$ and $T_2$, and colored tokens 1 and 2. Figure 2 illustrates the reachability tree of the CPN model.
and $T_2$, and an initial marking $M_0 = [3'(1) + 3'(2) + 3'(3), 1'(1, 0) + 1'(2, 0) + 1'(3, 0)]$ (i.e. three resources are free and there are three parts waiting for each resource):

- Each node in the tree represents a marking (state of the system: $M_0, M_1, \ldots, M_n$; $n$ is the total number of states in the reachability tree), which is described by specifying the tokens in each place node of the CPN: the first column represents the tokens in place node $A$ and the second column represents the tokens in place node $B$.

- Each arc represents the firing of a certain transition. The identification of the fired transition, together with the tokens used to enable the transition, is described by the text associated with the arc. The left component of the pair indicates the transition while the right component corresponds to token information.

- Graphically, the node with the thicker edge represents the initial marking.

The reachability tree determines the set of states $M = \{M_1, M_2, \ldots, M_n\}$ which can be reached from the initial state $M_0$. The rules to generate the reachability tree are:

- The root of the tree is the initial state $M_0$.

- For each node of the tree, a child node is generated for each transition enabled for that state. The child nodes represent the state of the CPN once each of the enabled transitions is fired.

- When a child node is generated with a marking that already exists in the tree, this node is regarded as an old node and no new nodes are generated from it.

- A node that has no enabled transitions is regarded as a leaf node.

- A node that is not considered an old node, or leaf node, is considered a new node to indicate that it is possible to generate new child nodes.

This method of analysis, the formal definition of which is described extensively in [12], is the basis for state space exploration of DESs. Exploring the state space by generating the reachability tree of a CPN is part of the methodology that will provide solutions to optimization problems, which is described in Section 5.

### 3.3 Optimization Requirement

The efficient assignation of the values of the decision variables (optimization) which have been specified in the DES model requires that the system be described as a decision problem of OR. This problem must be solved to optimize the system operation. However, in generating the state space of real logistical systems, the number of states may grow to a size computationally prohibited. On the other hand, the computing time required to explore in an exhaustive manner a state space with these features restricts their use to academic systems. To control the exponential growth in the evaluation of possible alternatives, it is necessary to use effective search algorithms that allow the selection of a subset (best alternative) of possible system configurations. The simulation/optimization approach proposed in [30] justifies the use of heuristics as an obvious solution that can guide a search trying to improve the assignation of decision variables regarding certain performance measures of interest.

The basic idea underlying the dynamic generation of the state space of a DES, specified by the formalism of CPN, is to translate a problem of planning, scheduling or routing into a search problem in the state space of the system. This should be done in a way in which, through the use of a cost function and heuristics, it would be possible to obtain the best possible path from some initial state of the system ($M_0$) to a desired final state ($M_f$). This means finding a combination of events that could be considered a good solution (in the best case, the optimal solution) of the decision problem (see Figure 3).

### 4. Methodological Proposal

Although OR provides techniques to optimize the right sequence of operation to be assigned to different production resources, in many cases it is necessary to adjust the formulation of the decision model so that it can be solved by existing methods (formulating simplified decision models). Therefore, it is not possible to guarantee that the optimal solution of the model corresponds to the optimal solution of the problem. In this sense, the simulation has proved to be useful for evaluating the performance of different configurations and/or alternative operating procedures for complex logistics systems and production systems. However, when simulation techniques are applied, several limitations arise due to the inability to evaluate more than a fraction of the immense range of possible scenarios or options available.

Given such circumstances, it is possible to use techniques provided by AI for problem solving, for example, by searching through the state space. Nevertheless, the large number of decision variables in the current logistics systems often leads to a state space of considerable size, which makes its computational manipulation practically impossible. The information on the particular domain of the problem can often be used to assist in the search in the state space, in an efficient manner, by the use of heuristics. This requires the use of a formalism of knowledge representation, useful for decision-making in logistics [31, 32].

Figure 4 illustrates the methodological proposal for solving optimization problems by integrating features from the OR, AI and simulation research areas, using CPN...
as the knowledge representation formalism to model a decision problem. The CPN representation is used as the simulation model that allows a quantitative analysis of those scenarios that can lead to optimal solutions, while the evaluation of certain states is discarded (i.e. only the part of the state space that is worth exploring is analyzed):

- From the AI standpoint, concepts on structured formalisms of knowledge representation are used.

These concepts allow inferences about the domain of the optimization problem, as well as concepts on solving problems through searches.

- From the simulation standpoint, it should support the evaluation of different possible scenarios of the decision problem. It is based on the evaluation of a model representing the knowledge about the domain of the optimization problem. For a CPN

Figure 3. Reachability tree of a CPN (state space): optimization requirement

Figure 4. Integration of OR, AI and simulation, for the solution of optimization problems
model, a branch of the tree will correspond to the simulation of a certain scenario of the modeling system.

- From the OR standpoint, the model should allow the efficient assignment of values to the decision variables (optimization). A cost function is evaluated in each state to guide the exploration of the optimization problem.

5. Description of the Methodology

The methodology is divided into six stages or phases, each of which is a step towards solving an optimization problem. The methodology is applicable to any combinatorial optimization problem or decision problem whose domain can be formulated as a DES, and is especially useful for solving logistical problems (transportation, scheduling, routing) and production planning problems.

Figure 5 illustrates the different phases of the methodology. The rectangles in the left column indicate the activity that should be carried out at each stage; the rectangles on the right indicate the result of the activity in each phase and provide input information to carry out the activities of the next phase. Next, a description of each stage of the methodology is provided, some of which are divided into several steps.

5.1 Phase 1: Description of the Problem

To carry out this phase, it is necessary to understand the domain of the problem in order to abstract only the most relevant aspects for its resolution. This phase consists of three steps:

1. *Abstraction of the problem as a DES*: During this step of the methodology, the decision problem should be described as a system whose properties of interest only change in a sequence of time instants (occurrence of events), whereas they remain constant the rest of the time. The data and relevant aspects of the problem must then be classified into one of the following groups: temporary entities, resources, attributes, activities, duration of the activities, events, queues and initial and final states of the system.

2. *Determination of the objectives of the problem*: The objectives to be achieved by solving the optimization problem must be observable, precise, reasonable, understandable, measurable, and should be expressed in terms of some of the final states of the system described in the previous step.

3. *Determination of the dynamics of interest of the DES*: The dynamics of a DES are determined by the possible events indicating the beginning or end of an activity that will represent different changes of state. The changes in the states of the system take place at the instant of time that an event occurs. Determining the dynamics of interest can be quite difficult as it may depend on many factors. Although it should always be represented in the most simplified way possible, it should accurately reflect the criteria for obtaining a solution to the problem that has to be solved. During this step, the following tasks should be performed:

   - Create a list of activities (with its duration time) and events of interest that can generate a change in the state of the system. A state of the system is specified by describing the state of resources, temporary entities, queues and storage units.
   - Create a list of all of the resources or permanent entities of the system, temporary entities, queues and storage units.
   - Create a list of the conditions that must be satisfied in order to ensure that specified events may occur, i.e. the conditions an activity needs to be performed. These conditions are called preconditions.
   - Create a list specifying the effects on the state variables (state change) that must take place.
after the occurrence of different events. These effects are called postconditions.

- Determine those aspects on which decisions can be made, differentiating between those aspects that are considered sensitive to the decisions.

At the end of this phase, there will be a specification of all of the events, resources, temporary entities, queues and storage units of the DES. It will also describe the preconditions and postconditions of each of the events and aspects for the decision-making considered relevant to solve the problem.

5.2 Phase 2: Modeling System

At this phase, the description of the decision problem obtained in the earlier phase is transformed into a conceptual model that describes the behavior or dynamics of the DES. The conceptual model must specify the most important structural relations of the system under study, taking into account the objective of the problem. It also should collect, in a detailed and precise manner, the dynamic relationships among the different elements.

In this phase events, resources, temporary entities, queues and storage units of the DES are represented by the CPN formalism. This modeling phase consists of three steps:

1. **DES relations specification**: This step defines the major dynamic relations that drive the system behavior together with the cause–effect relationships that describe how the system is affected by the decision-making activity.

2. **Graphical formalization of the events relationship**: This step formulates the CPN model that will describe the behavior of the DES. Listed below are some guidelines for its construction:

   - The queues, resources and temporary entities can be represented as places of the CPN.
   - The state of the resources and temporary entities can be represented by colored tokens in the places.
   - The state variables can be associated to the attributes of the entities represented as colors of the tokens.
   - The events and/or activities can be represented as transitions.
   - The preconditions can be represented by the arcs at the entrance to the transitions, and their corresponding arc expressions.
   - The postconditions can be represented by the output arcs of the transitions and their corresponding arc expressions.

3. **Analysis of the effects of possible decisions**: With the CPN model obtained in the previous step, this step will analyze those properties of the system that are not directly related to its evolution in the temporary domain, but which determine their dynamics, such as the existence of deadlocks in the system, or the set of possible states that the system can reach from a certain operational context. Through the analysis of the CPN, it is possible to detect unwanted states that can be avoided through the use of heuristics and metaheuristics (see phase 3). In addition, during this step it is possible to modify the CPN in order to avoid interlocking in the dynamics of a system.

At the end of this phase there will be a conceptual model, formalized through a CPN, that represents the structure and dynamics or behavior of the DES.

5.3 Phase 3: Knowledge Representation

The analysis of a CPN through the generation of the reachability tree allows heuristics and metaheuristics to be designed to reduce the state space, avoiding the firing of certain transitions (events) under certain conditions. Hence, at this phase the expert knowledge should be specified in order to design heuristics and metaheuristics that allow for the conditioning of the occurrence of certain events to avoid unwanted states. These heuristics and metaheuristics will be incorporated into the CPN model through the use of guards.

At the end of this phase, a set of conditions in the firing of one or more events will be obtained and properly represented by guards in the transitions that represent these events.

5.4 Phase 4: Construction of the Decision Model

In the context of OR, each decision problem presents certain basic components: decision variables, objective function, constraints, functional relationships and parameters. A decision problem model simultaneously expresses the objective function, the decision variables and constraints in a single mathematical model, along with the functional relationships involved and their parameters. On the other hand, the optimization is the process of trying to find the best possible solution for a particular problem. In an optimization problem there may exist different solutions. Therefore, there must be a criterion to discriminate among them, with the purpose of selecting the best one.

In the context of AI, the first step for solving a problem is the formulation of an objective based on a given situation. It is considered that an objective is a set of real-world states that satisfies different requirements, enough to be considered acceptable solutions to the problem. The resolution of the problem is to find what sequence of actions
allows the objective of a state to be achieved, also called the final state. Thus, one problem can be defined by four components. The first is the initial state (initial situation of relevant aspects of the problem). The second is related to a description of the possible actions available (transformation functions or set of transition operators that can be applied to a state to get to the next state or successor state). The third is the objective test (it determines whether a state is a state objective or a final state). The last is related to the cost function of the path (it assigns a numerical cost to each path, which reflects a performance measure).

Implicitly, the initial state and the operators (or successor function) define the state space of the problem. The state space allows the formal description of a problem as a set of transformations. These transformations go from a given situation to some desired situations, through a series of allowed operations. The state space creates a graph in which nodes are states and the arcs between the nodes are actions. A path in the state space is a sequence of states connected by a sequence of actions (a collection of states of the problem). One solution to a problem is the route from the initial state to an objective state, and the process of finding this sequence is called the search. A search algorithm takes a problem as an input and returns a solution in a manner of sequence of actions. The quality of the solution is measured by the cost function of the path. An optimal solution has the lowest cost for the path among all of the solutions [8, 32].

At this phase of the methodology, the conceptual model obtained in phase 2 and the conditions obtained in phase 3 are transformed into a decision problem model that may be solved as a search problem, which requires the completion of the following steps:

1. Specifying the initial state: The initial state represents the original situation or the initial conditions of a problem. In the case of a DES, it represents the initial state of the resources, temporary entities, queues, storage units, etc. In the corresponding CPN model, the initial state corresponds to the initial configuration of tokens (number of tokens and their color) that is given by the expressions of initialization in each of the places that compose the model.

2. Specifying the optimization objective: The optimization objective (objective test) will make it possible to determine whether a state of the problem is a state objective or a final state. In a DES, the optimization objective represents one or more states that are desired for the resources, temporary entities, queues, storage units, etc, which are considered to be solutions to the decision problem. In the corresponding CPN model, the final state corresponds to one or more markings, which, depending on configuration and color of the tokens in each of the different places that compose the model, are considered solutions to the decision problem. It is possible to use wild cards (*) in the specification of a final state, when the color of one or more attributes of the marking is not relevant to the objective optimization. This is the case of those state variables that have not been considered as decision variables.

3. Specifying a cost function: A cost function will make it possible to assign a numerical cost to each state of the DES, during the generation of state space that reflects a performance measure (time, resource utilization, status of queues, etc.). To specify the cost function, it is necessary to determine which of the state variables specified in step 2 of phase 2 will be considered as decision variables, in order to solve the optimization problem as a search problem. Such a choice will depend on the performance measure that is to be optimized.

In order to assign values to the decision variables and minimize the cost function, it is necessary to specify the initial state of the resources, temporary entities, queues, storage units, etc. In a CPN, this information can be formulated through a cost function that weighs the value of the decision variables (value of certain color attributes of the tokens) in the different places. This should be done in such a way that the function assigns high costs to those markings that correspond to unwanted (high times, unused resources, long queues, etc.) states (values of the decision variables).

Once the three steps described above have been completed, the decision model of the problem will be obtained, with the following properties:

- The decision variables are certain state variables of the conceptual model, selected according to the performance measure that needs to be optimized. In this methodology, the decision variables correspond to certain attributes of the tokens in the different places of the CPN model.

- The objective function is the cost function to be minimized.

- The restrictions or limitations on the values that can be assigned to the decision variables are specified by the different values of the attributes (color) that the tokens, in different final states already specified, can take.

- The functional relationships are the guards and the input and output expressions of the transitions.

- This model can be solved as a search problem since it presents all of the components.
The finding of optimal solutions by using the cost function depth-first search strategy, and in many cases it leads to the decision model. This takes place by the use of the CPN and also makes it possible to find feasible solutions to all other feasible solutions (optimal solution). Once the model is solved as a search problem, a solution will then be a path from the initial state to a final state, and an optimal solution will be the one that has the lowest cost among all solutions.

The solution of this model will consist of finding the values of the decision variables that simultaneously satisfy all of the restrictions (feasible solution for the model) and reach the objective that has been set. This means giving the minimum value to the cost function with respect to all other feasible solutions (optimal solution). Once the model is solved as a search problem, a solution will then be a path from the initial state to a final state, and an optimal solution will be the one that has the lowest cost among all solutions.

The cost function, used to determine the optimality of the solutions found in the problem solving, can also be used as a heuristics function to help efficiently search the state space [32].

At the end of this phase, a decision model that can be solved through a search problem will be generated.

5.5 Phase 5: Simulation of the Decision Model

In this phase, an automatic evaluation of the different scenarios or possible configurations of the modeling system should be performed by simulating the decision model obtained in the previous phase. This requires the generation of the state space of the problem, which is achieved by constructing the CPN reachability tree.

In order to support this phase of the methodology, a Decision Support System (DSS) has been developed [33]. This tool automatically generates the reachability tree of a CPN and also makes it possible to find feasible solutions for the decision model. This takes place by the use of the depth-first search strategy, and in many cases it leads to the finding of optimal solutions by using the cost function as an evaluation function for the best first search strategy.

At the end of this phase, the feasible and/or optimal solutions to the optimization problem would be identified. These solutions will be represented as a path from the initial state to the final state in terms of sequences of transitions (events) that enable the reaching of a desired final state from a certain initial state.

5.5.1 Decision Support System

The computer tool developed, a DSS to determine optimal plans, evaluates diverse heuristic search strategies in order to find the best configuration of the decision variables of a logistic problem, which could be conceived as a DES and modeled using the CPN formalism.

The CPN formalism is used to represent the system, and a DES, to dynamically build the state space, has been developed as a technique to automatically evaluate the system behavior. Based on the CPN formal definitions, an object-oriented application has been designed, in which different classes have been implemented to support CPN entities, Thus, a performance model can be represented by the following:

- The CPN model is described in an ASCII file using a specific language, specially designed for this tool, in which time activities can be described by a deterministic function.
- Initial state, which describes the initial conditions of the system that are specified by the initial marking in the CPN ASCII file.
- The optimization goal is specified by one or more desired end states using markings in the CPN. It supports the use of the wildcard ("*"), to specify non-relevant marking information.
- The cost function is specified by certain values attached to different colors in each node place.

The DSS, developed in Visual C++ 6.0, interprets the CPN (i.e., ASCII file), the initial and final states, and the cost function described in the specification file of the model (CPN encoded), as well as generates and analyses the reachability tree (state space). As a result, the simulator will provide the sequence obtained to reach a final state from the initial state. Figure 6 illustrates a DSS scheme.

5.6 Phase 6: Analysis of Results

As a result of the previous phase, it is possible to obtain the set of feasible solutions and, consequently, the global optimum of the optimization problem. However, in some cases, a large number of state variables (or a high number of combinations of values of the state variables) can convert an optimization problem into a combinatorial optimization problem that is NP-hard. The solution of this problem may be impossible to determine in a reasonable
computational time due to the exponential growth in the size of the state space.

This phase of the methodology consists of analyzing the state space generated in the previous phase, for the purpose of discovering unwanted states that could be avoided by improving the heuristics proposed in phase 3. By modifying the existing heuristics and/or by formulating new heuristics, it is possible to reduce the state space. This could be done in such a way that, through the simulation of the model, it will be possible to find an optimal solution to the problem.

Figure 7 represents the analysis process which consists of checking the generated state space. The goal is to modify/change the CPN model to reduce the size of the state space of a complex system by relaxing or introducing new constraints. The ability to properly update constraints in the CPN model by means of guard expressions is a key aspect to reduce the state space. Introducing/modifying new constraints is straightforward using the graphical representation of CPN.

6. Case Study

This section presents a case study that illustrates the results by implementing the different phases of the methodology described. The proposed system is a well-accepted benchmarking of the Job Shop Scheduling Problem (JSSP) [34–41].

6.1 Phase 1: Description of the Problem

The problem of scheduling tasks in JSSP includes a typology of NP-hard problems. This typology of problems is considered one of the more difficult problems of combinatorial optimization to date. It consists of scheduling a group of jobs in a set of machines, subject to the restriction that each machine can process only one job at a time and each job has a specific processing order in each machine. The goal is to schedule the job to minimize the completion time of all jobs (makespan). The example shown in [30] is an instance of such problems (6 jobs and 6 machines, 6 \( \times \) 6). However, there is a high number of instances for different numbers of jobs and machines (OR-Library [42]), considered as indispensable benchmark-
The case study that has been selected is related to a problem of scheduling 10 jobs and 5 machines (la05 instance [42], 10 × 5). Table 1 shows the order and processing time for each job on each machine. The Job column indicates the number of the job (from 1 to 10), and each Operation heading (from 1 to 5) indicates both the machine (column Mac) and the average processing time of the job on the indicated machine (column Time).

The optimization objective is then to determine the sequence of assigning jobs to machines in such a way that the makespan is minimal, which for this problem is known as 593 units of time (under deterministic conditions), considering that the jobs may be processed in a deterministic time, neglecting the transportation times.

In this system, the activities would be the processing of each one of the tasks pertaining to a job in each machine (Operation i, i = 1, 2, 3, 4, 5), and the resources would be the machines. Table 2 describes the data and relevant aspects of the problem.

### Table 1. Job sequence operations

<table>
<thead>
<tr>
<th>Job</th>
<th>Operation 1</th>
<th>Operation 2</th>
<th>Operation 3</th>
<th>Operation 4</th>
<th>Operation 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mac</td>
<td>Time</td>
<td>Mac</td>
<td>Time</td>
<td>Mac</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>72</td>
<td>0</td>
<td>87</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>46</td>
<td>3</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>59</td>
<td>3</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>23</td>
<td>2</td>
<td>73</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>28</td>
<td>0</td>
<td>45</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>53</td>
<td>3</td>
<td>71</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>87</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>49</td>
<td>3</td>
<td>83</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>65</td>
<td>3</td>
<td>17</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 2. Data dictionary and relevant aspects of the problem

<table>
<thead>
<tr>
<th>Data description</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing machines</td>
<td>Resources</td>
</tr>
<tr>
<td>Each job</td>
<td>Entity</td>
</tr>
<tr>
<td>Processing each task of a job in a machine</td>
<td>Activity</td>
</tr>
<tr>
<td>Start/end processing a task of a job in a machine</td>
<td>Dynamic of interest</td>
</tr>
<tr>
<td>The machine required to process each task of a job should be free (state of the entity machine)</td>
<td>Precondition</td>
</tr>
<tr>
<td>Information on the next task that a job must perform: order of sequence, machine and time of the next operation of the job (state of the entity job)</td>
<td>Postcondition</td>
</tr>
<tr>
<td>Information on the cumulative processing time spent by each machine</td>
<td>Postcondition</td>
</tr>
<tr>
<td>Information on the state of the entities: machines and jobs</td>
<td>System state</td>
</tr>
<tr>
<td>Minimum total time to process all jobs</td>
<td>Objective</td>
</tr>
<tr>
<td>Sequence for assigning tasks to machines</td>
<td>Decision</td>
</tr>
</tbody>
</table>

### 6.2 Phase 2: System Modeling

The application of phase 2 of the methodology to this scheduling problem is summarized in Tables 3, 4 and 5. They describe the colors, places, transitions and state variables of the CPN model that represent the production system Job Shop, which is shown in Figure 8. The whole system can be represented by a CPN model consisting of just two place nodes (machines and jobs) and one transition that represents the processing of a job by one machine. The preconditions to fire the transition are the availability of the machine (arc expression \(1'(m1,tm,l)\)) required by the job (\(m\) value of arc expression \(1'(o,j,m,t,tj,k)\)), and a processing order not exceeding 5, which is verified by the guard \([m=m1 \& o<6]\) (the symbol “&” corresponds to the “AND” logical operator).

In this example, and in order to simplify the representation of the dynamics of interest, the beginning and end of the activity has been modeled on the same transition. The duration of the activity is considered as an attribute of the entity job (see Tables 3, 4 and 5).

Information on the accumulated times (of the machines and jobs) have been added to the model through the variables \(tj, k, tm\) and \(l\). These variables will be used in the
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Figure 8. The CPN model of the system Job Shop 10 × 5

F2 = if j=1 & o=1 & l=k then 1(2, 1, 0, 87, tj+i, t+i) else if j=1 & o=1 & l=ck then 1(2, 1, 0, 87, tj+i, t+i)
else if j=1 & o=2 & l=k then 1(3, 1, 4, 95, tj+i, t+i) else if j=1 & o=2 & l=ck then 1(3, 1, 4, 95, tj+i, t+i)
else if j=1 & o=3 & l=k then 1(4, 1, 2, 66, tj+i, t+i) else if j=1 & o=3 & l=ck then 1(4, 1, 2, 66, tj+i, t+i)
else if j=1 & o=4 & l=k then 1(5, 1, 3, 60, tj+i, t+i) else if j=1 & o=4 & l=ck then 1(5, 1, 3, 60, tj+i, t+i)
else if j=2 & o=1 & l=k then 1(2, 3, 1, 35, tj+i, t+i) else if j=2 & o=1 & l=ck then 1(2, 3, 1, 35, tj+i, t+i)
else if j=2 & o=2 & l=k then 1(3, 2, 0, 48, tj+i, t+i) else if j=2 & o=2 & l=ck then 1(3, 2, 0, 48, tj+i, t+i)
else if j=2 & o=3 & l=k then 1(4, 2, 2, 39, tj+i, t+i) else if j=2 & o=3 & l=ck then 1(4, 2, 2, 39, tj+i, t+i)
else if j=2 & o=4 & l=k then 1(5, 2, 1, 54, tj+i, t+i) else if j=2 & o=4 & l=ck then 1(5, 2, 1, 54, tj+i, t+i)
else if j=3 & o=1 & l=k then 1(2, 3, 2, 20, tj+i, t+i) else if j=3 & o=1 & l=ck then 1(2, 3, 2, 20, tj+i, t+i)
else if j=3 & o=2 & l=k then 1(3, 3, 2, 21, tj+i, t+i) else if j=3 & o=2 & l=ck then 1(3, 3, 2, 21, tj+i, t+i)
else if j=3 & o=3 & l=k then 1(4, 3, 0, 97, tj+i, t+i) else if j=3 & o=3 & l=ck then 1(4, 3, 0, 97, tj+i, t+i)
else if j=3 & o=4 & l=k then 1(5, 3, 4, 55, tj+i, t+i) else if j=3 & o=4 & l=ck then 1(5, 3, 4, 55, tj+i, t+i)
else if j=4 & o=1 & l=k then 1(2, 4, 3, 19, tj+i, t+i) else if j=4 & o=1 & l=ck then 1(2, 4, 3, 19, tj+i, t+i)
else if j=4 & o=2 & l=k then 1(3, 4, 4, 46, tj+i, t+i) else if j=4 & o=2 & l=ck then 1(3, 4, 4, 46, tj+i, t+i)
else if j=4 & o=3 & l=k then 1(4, 4, 1, 34, tj+i, t+i) else if j=4 & o=3 & l=ck then 1(4, 4, 1, 34, tj+i, t+i)
else if j=4 & o=4 & l=k then 1(5, 4, 2, 27, tj+i, t+i) else if j=4 & o=4 & l=ck then 1(5, 4, 2, 27, tj+i, t+i)
else if j=5 & o=1 & l=k then 1(2, 5, 2, 73, tj+i, t+i) else if j=5 & o=1 & l=ck then 1(2, 5, 2, 73, tj+i, t+i)
else if j=5 & o=2 & l=k then 1(3, 5, 3, 25, tj+i, t+i) else if j=5 & o=2 & l=ck then 1(3, 5, 3, 25, tj+i, t+i)
else if j=5 & o=3 & l=k then 1(4, 5, 1, 24, tj+i, t+i) else if j=5 & o=3 & l=ck then 1(4, 5, 1, 24, tj+i, t+i)
else if j=5 & o=4 & l=k then 1(5, 5, 0, 28, tj+i, t+i) else if j=5 & o=4 & l=ck then 1(5, 5, 0, 28, tj+i, t+i)
else if j=6 & o=1 & l=k then 1(2, 6, 0, 45, tj+i, t+i) else if j=6 & o=1 & l=ck then 1(2, 6, 0, 45, tj+i, t+i)
else if j=6 & o=2 & l=k then 1(3, 6, 4, 5, tj+i, t+i) else if j=6 & o=2 & l=ck then 1(3, 6, 4, 5, tj+i, t+i)
else if j=6 & o=3 & l=k then 1(4, 6, 1, 78, tj+i, t+i) else if j=6 & o=3 & l=ck then 1(4, 6, 1, 78, tj+i, t+i)
else if j=6 & o=4 & l=k then 1(5, 6, 2, 83, tj+i, t+i) else if j=6 & o=4 & l=ck then 1(5, 6, 2, 83, tj+i, t+i)
else if j=7 & o=1 & l=k then 1(2, 7, 3, 71, tj+i, t+i) else if j=7 & o=1 & l=ck then 1(2, 7, 3, 71, tj+i, t+i)
else if j=7 & o=2 & l=k then 1(3, 7, 1, 37, tj+i, t+i) else if j=7 & o=2 & l=ck then 1(3, 7, 1, 37, tj+i, t+i)
else if j=7 & o=3 & l=k then 1(4, 7, 4, 29, tj+i, t+i) else if j=7 & o=3 & l=ck then 1(4, 7, 4, 29, tj+i, t+i)
else if j=7 & o=4 & l=k then 1(5, 7, 2, 12, tj+i, t+i) else if j=7 & o=4 & l=ck then 1(5, 7, 2, 12, tj+i, t+i)
else if j=8 & o=1 & l=k then 1(2, 8, 2, 87, tj+i, t+i) else if j=8 & o=1 & l=ck then 1(2, 8, 2, 87, tj+i, t+i)
else if j=8 & o=2 & l=k then 1(3, 8, 3, 33, tj+i, t+i) else if j=8 & o=2 & l=ck then 1(3, 8, 3, 33, tj+i, t+i)
else if j=8 & o=3 & l=k then 1(4, 8, 1, 55, tj+i, t+i) else if j=8 & o=3 & l=ck then 1(4, 8, 1, 55, tj+i, t+i)
else if j=8 & o=4 & l=k then 1(5, 8, 0, 38, tj+i, t+i) else if j=8 & o=4 & l=ck then 1(5, 8, 0, 38, tj+i, t+i)
else if j=9 & o=1 & l=k then 1(2, 9, 3, 83, tj+i, t+i) else if j=9 & o=1 & l=ck then 1(2, 9, 3, 83, tj+i, t+i)
else if j=9 & o=2 & l=k then 1(3, 9, 4, 40, tj+i, t+i) else if j=9 & o=2 & l=ck then 1(3, 9, 4, 40, tj+i, t+i)
else if j=9 & o=3 & l=k then 1(4, 9, 0, 48, tj+i, t+i) else if j=9 & o=3 & l=ck then 1(4, 9, 0, 48, tj+i, t+i)
else if j=9 & o=4 & l=k then 1(5, 9, 4, 7, tj+i, t+i) else if j=9 & o=4 & l=ck then 1(5, 9, 4, 7, tj+i, t+i)
else if j=10 & o=1 & l=k then 1(2, 10, 3, 17, tj+i, t+i) else if j=10 & o=1 & l=ck then 1(2, 10, 3, 17, tj+i, t+i)
else if j=10 & o=2 & l=k then 1(3, 10, 0, 90, tj+i, t+i) else if j=10 & o=2 & l=ck then 1(3, 10, 0, 90, tj+i, t+i)
else if j=10 & o=3 & l=k then 1(4, 10, 4, 27, tj+i, t+i) else if j=10 & o=3 & l=ck then 1(4, 10, 4, 27, tj+i, t+i)
else if j=10 & o=4 & l=k then 1(5, 10, 1, 23, tj+i, t+i) else if j=10 & o=4 & l=ck then 1(5, 10, 1, 23, tj+i, t+i)
else if j=11 & o=5 & l=k then 1(6, 11, 0, 0, tj+i, t+i) else if j=11 & o=5 & l=ck then 1(6, 11, 0, 0, tj+i, t+i)

F4 = if l=ck then 1(m1, tm+i, l+i) else if l=ck then 1(m1, tm+i, k+i)
Table 3. Color sets of the CPN model of the production system Job Shop 10 × 5

<table>
<thead>
<tr>
<th>Color</th>
<th>Definition</th>
<th>Description</th>
<th>State variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>Integer 1..6</td>
<td>Sequence position of the next task of job J that must be processed</td>
<td>o</td>
</tr>
<tr>
<td>J</td>
<td>Integer 1..6</td>
<td>Job identifier</td>
<td>j</td>
</tr>
<tr>
<td>M</td>
<td>Integer 0..5</td>
<td>Machine in which the task number O of job J should be processed</td>
<td>m</td>
</tr>
<tr>
<td>T</td>
<td>Integer 1..10</td>
<td>Units of time required to process the task number O of job J in machine M</td>
<td>t</td>
</tr>
<tr>
<td>TJ</td>
<td>Integer 0..1000</td>
<td>Accumulated processing time of job J</td>
<td>tj</td>
</tr>
<tr>
<td>K</td>
<td>Integer 0..1000</td>
<td>Total time elapsed including waiting periods</td>
<td>k</td>
</tr>
<tr>
<td>Jo</td>
<td>Product O<em>J</em>M<em>T</em>TJ*K</td>
<td>Information describing the state of each job</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>Integer 0..5</td>
<td>Machine identifier</td>
<td>m1</td>
</tr>
<tr>
<td>TM</td>
<td>Integer 0..1000</td>
<td>Accumulated processing time of machine M1</td>
<td>tm</td>
</tr>
<tr>
<td>L</td>
<td>Integer 0..1000</td>
<td>Total elapsed time including waiting periods</td>
<td>l</td>
</tr>
<tr>
<td>Ma</td>
<td>Product M1<em>TM</em>L</td>
<td>Information describing the state of each machine</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Places of the CPN model of the production system Job Shop 10 × 5

<table>
<thead>
<tr>
<th>Place</th>
<th>Color</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job</td>
<td>Jo</td>
<td>The tokens stored in the place Job represent the information that describes the state of each job in the production system. These are job identifier, machine where the next task should be executed, time required for each operation, order of the task in the sequence of operations required to complete the job, cumulative job processing time and total job processing time, including waiting periods.</td>
</tr>
<tr>
<td>Mac</td>
<td>Ma</td>
<td>The tokens stored in the place Mac represent the information that describes the state of each machine in the production system. These are machine identifier, cumulative machine processing time and total machine processing time, including waiting periods.</td>
</tr>
</tbody>
</table>

Table 5. Transitions of the CPN model of the production system Job Shop 10 × 5

<table>
<thead>
<tr>
<th>Transition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Processing of a task pertaining to a job in a machine.</td>
</tr>
</tbody>
</table>

next phase to design a heuristic that will be incorporated into the CPN model by using guards.

The arc expression $F_2$ in Figure 8 represents the postcondition corresponding to the update of the information on the next operation that each job should perform (order, machine, and time for the next operation). The colors of the tokens will be updated according to the values shown in Table 1. If we consider, for example, that job 3 has finished the second operation ($m = 3, o = 2$), its colors will be updated to $o = 3, j = 3, m = 2, t = 21$. In a similar way, since the next processing operation should be performed in machine 0, the new color values will be $o = 4, j = 3, m = 0, t = 97$.

The arc expression $F_4$ (see Figure 8) represents the postcondition corresponding to the update of the information on the machine where each operation is processed: processing time accumulated from the machine $ml$ (variable $tm$) and total time including the cumulative time plus the waiting times (variable $l$).

It is worthwhile to note that when modifying only the initial marking, guard, and arc expression $F_2$, the same

generic CPN can be used to solve any instance of the JSSP.

6.3 Phase 3: Knowledge Representation

In this phase knowledge of the optimum makespan best recognized for this problem (593 units of time) will be considered. In general, it is quite common to make an initial estimate that requires improvement. Based on this knowledge, a heuristics is designed. This heuristics avoids states where the processing time for each job or the elapsed time for each machine exceeds 593 units of time.

Tables 6 and 7 show the total processing time for each job and the total processing time for each machine, respectively. These times are derived from Table 1 and are calculated by separately adding the times required for each job in each of the machines, and the times required by each machine to process each one of the jobs.

With this information and the information on the accumulated times that provide variables $ij, k, tm$ and $l$, we can predict whether a job or machine might exceed the minimum makespan known. In this way, and by an empirical
rule, the unwanted states can be avoided if it is known beforehand that a machine or a job exceed the minimum time known. This heuristic is incorporated to the CPN model modifying the guard:

$$[m = m1 \& o < 6] \quad (1)$$

in Figure 8 by incorporating different logical expressions. The expression

$$[(k + t) < 594] \quad (2)$$

indicates that the cumulative time of a job, including waiting times, may not exceed the value 593. Similarly, the expression

$$[(l + t) < 594] \quad (3)$$

indicates that the cumulative time of a machine, including waiting times, may not exceed the value 593. Thus, adding the expressions (2) and (3) to expression (1), the new guard would be

$$[m = m1 \& o < 6] \& [(k + t) < 594] \& [(l + t) < 594] \quad (4)$$

6.4 Phase 4: Construction of the Decision Model

The expressions of initialization of the CPN (underlined expressions associated with each place in Figure 8) indicate that in the initial state of the system the place Job has 10 tokens. Each one of them describes a job that is waiting to perform the first operation. The place Mac has five tokens, each one of them represents a machine that is initially free:

$$M_0 = [1'(1, 1, 172, 0, 0) + 1'(1, 2, 4, 5, 0, 0) + 1'(1, 3, 46, 0, 0) + 1'(1, 4, 0, 59, 0, 0) + 1'(1, 5, 4, 23, 0, 0) + 1'(1, 6, 3, 28, 0, 0) + 1'(1, 7, 0, 53, 0, 0) + 1'(1, 8, 4, 12, 0, 0) + 1'(1, 9, 2, 49, 0, 0) + 1'(1, 10, 2, 65, 0, 0), 1'(0, 0, 0) + 1'(1, 0, 0) + 1'(2, 0, 0) + 1'(3, 0, 0) + 1'(4, 0, 0)]$$

Marking $M_f$ specifies the objective or final state to be achieved, that is, the state in which all jobs have finished processing their last task:

$$M_f = [1'(6, 1, *, *, *, *, *) + 1'(6, 2, *, *, *, *, *) + 1'(6, 3, *, *, *, *, *) + 1'(6, 4, *, *, *, *, *) + 1'(6, 5, *, *, *, *, *) + 1'(6, 6, *, *, *, *, *) + 1'(6, 7, *, *, *, *, *) + 1'(6, 8, *, *, *, *, *) + 1'(6, 9, *, *, *, *, *) + 1'(6, 10, *, *, *, *, *), 1'(0, *, *) + 1'(1, *, *) + 1'(2, *, *) + 1'(3, *, *) + 1'(4, *, *)]$$

The value of variable $o = 0$ in all tokens containing the marking $M_f$ indicates that all jobs have completed their 5th operation. The wild card (*) in the marking indicates that the color of the corresponding attribute is indifferent.

A cost function has been formulated for this case study. This cost function weighs the order of tasks sequence that assigns a low cost to the first task of each job. It assigns a cost a little higher to the second task of each job, and keeps increasing the cost as the order of tasks sequence for each job increases. Such a function ponder the order of tasks sequence, which is specified by the value assigned to the decision variable $o$ in each token of the place Job, as represented in the following expression:

$$f(O_i) = \sum (W \ast O_i) \forall i = 1, 2, \cdots, 10. \quad (5)$$

The value of $W$ is a numeric constant that indicates the desired weight of each task order, $O$. For example, given a certain state in which job 1 should process task 1, job 2 should process task 2, job 3 should process task 3, and so on, and assuming a cost of 2 units (i.e. $W = 2$), the cost of reaching the marking that represents this state is given by


This function assigns high costs to those states in which tasks of greater sequence order have been processed for some jobs, while tasks of lower sequence order have not yet been processed for other jobs. This function is employed as a heuristic function in order to avoid expanding the nodes of the search space in which some jobs have completed all of their tasks, while others remain unprocessed.

| Table 7. Total time without waiting times for the machine system Job Shop 10 × 5 |
|------------------|---|---|---|---|---|
| Machine | 0  | 1  | 2  | 3  | 4  |
| Time    | 593| 463| 532| 391| 304|
6.5 Phase 5: Simulation of the Decision Model

As a result simulation in DSS, the scheduling can be obtained from the decision model specified in the previous phase. This scheduling is illustrated by a Gantt chart in Figure 9. The value of the makespan obtained is 593 units of time (optimal makespan). This case study has been using an adaptation of the heuristics Branch and Bound implemented in DSS and the cost function (6) specified in phase 4 as a heuristics function. The purpose is to reduce the search space.

The number of nodes explored to obtain this solution was 666,758 and the computation time was 2 hours 5 minutes and 41 seconds (on a PC with 2.00 GB RAM, 2.16 GHz Intel Core CPU on the MS Windows XP operating system). Although the solution found coincides with the optimal solution, the computational time is considered too high. In the next phase the CPN model is improved with a heuristic to reduce the computational time while generating the optimal solution.

6.6 Phase 6: Analysis of Results

By analyzing the state space generated in the previous phase, unwanted states that could be avoided have been detected. Thus, cumulative time, including waiting times for each job and each machine, should not exceed the values shown in Tables 6 and 7. By improving the heuristics proposed in phase 3 (expression (4)), it is possible to reduce the state space by neglecting the exploration of those unwanted states (i.e., nodes) that will not drive the system to the optimal goal state. Thus, it will be possible to find the optimal solution to the problem in a shorter computational time. The expression

\[(j = 1 & ((380 - tj) + k) < 594 \& ((380 - tj) + l) < 594)
\]

indicates that the cumulative time, considering waiting times for the job 1 (variable \(k\)), plus the minimum time required to carry out operations that are needed to complete the processing of that job \((380 - tj)\), may not exceed the value 594. Similarly, the expression

\[(m = 0 & ((593 - tm) + k) < 594 \& ((593 - tm) + l) < 594)
\]

indicates that the cumulative time including waiting times for machine 0 (variable \(l\)), plus the minimum time necessary for performing the operations that must processed in this machine \((593 - tm)\), may not exceed the value 594. This applies to all machines and all jobs as indicated in the expression

\]
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The methodology also facilitates the development of heuristics based on the system’s behavior, incorporating expert knowledge for the generation of constraints that will decisively reduce the computational time needed to explore the state space. This feature is particularly relevant when working with a large number of decision variables or value combinations. It is thus possible to avoid exploring behavior alternatives that lead to unwanted states and consequently do not provide relevant information for the system’s optimization.

The methodology has been used to solve various academic, logistics and production problems [20, 33, 43–45], among others. For these problems, optimal or quasi-optimal solutions have been found. They have reported computation times that range from a few seconds, where heuristics have been employed, to fewer than 12 hours, where the state space has been explored without the use of heuristics.

The developed software tool has been used mainly in the solution of academic and benchmarking problems by members of the research team. However, a new prototype based on a distributed platform is under development to support the analysis and optimization of industrial and logistics problems.

The methodology is applicable to any combinatorial optimization problem or decision problem whose domain can be formulated as a DES. Although CPN is not popular in industry, the continuous research efforts of the CPN community surely will contribute to extend its use as the basis for future decision support tools.

8. APPENDIX: Nomenclature

8.1 CPN Formalism

A = A finite set of arcs
Ai = An arc, i = 1, . . . , na
Ci = The value of a color, r = 1, . . . , nr
C = A color function
Cr = A color set, q = 1, . . . , nc
E = An arc expression function
G = A guard function
i = Subscript for arcs
j = An initialization function
k = Subscript for place nodes
m = Subscript for transition nodes
M = Set of markings (states) which can be reached from the initial state M0
Mf = Desired final state of the system
Ms = A marking, s = 0, . . . , ns
M0 = The initial marking (initial state of the system)
n = Number of identical tokens
na = The total number of arcs in CPN model
nc = The total number of color sets in CPN model
np = The total number of place nodes in CPN model
nr = Number of colored tokens attributes

(j = 5 & ((173 - tj) + k) < 594 & ((173 - tj) + l) < 594) &  
((239 - tj) + l) < 594 & ((202 - tj) + k) < 594 &  
((225 - tj) + k) < 594 & ((225 - tj) + l) < 594 &  
((227 - tj) + l) < 594 & ((227 - tj) + k) < 594 &  
((222 - tj) + k) < 594 & ((222 - tj) + l) < 594)  
[(m = 0 & ((593 - tm) + k) < 594 & ((593 - tm) + l) < 594) &  
((463 - tm) + l) < 594 & (m = 2 & ((532 - tm) + k) < 594 &  
((391 - tm) + k) < 594 & ((391 - tm) + l) < 594)  
(m = 4 & ((304 - tm) + k) < 594 & ((304 - tm) + l) < 594)]  
(9)

The guard of the transition represented in the CPN model (expression (4)) has been modified by adding these new logical expressions (9) to improve the search. The scheduling obtained once the simulation finalized was the same as that illustrated by a Gantt chart in Figure 9. The value of the makespan obtained was 593 units of time (optimal makespan). The number of nodes explored to obtain this solution was 2155 and the computation time was 8 seconds. Thus, the computational time required was shorter than the best time reported in this benchmarking problem using genetic algorithms [38].

7. Conclusions

In this paper we have presented a methodology to solve optimization problems of logistic systems in particular and DES in general. This methodology, along with a DSS, which supports the methodology, allows the automatic generation of the sequence of events and/or activities that should take place within a system, to reach a certain desired final state from a specified initial state, minimizing a certain cost function.

A very important benefit provided by the methodology is the ability to integrate different approaches and alternatives, developed by various areas of knowledge and always re-using the same problem model.
\( ns \) = The total number of markings (states) in the reachability tree
\( nt \) = The total number of transitions nodes in CPN model.
\( N \) = A node function
\( P \) = A finite set of place nodes.
\( P_j \) = A place node, \( j = 1, \ldots, np \)
\( q \) = Subscript for color sets
\( r \) = Subscript for colored tokens attributes
\( s \) = Subscript for markings
\( T \) = A finite set of transition nodes
\( T_k \) = A transition node, \( k = 1, \ldots, nt \)
\( \Sigma \) = Finite set and not empty of color sets

\& = The ‘AND’ logical operator
| = The ‘OR’ logical operator

8.2 Case Study

\( W \) = A numeric constant that indicates the desired weight of each task order \( O \)
\( f(O_i) \) = A cost function that weighs the order of tasks sequence
\( i \) = Subscript for job identifiers
\( J \) = A variable of type (color) \( J \)
\( J_o \) = A color set: job identifiers
\( Job \) = A place node: represent the information describing the states of each job
\( Job \) = A place node: represent the information that describes the state of each job in the production system
\( k \) = A variable of type (color) \( K \)
\( K \) = A color set: total time elapsed including waiting periods
\( l \) = A variable of type (color) \( L \)
\( L \) = A color set: total elapsed time including waiting periods
\( m \) = A variable of type (color) \( M \)
\( M \) = A color set: machines in which the tasks of the jobs should be processed
\( M_a \) = A color set: information describing the states of each machine
\( Mac \) = A place node: represent the information that describes the state of each machine in the production system
\( m_l \) = A variable of type (color) \( M_l \)
\( M_l \) = A color set: machine identifiers
\( o \) = A variable of type (color) \( O \)
\( O \) = A color set: sequence position of the next task of job \( J \) that must be processed
\( O_i \) = The decision variable \( o \) in each token of the place \( Job \)
\( t \) = A variable of type (color) \( T \)
\( T \) = A color set: units of time required to process the task number \( O \) of job \( J \) in machine \( M \)
\( t_j \) = A variable of type (color) \( T_j \)
\( T_j \) = A color set: accumulated processing time of job \( J \)
\( t_m \) = A variable of type (color) \( T_m \)
\( T_M \) = A color set: accumulated processing time of machine \( M_l \)
\( T_1 \) = A transition node: represent the processing of a task pertaining to a job in a machine
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