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ABSTRACT/SUMMARY

From a clinical perspective, biomarkers may have a variety of functions, which correspond to different stages in the disease development, e.g. in the progression of cancer. Biomarkers can assist in the care of patients for screening, diagnosis, prognosis, prediction and surveillance. Fundamental for the use of biomarkers in all situations is biomarker accuracy – the ability to correctly classify one condition and/or outcome from another. Receiver-operating characteristic (ROC) curve analysis is a useful tool in assessment of biomarker accuracy. Its advantages include testing accuracy across the entire range of scores and thereby not requiring a predetermined cut-off point, in addition to easily examined visual and statistical comparisons across tests or scores, and, finally, independence from outcome prevalence. Further, ROC curve analysis is a useful tool for evaluating the accuracy of a statistical model that classifies subjects into one of two categories. Diagnostic models are different from predictive and prognostic models in that the latter incorporate time-to-event analysis, for which censored data may pose a weakness of the model, or the reference standard. However, with the appropriate use of ROC curves, investigators of biomarkers can improve their research and presentation of results. ROC curves help identify the most appropriate classification rules. ROC curves avoid confounding resulting from varying thresholds with subjective ratings. The ROC curve results should always be put in perspective, because a good classifier does not guarantee the eventual clinical outcome, in particular for time-dependant events in screening, prediction, and/or prognosis studies where particular statistical precautions and methods are needed.
INTRODUCTION

From a clinical perspective, biomarkers may have a variety of functions, which correspond to different stages (table 1) in the disease development, such as in the progression in cancer or cardiovascular disease.1 2 Biomarkers can assist in the care of patients who are asymptomatic (screening biomarkers), those who are suspected to have the disease (diagnostic biomarkers) and those with overt disease (prognostic biomarkers) for whom therapy may or may not have been initiated. Biomarkers can also be used for treatment response (predictive biomarkers) or surveillance after therapy (monitoring biomarkers). Fundamental for the use of biomarkers in all situations is biomarker accuracy – the ability to correctly classify one condition and/or outcome from another (e.g. healthy vs diseased).

Table 1. Clinical use of biomarkers; rationale and objectives for cancer biomarkers

<table>
<thead>
<tr>
<th>Type of Biomarker</th>
<th>Objective for use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk stratification</td>
<td>Assess the likelihood that cancers will develop (or recur)</td>
</tr>
<tr>
<td>Chemoprevention</td>
<td>Identify and target molecular mechanisms of carcinogenesis in (pre-)cancerous tissues</td>
</tr>
<tr>
<td>Screening</td>
<td>Detect and treat early-stage (pre-)cancers in the asymptomatic population</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>Definitively establish the presence of cancer</td>
</tr>
<tr>
<td>Classification</td>
<td>Classify patients by disease subset</td>
</tr>
<tr>
<td>Prognosis</td>
<td>Predict the probable outcome of cancer regardless of therapy, to determine the aggressiveness of treatment</td>
</tr>
<tr>
<td>Prediction/treatment stratification</td>
<td>Predict response to particular therapies and choose the drug that is mostly likely to yield a favorable response in a given patient</td>
</tr>
<tr>
<td>Risk management</td>
<td>Identify patients with a high probability of adverse effects of a treatment</td>
</tr>
<tr>
<td>Monitoring (i.e. chemotherapy)</td>
<td>Determine whether a therapy is having the intended effect on a disease and whether adverse effects arise</td>
</tr>
<tr>
<td>Surveillance after treatment/surgery</td>
<td>Early detection and treatment of recurrent disease</td>
</tr>
</tbody>
</table>
For the clinician diagnostic testing plays a fundamental role in clinical practice. For instance, daily surgical decision-making is based on the correct classification by pathology, radiology and/or clinical chemistry reports involving tissue and/or image evaluation and interpretation of disease conditions – many decisions of which the interpretation is based on results in the “grey-area” although requiring “black-and-white” answers for choice of treatment (Figure 1). Further, predictive modelling to estimate expected outcomes such as mortality or adverse events based on patient risk characteristics is common in any type of clinical research. Receiver-operating characteristic (ROC) curve analysis is a useful tool in assessment of biomarker accuracy in both situations – acknowledging strengths and weaknesses of the method.

ROC curve analysis is said to originally have developed during World War II to analyze classification accuracy in differentiating signal from noise in radar detection, before its principles later were implemented for improving medical decision-making. Evidently, the methodology has been adapted to several medical areas dependent on accuracy of screening and diagnostic tests, such as laboratory testing, epidemiology, radiology, several clinical disciplines, and bioinformatics. Further, ROC analysis has also been applied in histopathology in the attempt to define stages in diseases that show a continuous spectrum of histologic patterns, in which the uncertainty of boundary points and the overlap of features makes such definition difficult. Construction and analysis of ROC curves may help to identify the features with the greatest utility, as, for example, in the grading of mucinous carcinomas of the ovary. ROC curves can also be used to assess diagnostic differences between histopathologists (as an alternative to the standard use of κ-coefficients), whether they are using different criteria or the same criteria but with different weightings, as, for example, in cervical pre-cancer or borderline ovarian tumors.

**DIAGNOSTIC ACCURACY**

Generally, diagnostic accuracy is referred to as the ability of a (laboratory) test or (bio)-marker to correctly classify subjects into clinically relevant groups (i.e. disease vs no disease; fig. 1). Diagnostic accuracy refers to the quality of the information provided by the classification device (i.e. the chosen cut-off level for a biomarker with a continuous spectrum of results) and should be distinguished from the usefulness, or actual practical value, of the information. Diagnostic tests are usually measured and interpreted in their applicability by a number of features, including:

**Sensitivity and specificity**

*Sensitivity*, or the True Positive (TP) rate, which tells how good the test is at picking up people with the condition investigated. A high sensitivity is typically preferred in a screening test to rule out people without the disease.

*Specificity*, or the True Negative (TN) rate, which tells how good the test is at correctly defining people without the disease. A high specificity is required for diagnostic tests in order to have a low false positive rate.

Sensitivity and specificity are features of the test itself, and “looks backward” in that they show the probability that a person with a disease will have a positive test, rather than “looking forward” and showing the probability that the person (or patient) who
tests positive actually has the disease. The latter is better performed by the predictive values:

**Positive and negative predictive values**

*Positive predictive value* (PPV; or, the post-test probability of a positive test); is a measure of the probability of having the condition, if a person tests positive.

*Negative predictive value* (NPV, or the post-test probability of a negative test); will address the situation “if a patient/person tests negative on a test, what is the probability of not having the condition/disease”.

**Accuracy**

Accuracy gives the proportion of all tests that have given the correct result (true positives and true negatives) as proportion of all the results. Assessing the accuracy of any diagnostic procedure remains integral to method evaluation. Evaluation of a diagnostic procedure is assessed by its ability to categorise patients accurately into those with or without a disease state.

**Likelihood ratio**

Because one test may have higher sensitivity but lower specificity than another, the diagnostic likelihood ratio is sometimes used to combine these measures. Likelihood ratios (LR+; positive LR) is an estimate of the relative predictive value of a test (true positives/false positives), is useful in clinical practice as it indicates how likely a positive result will be found in a person with the disease compared to a person without the disease. LR of a test indicates the increase from pre-test probability (e.g. prevalence of the disease) to post-test probability. Interpretation of LRs can be used by nomograms. As a rule of thumb, LR over 10 is generally regarded as large and a conclusive change in pre- to post-test probability of having the disease. LR of 5 to 10 are considered moderate, and LR<2 are rarely considered important. For tests with a continuous range of test-results (e.g. from 1-100), rather than a dichotomous test-result (positive/negative; yes/no; red/green; present/absent), the sensitivity and specificity (and the LR) heavily relies on the chosen cut-off value for dichotomization into f. ex. healthy vs diseased. In particular for diagnostic test, the corresponding LR for a given test (or biomarker cut-off) result should be presented together with the other diagnostic features.

**CONTINGENCY TABLE**

The most commonly used analytical model for evaluating a test is the standard “2 × 2” or “contingency table” method in which sensitivity and specificity are calculated. However, there are several limitations to this approach, including the reliance on a single defined criterion or cut-off for determining a true-positive result (such as arbitrarily chosen percentiles for immunohistochemistry markers) or defining “abnormal”, use of non-standardized measurement instruments and sensitivity to outcome prevalence. In this setting, the ROC analysis is a more appropriate and useful technique for assessing diagnostic and predictive accuracy. Its advantages include testing accuracy across the entire range of scores and thereby not requiring a predetermined cut-off point, in addition to easily examined visual and statistical
comparisons across tests or scores, and, finally, independence from outcome prevalence. Further, ROC curve analysis is a useful tool for evaluating the accuracy of a statistical model (e.g. logistic regression, linear discriminant analysis) that classifies subjects into one of two categories (i.e. sick or healthy). The function as a simple graphical tool for displaying the accuracy of a medical diagnostic test is one of the most well known applications of ROC curve analysis. For example, the expression (positive stain) of a given protein biomarker in precancerous tissues may produce a continuous spectrum of test results (i.e. from zero to 100%). Thus, the diagnostic properties of such a biomarker (as expressed by sensitivity, specificity, predictive values, or likelihood ratios) depend on the chosen cut-off value to differentiate between normal and diseased states.

A diagnostic classification test typically yields binary, ordinal, or continuous outcomes. The simplest type, binary outcomes, arises from a test indicating whether the patient is healthy or diseased. The test indicates whether the patient is likely to be diseased or not. When more than two categories are used, the test data can be on an ordinal rating scale – such as a 5-point ordinal (0, 1+, 2+, 3+, 4+) scale for disease severity. When a particular cut-off level or threshold is of particular interest, an ordinal scale may be dichotomized (e.g. values ≤ 2+ in one group and, values >2+ in a second group), in which case methods for binary outcomes can be used. Test data such as serum markers (e.g. CEA measurements) or physiological markers also may be acquired on a continuous scale. In particular, ROC plots occupy a central position in the process of assessing and using diagnostic tools.

Reference standard ("Gold Standard")

The presence or absence of the disease state is defined according to some, sometimes arbitrarily selected, "reference standard". Obviously, the nature of the reference standard can itself be a cause for debate. To estimate classification accuracy using standard ROC methods, the disease status for each patient is measured \textit{without error}, that is, the endpoint has to be defined without uncertainty (which is sometimes not the case). The true disease status often is referred to as the reference standard (previously named “gold standard”). The reference standard may be available from clinical follow-up, surgical verification, biopsy, and autopsy, or in some cases by a committee of “experts” or in particular situations by the use of results of multiple imperfect tests (referred to as “latent class analysis”).

Bias

Obviously, bias in accuracy testing may occur due to such factors as case mix, severity of disease, and selection of control subjects, as well as measurement technique and quality of the reference standard. In selection of the reference standard both verification bias and measurement error can occur. Verification bias results when the accuracy of a test is evaluated only among those with known disease status (excluding the “unknown” or “indeterminate”). Measurement error may result when a true reference standard is absent or an imperfect standard is used for comparison.
THE ROC CURVE

Receiver-operating characteristic (ROC) plots provide a statistical method to assess the diagnostic accuracy of a test (or biomarker) which has a continuous spectrum of test results. A ROC curve is a graphical display of the tradeoffs of the true-positive rate (sensitivity) and false-positive rate (1 – specificity) corresponding to all possible binary tests that can be formed from this continuous biomarker. Each classification rule, or cut-off level, generates a point on the graph. The closer the curve follows the left-hand border and then the top-border of the ROC space, the more accurate the test. The closer the curve comes to the 45-degree diagonal of the ROC space, the less accurate the test. The traditional ROC curve arises when a continuous value is measured in each subject and the classification is positive if the value is above a threshold. As the threshold varies, a new classification rule is created, and the resulting plot is a single curve. The optimal ROC curve is the line connecting the points highest and farthest to the left-upper corner. The rationale for the optimal ROC curve is that it captures the trade-off between sensitivity and specificity over a continuous range. Further, in a ROC curve the slope of the tangent line at a cut-point gives the likelihood ratio (LR) for that value of the test.

Area Under the ROC Curve (AUC)

Area under the curve (AUC) is also known as the c-statistic or c index, and can range from 0.5 (random chance, or no predictive ability; refers to the 45 degree line in the ROC plot; see fig. 2) to 1 (perfect discrimination/accuracy). On rare occasions, the estimated AUC is <0.5, indicating that the test does worse than chance. The AUC is a measure of overall diagnostic accuracy of the test, and the cut-off value providing the highest sensitivity and specificity is calculated (figure 2). Importantly, the results are independent of the prevalence of the disease. Optimal cut-off values are identified by the significant AUC of the ROC analysis and the continuous scores can then be dichotomized accordingly. Depending on the program used for ROC analysis, the AUC may be presented with 95% confidence intervals to indicate if the curve crosses or nears the non-significant 0.5 value at any point.

Other features of the ROC curve may be of interest in particular applications, such as the partial area under the ROC curve (PAUROC) analysis, which could be used, for example, when the specificity for a biomarker for cancer screening must be above a certain threshold to be clinically useful. Cut-offs for 90% sensitivity and 90% specificity, respectively, should thus usually be presented as well.

Biomarkers for early diagnosis and screening

Biomarkers are increasingly being developed to detect tumors early when disease is in a less progressed state and treatment is likely to be more successful. In contrast to research and clinical implementation of new drugs, the research and incorporation of (new) laboratory tests has not been subject to the same rigid restrictions, trials and surveillance – on the contrary, standards for evaluating new clinical classifiers lag far behind the well established standards that exist for evaluating new clinical
Thus, the disappointing performance of many markers, such as the early reports of carcinoembryonal antigen (CEA) in colorectal cancer, that were initially shown to have a strong association with outcome may be, in part, because of that a marker that is strongly associated with outcome may not be effective for predicting those who are likely and those who are not likely to have the outcome.

Recently, standards for reporting recommendations for tumor marker (REMARK) prognostic studies have been proposed in a 20-step model. Further, five phases of biomarker development for early detection of cancer have been proposed (table 2).

Table 2. Steps for biomarker development

<table>
<thead>
<tr>
<th>Step/phase</th>
<th>Study type</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1</td>
<td>Preclinical exploratory</td>
<td>Promising directions identified</td>
</tr>
<tr>
<td>Phase 2</td>
<td>Clinical assay and validation</td>
<td>Clinical assay detects established disease</td>
</tr>
<tr>
<td>Phase 3</td>
<td>Retrospective longitudinal</td>
<td>Biomarker detects disease early before it becomes clinical and a “screen positive” rule is defined</td>
</tr>
<tr>
<td>Phase 4</td>
<td>Prospective screening</td>
<td>Extent and characteristics of disease detected by the test and the false referral rate are defined</td>
</tr>
<tr>
<td>Phase 5</td>
<td>Cancer control</td>
<td>Impact of screening on reducing the burden of disease on the population is quantified</td>
</tr>
</tbody>
</table>

Developed from (31).

The REMARK guidelines appear to be most relevant to phase 2 and 3 biomarker studies. In these phases the receiver operating characteristic (ROC) curve can be used to estimate the ability of a continuous biomarker to predict or classify the patients who are likely and those who are not likely to have the outcome. Although the ROC analysis applies only to step 11 of the 20 REMARK steps, it is nonetheless an important and increasingly appreciated tool for the accuracy assessment in biomarker research. Importantly, when investigating biomarkers that are used directly for early detection (i.e. colorectal cancer screening) a low false-positive rate is required. One might also be interested in either biomarkers for possible cancer precursors (e.g., adenomas) or those that would be used in conjunction with a more invasive test (such as colonoscopy). In these other situations, one would often be interested in a different part of the ROC curve (e.g., higher false- and true-positive rates).

ROC and role in predictive/prognostic time-to-event analyses

Diagnostic and prognostic or predictive models serve different purposes. Whereas diagnostic models are usually used for classification, prognostic models incorporate the dimension of time, adding a stochastic element. Although it is useful for classification, evaluation of prognostic models should not rely solely on the ROC curve, but should assess both discrimination and calibration for which criticisms, and
In assessing predictive and prognostic models one should acknowledge that the time-to-event is the actual object under analysis – it is thus a surrogate for the actual event (e.g. mortality) and should be interpreted cautiously. In particular this holds true for the situation when many patients are censored to the actual outcome. In fact, ROC analysis methods are not well developed for the analysis of censored time data, and specific statistical considerations may be necessary to adjust for confounding factors in this setting. For example, it is known that PSA tend to rise with age, and thus the predictive/prognostic capacity with any cut-off will be influenced by the time from testing to outcome, if not taken into consideration. As an example used by Pepe et al the ROC curve and cut-offs for PSA sampled at 1, 2, 4, and 8 years prior to the diagnosis of prostate cancer may yield very different results as the time effect influence on biology and thus the obtained test data. Although the ROC analysis does not require longitudinal data, Pepe et al suggest that a series of biomarker values over time from a relatively small number of subjects are preferable to more subjects contributing fewer measurements each. The longitudinal data will allow assessment of within-subject variability and more powerful comparisons of time-specific ROC curves, thereby providing better statistical evaluation of time trends in the ability to discriminate between control subjects and case subjects. Recently, our group demonstrated the value for serial CEA measurements in assessing the diagnostic accuracy on colorectal cancer recurrence detection in a systematic surveillance after surgery. The diagnostic accuracy of CEA was influenced by the chosen cut-off value, and a threefold increase in CEA over time (“slope of increase”) indicated recurrent disease just as well, or better, than the absolute value within or outside the normal range.

Tools that ROC

Most statistical programs (i.e SPSS Inc, Chicago, USA) provide some sort of ROC curve analysis, albeit with different degrees of values and analytical tools available. One study evaluated eight programs running under Windows (AccuROC, Analyse-It, CMDT, GraphROC, MedCalc, mROC, ROCKIT, and SPSS) finding strengths and weaknesses in most. Up-dated and improved versions have since been provided for some of the programmes, such as MedCalc™. An anaesthetist website (“The magnificent ROC” at http://www.anaesthetist.com/mmm/stats/roc/Findex.htm) provides a “virtual tour” for hands-on experience by manipulating cut-offs and test distributions and direct visualisation of the effects in the ROC curve.

While this article deals with the principle of evaluating the accuracy of a single diagnostic test for a binary outcome summarized by the AUC, more sophisticated tools are developed for ROC assessment for complex situations including microarray data or mass spectrometry involving multiple markers, and sample size estimations (cases to controls). The use of ROC curve analysis, as any other method, may be subject to bias, but will more likely help in reducing the chance for overfitting in choosing appropriate thresholds when investigating new biomarkers.

Conclusion
With the appropriate use of ROC curves, investigators of biomarkers can improve their research and presentation of results. ROC curves help identify the most appropriate classification rules. ROC curves avoid confounding resulting from varying thresholds with subjective ratings. The ROC curve results should always be put in perspective, because a good classifier does not guarantee the eventual clinical outcome, in particular for time-dependant events in screening, prediction, and/or prognosis studies where particular statistical precautions and methods are needed.\(^2\) In the end, such information may be most efficiently and reliably derived from randomized controlled trials.
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Figure legends

**Figure 1 A and B.** In A) is depicted a “good” discriminatory test with fairly “perfect” discriminatory ability between the diseased and the healthy population. The two populations show little overlap in test spectrum, which also contributes to good discriminatory ability of the test. In B) is depicted a “real life” situation where the populations show considerable overlap in test spectrum causing a reduced discriminatory ability of the given marker. The sensitivity may be improved at the cost of specificity by changing the cut-off for the test, and vice versa.

TP denotes true positives, TN true negatives; FN false negatives; FP false positives.

**Figure 2.** Illustration of ROC curves. Three plots and their respective “area under the curve” (AUC) are given. The diagnostic accuracy of marker C (red) is better than that of B and A, as the AUC of C>B>A. Cross (“x”) marks point of best cut-off for the biomarker.
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