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ABSTRACT

Texture mapping has traditionally played a key rioleeal-time 3D computer graphics, where it isduss the
primary means for adding realism to the scene. romable Graphics Processor Units (GPUs) allowrtiecies
which utilize textures as a generic look-up reseutbereby allowing textures to represent non-vigufarmation
about the database area, such as spectral dataltgtlenwave bands, thermal data, normal displacemeaps for
improved terrain shading, digital elevation maps tlee terrain shape, or material-encoded maps &armetric
approaches to providing dense organic scene content

For large area visual simulations, the total amadfimaster information for a database typicallydaceeds available
computer and video memory. Therefore, the imageemgdor subsystem faces a substantial data managemen
problem where it has to provide and combine hetamegus resources (textures containing variousfdataats) to
achieve the desired image quality and real-timdopmiance characteristics. The data managementaising)
aspect of large-area coverage is equally importéhe approach should be inherently efficient toreds the
challenges of modern combat training, where sonetimnly a limited bandwidth is available for on-dem
database streaming.

The paper presents a novel approach, called Viftegture, that addresses the challenges of utlihige amounts
of raster data on the programmable graphics pipelihe Virtual Texture formulation satisfies the kequirements
of managing the data at deterministic real-timenfarates, while at the same time behaving asweie a regular
texture available on any texturing unit. The latapect of the formulation makes it possible tdizaetimultiple
Virtual Textures in the context of any GPU-basechtgque or a specific vendor extension (such assSd#tail
texture), thereby significantly expanding its apation domain. The paper includes examples of igales where
Virtual Texture has been used successfully to asdsamulation demands.
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INTRODUCTION 1125000 x 875000 pixels. At 3 bytes per pixel,
covering the entire area with high resolution imgge
Texture mapping has traditionally played a key riole would require nearly 3 terabytes of data. Further,
real-time 3D computer graphics, where it is usethas advanced rendering techniques could require faremor
primary means for adding realism to the scenethan 3 bytes per pixel of data. There is no graphic
Techniques and approaches that utilize texture mgpp hardware that can satisfy such exorbitant memory
evolve with innovations in 3D graphics hardwareeTh requirements. Therefore, the image generator stdmays
fixed OpenGL rendering pipeline is being replacgd b faces a substantial data management problem where i
the programmable pipeline using vertex and fragmenhas to provide and combine heterogeneous resources
shaders. The programmable graphics pipelindtextures containing various data formats) to aghtbe
revolutionized the world of real-time 3D graphicg b desired image quality and real-time performance
introducing unprecedented flexibility in utilizatioof = characteristics. The data management (streaming)
graphics resources. Programmable Graphics Processaspect of large-area coverage is equally imporiEime.
Units (GPUSs) allow techniques which utilize textuges  approach should be inherently efficient and scaldbl
a generic look-up resource, thereby allowing teedup  address the challenges of modern combat training,
represent non-visual information about the databasehere sometimes only a limited bandwidth is avadab
area, such as spectral data at multiple wave band&r on-demand database streaming.
thermal data, normal displacement maps for improved
terrain shading, digital elevation maps for theder The data paging is essentially a two-stage prottess
shape, or material-encoded maps for parametrimvolves paging from disk to RAM first, and movittge
approaches to providing dense organic scene content data from RAM to video memory second. Recent
advances in the development of faster AGP and PCI
Many of today’s advanced rendering techniques requi Express transfer buses make commodity PC hardware
multiple channels of raster data. These techniga@s capable of the desired data throughput. As a result
be applied through shaders and multi-texture stages producing compelling image quality and a highly
models and small terrain areas using traditionalynamic scene content at real-time frame ratesgusin
modeling tools. However, when the area of simufatio huge textures is a reality, providing that thereais
becomes large, the raster resources must be matmgedsoftware solution that offers an efficient run-time
take maximum advantage of hardware resources tmanagement of the image resources.
achieve the best quality and performance combinatio
appropriate for the scenario. PREVIOUSWORK

M otivation Techniques for dealing with huge textures rangenfro
subdividing the texture into smaller tiles that dam
Texture mapping has always been a very demandindirectly supported by the graphics hardware torofte
resource requiring significant amounts of mainspecialized low-level graphics hardware and higkelle
computer memory (RAM) and video (texture) memory.system software such as clip-mapping (Tanner, Mjgda
Simulations that involve visualization of large @ladse and Jones, 1998). Both ends of the solution spmctru
areas, such as flight simulators, are especialthave advantages and limitations. The texture tiling
challenging in this respect. For large area visuabpproach is cost-effective because it can be
simulations, the total amount of raster informationa  implemented on commodity graphics hardware. The
database typically far exceeds available computer a approach inherently provides good paging granylarit
video memory. For instance, a typical databas@des and deterministic image quality. However, it also
for a high to medium altitude range flight simulato presents significant challenges. First, the tilpgroach
might have a coverage of 900 by 700 kilometersemi-g requires that geometric primitives must not crdss t
specific satellite imagery at 0.8 meters per pix€he texture tile boundaries when using the fixed OpenGL
corresponding texture dimensions are on the ordler gipeline. With a typical maximum hardware-supported
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texture size of 4096 x 4096 texels, the limitationwith a minimal amount of database modifications.

translates into  stringent geometry
requirements that add an extra level of completdgty
the database design.

tessellationTherefore,

the Virtual Texture and clip-mapping

formulations share many fundamentals. Clip-mapjBng
Second, the tiling approacpatented technology of SGI (Migdal, et al., 1995).

complicates the Level Of Detail (LOD) managementVirtual Texture's emulation of clip-mapping behavio

both at the geometry and the texture levels, wheran
produce visually distracting popping artifacts. rohithe

on the PC platform is patented technology of MG
Paradigm (Ephanov, 2000). It should be noted that t

approach tends to be sub-optimal from the run-timgpatented implementation is limited to the fixed 6@pé&
state management perspective, where renderingyie sin pipeline only with a single texture per level of

frame may require a significant number of texturelb,
introducing a considerable
penalty. Finally, the approach requires that theure

resolution. The ideas in this paper present comtgu
run-time performanceinnovation based on previous work to take full
advantage of the programmable nature of modern

tiles are assigned to the geometric primitives het t graphics hardware.

database design level, therefore implicitly makthg

overall run-time texture budget dependent on the THE VIRTUAL TEXTURE FORMULATION

database design and the LOD management scheme.

This aspect of the tiling solution makes the textur The main objective of Virtual Texture is to manage
budget planning and performance tuning particularlylarge amounts of raster data while providing datthe
complicated. It also makes it impossible to add newGPU as a set of textures.

techniques such as bump mapping onto an existing
terrain without regenerating the database.

The clip-mapping approach (Tanner, Migdal, and §pne 1.
1998) has been de facto the preferred solutiotafge
area database visualizations on Silicon Graphi&)(S
workstations. It produces high quality images ial+e
time from very large textures using relatively lditt
texture memory. The approach greatly relaxes the
geometry tessellation limitation of the tiling appch.
From the end-user perspective, the major disadganta
of clip-mapping is that it is only available on elected

set of SGI workstations. The inability to utilizaig
approach on commodity PC hardware makes i@.
inflexible and cost-prohibitive. Clip-mapping hagher
downsides as well. Fundamental limitations of the
hardware can manifest themselves under certaifi.
conditions as distracting visual artifacts such tlas
“jello” and “wobble” effects. These effects appess
tears in the imagery or temporal image shifting thue
numerical precision issues and clipping of large
polygons. Additionally, clip-mapping can not be
combined with other texture extensions (such as SGI
detail texture) or modern shader-based texturing
techniques, thereby making this solution less eitra
from the image quality perspective by today's4.
standards.

The Virtual Texture (VT) approach presented in this
paper falls in between the tiling texture and clip-5.
mapping approaches. Virtual Texture started as a
research project to provide the customers thetwplidi
migrate their clip-map databases to the PC platform
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The Design Requirements

Virtual Texture must act as though it were a regula
texture as much as possible. From the database
modeling perspective, one should be able to apply
VT onto geometric primitives, where texture
coordinates of the vertexes should be assigned the
same way as if mapping a regular, albeit huge,
texture. Therefore, the texture coordinates are
assumed to be within the [0,1] range for the entire
area covered by the texture, usually the entire
database.

It must be possible to use Virtual Texture in
combination with advanced rendering techniques
often utilizing vertex and fragment shaders.

It must be possible to combine multiple Virtual
Textures for rendering in a single pass, therefore
making Virtual Texture multi-texture friendly. A
variety of rendering techniques use multi-texturing
effectively for improving the overall image quality
For instance, an advanced shading technique such
as DOT3 bump-mapping can be extended to work
with two Virtual Textures representing a color map
and a normal displacement map respectively.

At a minimum, the implementation must only
require capabilities that are available in OpenGL
1.2. This requirement makes Virtual Texture cross-
platform and cost-effective.

The implementation must meet high-performance
real-time requirements, such as a stable frame rate
of 60Hz or above, single-pass terrain rendering,
and a data throughput that is capable of sustaining
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fast observer motion at Mach 1 or higher. requirements. Tiles that comprise a level are of

Minimizing the number of texture applies per frame equal square dimension. The tile dimension can be

and throttling of sub-loading are required. set individually for each level. Such multi-tile
6. The Virtual Texture formulation must be flexible to formulation allows for significant configuration

allow for data to be stored or streamed from many flexibility, where the user can trade off memorgan
different formats and image file sizes. All of the texture budgets for image quality.

Virtual Texture concepts discussed in this paper ar

independent of how the raster information is storedBased on the level definition presented aboveuget

on disk. discuss what we should expect visually. For sinitylic
let us assume that all levels are identical in seofnthe
Levelsof Virtual Texture Resolution tile configuration and share the same paging center

location. Visually, the levels of resolution shouieate
We begin this section with an obvious realizatioattf = a set of concentric square enclosures of the image
the texture is huge, we can't utilize all the imatgga  resolutions. The most inner enclosure should pteken
for rendering at once — at least not at real-tinlenE  imagery at the highest resolution, while each hextl
rates. This is beyond the memory and the throughpulrops the resolution by half. The concept of lewafls
capacities of modern hardware. At the same time, weesolution is demonstrated on Figure 1, wheredhel$
don’t need to display all the imagery at once beseave  of resolution are color-coded on the right image fo
typically see only a limited portion of the totatdbase better illustration.
area. Additionally, the display technology offers
resolutions that are either on a par or smallen tthe ;
maximum hardware supported texture size. Thereforgiigs
in reality, we need to define and visualize a hight
resolution inset of the entire Virtual Texture. Thigh
resolution inset is a dynamic subset of the imaaja,d
whose content changes during run-time depending o
the application's visualization needs.

The inset is represented by an array of levelsidtisl
Texture resolution (we will also refer to them astival
Texture levels or just levels). At runtime, the geay
within each level is defined by the following fato

Figurel. Levelsof Resolution of Virtual Texture

1. The resolution of the image data that the level isThe choice to down sample each level by a facta ief

composed of. By convention, level 0 is considerec{nonvated by the idea of texture mip-mapping, wheere

. : o . exture together with its mip-map levels can be
to have the highest resolution, which is consisten . . . :
. . . epresented as a resolution pyramid (Neider, Dawid,
with traditional texture mapping. Each subsequen

level represents image data at half the resolution. 0a, 2005). In the mip-map formulation, startingw

2. The location of the paging center. The pagingithe highest resolution, each lower level represéms

) . image using half as many texels in each direction.
center is the center of the current area of inteles L2 . - .
L . . Texture filtering algorithms utilize mip-maps to
can be coincident with the observer or positiorted a_ .. . . ) . o .
minimize visually distracting texture aliasing fatits.

an arbitrary location in the scene. The pagingFrom this perspective, Virtual Texture can be

center can be set individually for each level Ofrepresented as a gigantic inverted pyramid, whisee t

resolution tq _reduce paging dependency among thgase of the pyramid is the image data at the highes
levels to facilitate management of sparse datasets. . . .
resolution, while each next mip-map level represéme

3. The level conflguratlpn which con.S|st.s of a Square|mage data at half the resolution. Notice also that
n x n array of level tiles. A level tile is basiyah

texture, although, in the current implementation,dont specify how the image data is stored on ditle

the texture is double-buffered for the reasons tha}/Irtual Texture formulation is decoupled from the

i . : specifics of data storage assuming that there is an
we will discuss later. The dimension n can be . ; . .
S algorithm to retrieve a given area of resolutionother
chosen individually for each level based on the

database design and the image quality

2006 Paper No. 2509 Page 4 of 12



ey
.4;:
/T Interservice/Industry Training, Simulation, and Edtion Conference (I/ITSEC) 2006

MultiGen-Paradigm
VISUALIZE REALITY

words, there is no direct mapping between imagss fil This application provides functionality that is d&n to

on disk and VT level tiles. the clip-mapping approach (Tanner, Migdal, and 8pne
1998). In this context, Virtual Texture is usededity

Figure 2 presents a schematic view of Virtual Textu as a color map for texturing. It should be notedt th

The top left image represents the entire Virtuattliee  applying extremely large high resolution raster a@o

mip-map pyramid. Each green line is a level ofrthip-  relatively small geographical area also falls iriis

map pyramid viewed “edge-on.” The image at toptrig category. It is the amount of raster data that irequ

is a visualization of a single mip-map level aswgd  Virtual Texture, not the spatial dimensions of Hrea

from the “top-down.” The level of the mip-map per se.

pyramid is now a green square. Also shown are the

paging center and the high-resolution inset. Thagen Dynamic Terrain Bump Lighting

at the bottom left corner shows the high-resolutitset

which is configured as a 2x2 array of level tilEmally, = Another popular application of texturing is simidat

the bottom right image shows the four level tiles a of per-pixel lighting using a bump or normal map

textures with their own mip-map pyramids. (Kilgard, 2000). The technique significantly impes/
image quality by making the terrain shading lookreno
1) Wirtual Texture and its 2) A Virtual Texture natural and realistic. The classic variant of themp
mipmap levels on disk mipmap level

mapping technique requires two textures — a colap m
and a bump map. The bump map provides local normal
variation on the surface of the object in “tanggpdace.”
Tangent space is defined by a set of vectors whigke
Ll up a basis for each face of the object. This sgeofors
4) Level Tiles with is typically pre-computed and store_d in a texture
ripmaps coordinate for each vertex of the object. The terra
being a static object, presents a special simpse,c

Highi-resolution inset,
W T level of resolution

3) Virtual Texture
Lewel of resolution

- Level Ties = = where the world (scene) space can be used as the
= i | s tangent space for each vertex, thereby eliminattiy
A = —al— need for otherwise complex tangent space compatatio
= = Rather than a bump map, which perturbs local namal
) o ) a “normal map” which encodes the surface normals in
Figure2. A Schematic View of Virtual Texture world-space directly can be used.

EXAMPLESOF VIRTUAL TEXTURE

Both the color and normal maps are very large raste
TECHNIQUES

data sets. Therefore, application of bump-mappmng t
the terrain requires two Virtual Textures. Inteirggly

AS, it was stqted in the prgvious section, the pyma enough, the two VTs do not need to represent data a
objective of Virtual Texture is to manage large ams the same resolution. The normal displacement map is

of ralster data while prowd]lcng the data to ;he Gila typically provided at a much lower resolution thie
regular texture or a set of textures. Such an ampro color map while still producing acceptable image

makes it possible to utilize Virtual Texture withet quality. The normal map can be derived by the deab

majority  of GRU-based rendering technlqugs tha‘i:]eneration tools from the available digital elewatdata
already work with regular textures. The ability of J 4 o nanced using fractal-based techniques.
Virtual Texture to manage extremely large rastdada

sets significantly expands the application domdithe

hni in th £l datab It should also be noted that time of day generally
GPU techniques In the context of large area da )3S advances very slowly in simulations. It is possibd

In this s_ection, we present e-xamples of GPU tealesq compute terrain lighting given information such as
and their benefits when applied to large area dadh |, map and normal map during the loading of it

Texture levels so that lighting is computed at Itiage
rather than on the GPU. The advantages of loathiag
normal map into the GPU are dynamic, continuoug tim

The most baSiF. application_ of _Virtual Texture _is 10 of day without having to re-compute all of the ledd
apply geo-specific (i.e. satellite) imagery to teerain. Virtual Texture, and the ability to include theesffs of

Basic Color Imagery
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local light sources such as headlights and segfakli materials to fill in all levels, the materials datan be
with high quality lighting on the illuminated tema converted to in-band data that is analog in naforea
particular sensor. This results in better filteriagcess
Detail Texture to additional source data besides just materiatsem

accurate simulation, better image quality, and
Virtual texture can also be combined with rastetada consistency across image levels.
that is not “virtual” in nature. The term “deta@xture”
typically applies to a variety of techniques thiaive to  For infrared simulation, converting materials tatist
improve image quality in the areas where high-radiance as sensed by an infrared camera is thgesim
resolution imagery is unavailable by adding arfiaidi form of sensor simulation. It results in a statioe of
noise pattern - the “detail’. Regardless of theday scene. When using static radiance, simulating a
implementation details, detail texture approachesirm  different time of day would require building an ieslty
principle compatible with Virtual Texture due tcsit separate Virtual Texture for each time of day sated.
formulation. A Virtual Texture essentially behavesa  Alternatively, thermal data and properties such as
single texture to the user, leaving other textunésu material reflectance and/or emittance in the wamdba
available for advanced rendering techniques. of the sensor can be encoded into a Virtual Textore
allow for dynamic time of day for both emitted and
The implementation of detail texture varies depegdi reflected energy. MultiGen-Paradigm’s proprieta2y |
on the approach and the graphics hardware. Thsensor texture format contains indexed thermal data
extension (GL_DETAIL_TEXTURE_2D_SGIS) is which texture filters, mip-maps, and compresses.
used on platforms where it is supported. A multitee  Virtual Texture feeds this raster data to the GRiicty
based approach is used to simulate similar funalipn  computes at-aperture radiance for the sensor.
on other platforms. A more sophisticated approach,
called “hyper texture,” is also possible in thisntext Modern GPUs operate with floating-point precisidn a
that utilizes a set of detail textures and combithesn  extremely high frame-rates, making the PC an ideal
progressively with mip-map levels of the base texto  platform for large-area sensor simulation. Virtual
simulate the desired effect (MultiGen-Paradigm,800 Texture allows for geo-specific simulation of largea
Additionally, texture blending can be used effeeljv  datasets in any wavelength. Further, the GPU makes
combine multiple detail textures producing a ndtyra continuous time of day possible at extremely higimie
looking pattern (Nuydens, 2002). rates, allowing these techniques to meet real-world
training requirements using only a single GPU.
Sensor Simulation
Dynamic Terrain using Elevation Rasters
Night vision goggles, infrared cameras, varioueypf
radar, and many other devices require data outhigle Elevation data is readily available, and is oftsediin
range of the visible spectrum for a proper simatati constructing a polygonal representation of theatarr
Reflectance or emittance in a particular wavebandThis high quality terrain elevation data could &zt be
thermal information, and radar backscattering prigee ~ converted into a Virtual Texture and the GPU used t
may be required depending on the type of devicenodify the positions a static terrain skin to mathb
simulated. A Virtual Texture is typically built fagach  elevation data. While the details of these techesgean
type of sensor being simulated. be found in other papers (Losasso and Hoppe, 2004),
the Virtual Texture implementation makes management
The material make-up of every pixel in the colortial  of the elevation data efficient and configurable.
Texture is often used to derive properties for sens
simulation. There are many difficulties inherit in Horizon Mapping for Terrain Self-Shadowing
material classification of geo-specific imagery,etirer
performing classification with a single materialrpe In addition to normal maps and elevation maps,zoori
pixel or multiple materials and mixes per-pixel maps can be used to compute shadowing of thererrai
(Davidson, 2006). Further, material rasters arexed from the sun or moon. A horizon map stores andias t
formats by their very nature, meaning that theynctn can be used to determine whether a point on thaiter
be filtered as continuous data. Rather than bugldin surface is in shadow for a particular incident aghmal
material Virtual Texture, which requires filterihe  light direction (Max, 1988). Two solar elevationgées,

2006 Paper No. 2509 Page 6 of 12



ey
.4;:
/T Interservice/Industry Training, Simulation, and Edtion Conference (I/ITSEC) 2006

MultiGen-Paradigm
VISUALIZE REALITY
one in the East azimuthal direction and one toMest, non-color rasters because the compression algorithm
are sufficient to compute solar terrain shadowingia-  makes assumptions, such as putting emphasis on the
time in the GPU. The angles stored in the horizap m green channel, that simplify color compression Wwhic
represent the east and west “horizons” for eacfaser may not be appropriate for other types of data (MSD
point on the terrain. 2006). There are also hardware supported compressi
techniques specifically formulated for normal map
As with bump mapping, this data can be interpreted compression (ATI, 2003). Unfortunately, compression
load-time to create a static lighting texture féret techniques used for color or normals may still het
terrain, or lighting and shadowing can be computedappropriate for other types of raster data supptigd
dynamically on the GPU. Virtual Texture to the GPU.

[llumination Mapsfor Night Simulation THE INTERNAL ALGORITHMS

An unlimited number of city lights and light poadan  In this section, we examine Virtual Texture algamits.
be “baked-in” to a texture for use at night. Ratt@sed We also discuss limitations of the fixed OpenGL
approaches for light pools allow for pre-computedpipeline, ways to resolve them using the prograntenab
shadowing, colored light sources, and large numbgrs pipeline, and possible image quality issues produse
individual light pools scattered along roadways] are  Virtual Texture.
far more efficient than geometry-based lighting aof
night scene. Geo-specific night scene illuminatiam  The Texture Coordinate Transformation Algorithm
be efficiently implemented with a Virtual Texture.

The texture coordinate transformation algorithmats
Challengesin Using Color Texturesfor Other Data the core of the Virtual Texture mathematical engine

The primary objective of the algorithm is to guaesn
These examples of Virtual Texture techniques st t that texels from a given level of resolution arglaa
there are many types of raster data that can bee madorrectly to underlying geometry objects producing
available to the GPU. Unfortunately, each individua consistent visual results across the levels. Fnomv
texture is limited to the 4 color components — red,on, we define a geometry object as a set of cobesiv
green, blue, and alpha (RGBA). Virtual texture east geometric primitives, such as triangle strips oadgy
datasets with the same coverage and resolutiorbean that is used as a building block for constructidrihe
combined into a single texture for faster lookuplang  database hierarchy. The algorithm works entirelthi
as 4 or fewer components are required. Otherwiseagexture coordinate space of the database. The eludic
additional texture stages must be used. More datihe texture coordinate space decouples the Virtual
requires more video memory consumption and possiblfexture formulation from the world space (i.e.
more texture look-ups per fragment which can impacCartesian XYZ).
performance.

The texture coordinate transformation algorithm
Because terrain is often viewed at oblique anglegomputes a texture coordinate transformation tkat i
towards the horizon, mip-mapping is almost alwaysunique for each level tile (and, therefore, for keac
required for Virtual Texture. Further, filtering sbme  texture object representing the tile). The tramsfaion
type is required to build a Virtual Texture dataaeall.  is a combination of scaling and translation. Themefit
Mip-mapping and texture filtering can be problemati is a linear transformation that can be applied aia
for non-color rasters such as indexed materials antbxture matrix. The latter makes it possible to
normal maps. One solution, as mentioned in théaect implement Virtual Texture within the constraintsthé
on sensor techniques, is to convert from an indexefixed OpenGL pipeline (no shaders), although with
format into an analog format. Materials data issoft certain limitations that we will discuss later.
converted to some analog data relevant to the senso
simulation. However, even when using analog data imhe texture transformation represents a conversion
the red, green, blue, and alpha channels, care Ipeust between two texture spaces. The first texture spmce
taken in the filtering settings and compressionthe database texture coordinate space. The (xwrée
characteristics chosen. For example, hardwareoordinates of geometric primitives are given lis t
supported DDS compression can be problematic fospace. The coordinates could be used (hypothsiicall
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to sample into Virtual Texture at the highest leeél In this section, we discuss an algorithm that is th
resolution (the top of the pyramid on Figure 2,dp&m  foundation for the Virtual Texture rendering flowhe
1). The second texture space is associated witletleé  algorithm determines which level tiles to apply do
tile texture (Figure 2, Diagram 4). We assign thpital geometry object. The selection logic is defined by
letters (U,V) to this space. The derivation is iileal  restrictions imposed by the following two factork)
for both texture coordinates, therefore it is pnésdé  programmability of the graphics pipeline and 2)-run
only for the u coordinate. We model the transfofamat time performance considerations. These two factlse
as linear with the scaling coefficiersicale and the have a tremendous influence on the final imageityual

translation terntransas follows: produced by Virtual Texture. First, we consider a
variation of the algorithm that can be used wite th
U = scale* u +trans (1) fixed OpenGL pipeline. Next, we extend the algarith

to take advantage of the pipeline programmabiligy v

The unknown coefficientscaleandtrans are computed vertex and fragment shaders.

by solving a system of linear equations that waveer
from equation 1 by substituting two pairs of known
matching values for the texture coordinate as Vasto

TheLevel Tile Selection Algorithm

The main objective of the level tile selection altom

is to assign tile textures to a geometry object for
rendering. The output of the algorithm effectively
0.5 = scale* u,, +trans @ defines the visual result of applying Virtual Tenduto

0 =scale* u, +trans the underlying geometry objects that represent the
database. The input to the selection algorithm is a
texture coordinate bounding box that is definedefach
geometry in the database texture coordinate sdwe.
box is aligned with the texture coordinate axese Th
level tile selection algorithm utilizes the axidgaked

« ~evel]) | 4 3) bounding boxes (AABB) for efficient resolution ael

ile ™ 2 /dim,, tiles as described below.

where, thauy, value is a position of the level tile center.
Theu, value is a position of the lower left corner of th
tile that is computed as:

ulc = uctr _dlm
The dime variable is the level tile dimensiokevelis  First, we define AABB in texture coordinate spaoce f
the level number that the tile represents, dinaj; is the each level of resolution of Virtual Texture. Thexkis a

Virtual Texture dimension. The textures are assutoed Union of the corresponding boxes of the level tifesr
be powers of two, therefore we can express theiﬁaCh tile, the center of the box is located atcilmeent

dimensions via the Corresponding exponents: tile center, while its extents are defined by thetval
Texture dimension in texeldim, the level tile
U =u. — 2iletleveri-vy (4) dimensiondime,e and the level numbéevelas follows:
lc — “etr
— _ * Ai * nlevel H
Solving Equation 2 for the unknowns, we obtain the Unin = (Ug = 05* dimyg,* 277) /dim,, (6)
i on- — H level H
texture coordinate transformation: Upey = (U, +05* dim > 2°°) /dim,,
— o(vt-level-tile) __ ~(vt-level-tile) . ) ) )
U =20 xu+ (05-2"7" *uy, ) Notice that Virtual Texture levels and tiles inttma a

V= Utevertie) x4 (05 — 20tevertie) ey ) hierarchy of axis aligned bounding boxes in texture
coordinate space. The hierarchy is also used toowep
the run-time efficiency of the level tile selection
algorithm by culling level's AABB against geomesry'
AABB as described below.

For each geometry object, the algorithm iteratesr ov
the Virtual Texture levels, starting with the level
highest resolution. For each level, the algorithm
compares texture coordinate bounding boxes of the
geometry object and the level to cull out levelst tho

Equation 5 can be used directly to form texture
coordinate transformation matrix for a tile givéa
level numbetevel location of the tile centeug,Vey),

the tile texture dimension expondii¢, and the Virtual
Texture dimension exponevit

Applying Level Tile Texturesto Geometries
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not overlap with the geometry. The algorithm workscenter moves continuously. One solution to work

differently from this point on, depending on whetllee  around the limitation is to make the Virtual Textur

rendering is done using the fixed OpenGL pipeline o paging center hop from geometry to geometry, tloeeef

shaders. increasing the chances of geometry coverage by leve

tiles.

In the case of the fixed OpenGL pipeline, the dthor

searches for a level with a bounding box thatPositioning of the Virtual Texture paging centesyd a

completely covers the geometry box. Once such &l lev key role in achieving the desired image qualitgure 3

is found, the iteration proceeds over the levedstil illustrates how the center positioning strategy is

searching for a tile that completely covers thengetoy  primarily driven by the limitations of the pipeline

bounding box. If such tile is found, the searctpstdhe

algorithm assigns the tile texture and the corradpg T - lovel Untoxuresseerdinatsounding ook

texture matrix (see equation 5) to the geometreabj = - geometry object texture coordinate hounding box

for rendering. Otherwise, the algorithm continuke t

iteration to the next lower-resolution level in g#aof a

level tile that provides complete coverage of the

includes a level that covers the entire database avi .

W W

geometry object. Notice that Virtual Texture always

single tile (texture), although at a very low resian. 5 U 4l u

Therefore, every geometry object is always guagghte ) Texure cannot be b} Tesure can be ¢y Mene of the 4

to be assigned a texture and a texture matrix. pples Weled Tesearhe
o _ o Figure 3. Limitations of the Fixed Function Pipeline

Limitations of the Fixed OpenGL Pipeline in Texture Coordinate Space

The fixed OpenGL pipeline presents significant

limitations in the context of Virtual Texture remaw. Diagram (a) represents a case where the level tile
The most important limitation is that a tile texduras to  texture coordinate bounding box does not cover the
cover the underlying geometry object completelyhi@  geometry box completely. The tile texture can net b
texture coordinate space to be applied to it. Tisis zpplied in this case. Diagram (b) demonstrates that
primarily due to OpenGL's handling of texture gligning the tile center with the geometry makes th
coordinate wrapping. Standard OpenGL pipeline sffer texture application possible, therefore emphasiziveg
several texture wrapping modes. The GL_REPEAT angmportance of the center positioning. Diagram (c)
GL_MIRRORED_REPEAT_ARB are not acceptable represents a case where a level of resolution is
because they repeat texels outside the [0,1] rafige. configured as a 2x2 array of tiles. The four testtiles
non-wrapping modes, such as GL_CLAMP, combined completely cover the geometry bounding
GL_CLAMP_TO_EDGE and pox. However, each tile individually does not.
GL_CLAMP_TO_BORDER end up smearing the Therefore, none of the tiles can be applied to the
bordering texels or border color, therefore prodgci geometry. A lower resolution level tile which

unacceptable results as well. We need a mode wheg@mpletely covers the geometry would have to be
sampling into a texture stops once the extrapolatedhosen in this context.

texture coordinate goes beyond the [0,1] ranges(it
assumed that the texture transformation as deskiibe | jmijtations of the fixed OpenGL pipeline visually

section 3.1 has already been applied). Unfortupatel manifest themselves as noticeable transitions ketwe
this result is very difficult to achieve efficieptvith the  the |evels of resolution that follow the database
fixed OpenGL pipeline. There is no multi-textured80  tessellation because they take place at the gepmetr
to cut-in a high-resolution inset over a base ®XtAs  porders. A transition from higher to lower level of
a result, Virtual Texture can not be implementedaas virtyal Texture resolution when crossing the geasnet
continuously moving set of levels of resolution ttha porder can often jump more than one level of
utilizes a toroidal texture mapping scheme intr@tlic yesolution. Texels on one side of the geometry dord

by clip-mapping (Tanner, Migdal, and Jones, 1998). |l appear blurrier because they represent a Ideses|
tile texture can only be applied to the geometrieab  of resolution.

when it covers the object completely, which is tia
case for the majority of paging center positionshif
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Applying Level Tile Texturesusing Shaders the image quality with an advanced rendering teseni

Shaders and additional multi-texture stages cansbd that requires multiple textures for passing theitaatthal
to improve border conditions between Virtual Tegtur data.
levels because the programmable pipeline givedels t
ability to combine multiple level tiles on a geonyet The run-time rendering performance is also a cancer
object in a single rendering pass. We can achiev&@he majority of work is done by the fragment shader
superior image quality, while significantly relaginhe  Therefore, the overall rendering performance is
geometry tessellation requirements. The basicigléa dependent on the complexity and efficiency of the
combine multiple tile textures using a fragmentdgra shader code, where the complexity increases wigh th
where a tile is chosen for rendering if it overldhe  number of utilized texture stages. From this pestpe,
geometry object in the texture coordinate spacee Thdatabase designs and Virtual Texture center positp
advantage is that geometry does not need to bstrategies that facilitate application of fewer ttez
tessellated, or broken into separate objects tydpgh  stages on the fragment shader should be preferred
resolution Virtual Texture levels. The disadvantage because they produce better run-time performance.
that more multi-texture stages are required. Thalsh
combines multiple tile textures for rendering based Finally, geometry tessellation presents a rendering
the interpolated texture coordinate for each textur performance concern from the perspective of moving
stage. Starting with the stage that contains tighdst the primitives to the pipeline. Many researchersebe
resolution, the shader samples into the texturdewhi that the total number of rendered polygons is &fsa
masking the result based on the sampling resultdé performance issue on modern hardware platforms
previous stages as follows: texture stages for lwthie  (Losasso and Hoppe, 2004), making many terrain
coordinates fall outside the [0,1] range are maskeéd- design approaches that strive to minimize the total
this is the desired texture clamping behavior thas  number of polygons somewhat obsolete. Vertex buffer
missing in the fixed OpenGL pipeline. At the sameobjects (VBO) offer a very efficient means for
time, the shader masks lower resolution texturemfr providing the vertex data to the pipeline. Proper
being applied if and only if a higher resolutioxttee  batching of the primitives becomes the key to teth
has already been sampled successfully for the eagm transfers, where smaller batch sizes are typidakg

efficient. However, the tessellation requirements
The shader case introduces more variation into themposed by Virtual Texture oppose batches of large
level-tile selection algorithm. The key differensethat  sizes, especially at the high level of resolution.
the algorithm is allowed to associate more thantdee Therefore, one needs to find a compromise betwesn t
texture with the geometry object. The maximum numbedatabase design and the vertex transfer approath th
of available texture stages is specified by the wsthin ~ would allow for the optimal performance to image
the hardware limitations. The key requirement foe t quality ratio.
selection algorithm is to guarantee that in the tred
geometry object is completely covered (in textureDouble Buffering
coordinate space) by a set of selected tile testure

Each level tile is associated with two texture otge-
Limitations of Applying Level Tile Textures using  one for data update and one for visualization. e
Shaders textures swap when the data update is complete. The
The shader-based implementation is subject to actual image data that is represented by the &xtur
limitation by the number of available texture stagéis  depends on the level number and on the currentiboca
assumed that the rendering is to be done in aespags  of the paging center. The data is very dynamida to
for performance reasons). This number is hardwarebe updated as the center moves. The level tileitest
dependent, with eight texturing units being a tgpic come with their own mip-map levels to facilitatattere
number at the time of this writing. Consider Diagra filtering. But, unlike regular textures, the mip+ma
(c) on Figure 3 again, where the geometry objectevels are not computed at run-time by down sargplin
requires four texture stages for rendering. Thisais the top level. Instead, they are copied directiyrfrthe
typical situation for a multi-tile Virtual Texture corresponding areas of lower resolution from the
configuration. As shown, we need four texture ssage Virtual Texture dataset. This is necessary to guem
render the geometry in a single pass. The number issoss-level image correlation. It is also cheaper
going to double (or even triple) if we choose t@iove
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computationally at run-time because the down-samgpli larger than epsilon is required. Therefore, theliase

algorithm is replaced with a memory copy. can not be tessellated in the texture coordinateesp
beyond the floating point limitation. Possible sa@ns

The process of updating a tile texture includes twao this limitation are to reduce the Virtual Texsize

stages. The first stage updates the mip-map buiféis  or to introduce a texture coordinate localizatiohesme,

the new data by paging it from disk to RAM. The where a stack of double-precision texture matricas

second stage, also referred to as texture subrAgadi be used to compensate for floating point deficiesci

moves the new data to texture memory. The firgesta

can be done asynchronously in a separate threa#nother numerical issue is related to the transfati

whereas the second stage needs to be done in tterm of the texture transformation matrix. The teem

context of the drawing thread because it requihes t derived from equation 7 as follows:

OpenGL draw context. Double-buffering of textures

increases the overall texture budget, which is an {ranslation = (0_5_2(vt—level—tile) *U.) (7

important run-time performance consideration. or

where, Uy, is the location of the paging center in the
database texture coordinate spaleel is the level

Texture sub-loading is a process of moving the inag number tile is the level tile dimension exponent, artd
data from RAM into the texture (video) memory is the Virtual Texture dimension exponent. Sincele
Texture sub-loading is a time consuming process thaf)f lower resolution are associated with higher leve

needs to be controlled to guarantee the frame ra@umbers in the Virtual Texture formulation, the @ik
stability. A robust implementation of the texturebs Scaling factor that multiplies the paging cenigr gets

loading controller is absolutely essential for high Smaller with lower resolution, exposing the flogtin

performance applications that utilize Virtual Tenetu point limitations. '_I'his_issue produces avisua_liftéh’n

The actual control law depends on many factors:[he Iower-resolut_|on imagery when _the paging <_:enter
including the image format, the system bus throughp moves. A ppssm_le 50'”.“0.n fo this prob_lem Is to
the graphics driver implementation, etc. One ofkgg  Inroduce an imaginary grid in texture coordingtace

benefits of compressed texture formats is sub-teadi a1d clamp the paging center to it (recall that daubl
performance P b of resolution can be centered individually). Thedgr

points should be computed such that the lowesnhusci
digits are equal to one over a power of two, whaee
exponent value can be chosen empirically or derived

Numerical precision issues typically manifest from the databasg specification. Equatior_l 7 will
themselves as distracting visual artifacts, such aBroduce less numerical error when the center ol
imagery “shifts”. The graphics pipeline operateings t© Such a grid.

32-bit floating point precision numbers (the flakdta
type in C/C++) for both texture coordinates anduex
matrices. A simple computation shows that it isyetas ) . . . .
run out of floating point precision when applying aAs described in previous sections, the level tile

large-scale Virtual Texture. The C/C++ run-timerdity selection algorithm associates tile textures witie t
defines the number of decimal digits of precision9€0Metry objects. The rendering performance can be

(typically 6) and the “floating point epsilon” s, optimized if the geometry objects are sorted bytilee

which is the smallest number such that one pludoeps textures upon completion of the selection algorithm
is not equal to one (typically on the order of The additional sorting pass minimizes the total bem

1.192092896-07F). These constants provide th@rf te(;dur% applies f(bindsg that _is r?jquirsd fordesing d
guidelines for the degree of resolution that onae cal € atabase. In_act, the entire a’ga ase mayupn
expect from Virtual Texture. In the Virtual Texture P€INY rendered with as few texture binds as thebeum

formulation, texture coordinates span the [0,1]geam of d|sfunct level tiles tha_t ha_ve b_een Chosef‘ for
each direction. Given the numerical limitation ot €ndering. The number of binds is typically loweeun
float type, one can only assign texture coordinatiéis the presence of shaders th‘?‘.t require _mglnple textu
a minimal difference between any two coordinates oP'ndS per geometry. '_I'he ab'_"ty to minimize theat_ot
1/2° In reality, a texture coordinate step size muchnumber of texture binds brings significant run-time

Texture Sub-loading

Numerical Precision | ssues

State Sorting for Optimal Rendering Performance
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performance benefits, making Virtual Texture a very http://www.ati.com/developer/NormalMapCompressi
attractive solution from this perspective. on.pdf
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