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Abstract

The cross-entropy method is a powerful heuristic tool for solving difficult estima-
tion and optimization problems, based on Kullback—Leibler (or cross-entropy)
minimization.

1 Introduction

The cross-entropy (CE) method is a versatile Monte Carlo technique introduced
by Rubinstein (1999; 2001), extending earlier work on variance minimization
(Rubinstein 1997). A tutorial on the CE method is given in de Boer et al.
(2005). A comprehensive treatment can be found in Rubinstein and Kroese
(2004); see also Rubinstein and Kroese (2007; Chapter 8). The CE method
homepage is www.cemethod.org.

The CE method can be applied to two types of problems:

1. Estimation: Estimate ¢ = E[H (X)], where X is a random object taking
values in some set 2 and H is a function on 2°. An important special
case is the estimation of a probability ¢ = P(S(X) > ), where S is
another function on 2.

2. Optimization: Optimize (that is, maximize or minimize) S(x) over all
x € 2, where S is some objective function on 2 .

In the estimation setting, the CE method can be viewed as an adaptive
importance sampling procedure that uses the cross-entropy or Kullback—Leibler
divergence as a measure of closeness between two sampling distributions. In the
optimization setting, the optimization problem is first translated into a rare-
event estimation problem, and then the CE method for estimation is used as
an adaptive algorithm to locate the optimum.



2 Estimation

Consider the estimation of
£ =B/ = [ He) f(x)dx. 0

where H is a real-valued function and f is the probability density function (pdf)
of the random vector X. It is assumed, for simplicity, that X is a continuous
random variable. For the discrete case, replace the integral in (1) by a sum. Let
g be another pdf — which must be non-zero for every x for which H(x) f(x) # 0.
Using the pdf g, ¢ can be represented as
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where the subscript ¢ indicates that the expectation is taken with respect to
g rather than f. Consequently, if Xy, ..., Xy are independent random vectors
with pdf g, written as X1,..., Xy ~iq g, then
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is an unbiased estimator of £: a so-called importance sampling estimator. The
optimal importance sampling pdf, that is, the pdf g* for which the variance of
?is minimal, is proportional to |H| f (see, e.g., Rubinstein and Kroese (2007;
Page 132)), but is in general difficult to evaluate. The idea of the CE method
is to choose the importance sampling pdf g in a specified class of pdfs such that
the Kullback—Leibler divergence between the optimal importance sampling pdf
g* and g is minimal. The Kullback—Leibler divergence between two pdfs g and
h is given by

D(g,h) =E, [ln %} = /g(x) ln%dx "
4
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In most cases of interest the function H is non-negative, and the “nominal”
pdf f is parameterized by a finite-dimensional vector u; that is, f(x) = f(x;u).
It is then customary to choose the importance sampling pdf ¢ in the same
family of pdfs; thus, g(x) = f(x;v) for some reference parameter v. The CE
minimization procedure then reduces to finding an optimal reference parameter
vector, v* say, by cross-entropy minimization:

v* = argmin D(g*, f(:;v))

= arginax/H(x)f(x; u)ln f(x;v)dx
= argglax EuH (x)In f(X;v)

= argz}nax EwH (x)In f(X,v)J{((;(i’wu)) , (5)



where w is any reference parameter. This v* can be estimated via the stochastic
counterpart of (5):

N
1
V= argma N ; T)) In f(Xp;v) (6)
where X1,...,Xnx ~ijig f(;w). The optimal parameter v in (6) can often be

obtained in explicit form, in particular when the class of sampling distributions
forms an exponential family; see, for example, Rubinstein and Kroese (2007;
Pages 319-320). Indeed, analytical updating formulas can be found whenever
explicit expressions for the mazximal likelihood estimators of the parameters can
be found, cf. de Boer et al. (2005; Page 36).

Example: Exponential Random Variables

Consider the case where X; = (Xi,...,X,,) is a vector of independent expo-
nential random variables with expectations wuy,...,u,. Let u = (uy,...,uy)
and let v = (v1,...,v,) be the reference parameter of the importance sampling
pdf f(x;v), given by
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Hence, under this importance sampling pdf, X,..., X,, are again independent
and exponentially distributed, but now with expectations vy,...,v,. Writing
Hi, = H(Xy) and the likelihood ratio Wi, = f(Xy;u)/f(Xg;w) in (6), the

optimal parameter v is found by maximizing
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where X}; is the i-th component of X;. This maximum can be found by differ-
entiating and equating to zero the righthand side of (7) for each v;, resulting
in the equations
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ZHka< "“——> =0, i=1,...,n,
v2 v;

k=1 t

from which it follows that

N
. > 1 Hi Wi Xy .
0, = ==l LML kl, i=1,...,n. (8)
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Often ¢ = P(S(X) > ~) for some function S and level 7, in which case H (x)
takes the form of an indicator function: H(x) = I;gx)>}; that is, H(x) =1
if S(x) > v, and 0 otherwise. A complication in solving (6) occurs when ¢ is
a rare-event probability; that is, a very small probability (say less than 10~%).
Then, for moderate sample size N most or all of the values H(Xy) in (6) are



zero, and the maximization problem becomes useless. In that case a multi-level
CE procedure is used, where a sequence of reference parameters and levels is
constructed with the goal that the former converges to v* and the latter to ~.
This leads to the following algorithm; see, e.g., Rubinstein and Kroese (2007;
Page 238).

Algorithm 2.1 (CE Algorithm for Rare-Event Estimation)

1. Define Vo = u. Let N® = [oN]. Sett =1 (iteration counter).

2. Generate Xq,..., XN ~id f(+;Vi—1). Calculate S; = S(X;) for all i, and
order these from smallest to largest: Sy < ... < Sy Let 4t be the
sample (1 — o)-quantile of performances; that is, 7 = Sn_nes1)- If
Nt >y, reset 4y to 7.

3. Use the same sample X1,...,Xy to solve the stochastic program (6),
with w = V;_1. Denote the solution by V.

4. If 3 < v, set t =t + 1 and reiterate from Step 2; otherwise, proceed with
Step 5.

5. Let T be the final iteration counter. Generate X1q,...,Xn, ~iid f(;V7)
and estimate ¢ via importance sampling, as in (3).

Apart from specifying the family of sampling pdfs, the sample sizes N and Ny,
and the rarity parameter o (typically between 0.01 and 0.1), the algorithm is
completely self-tuning. The sample size N for determining a good reference
parameter can usually be chosen much smaller than the sample size Ny for
the final importance sampling estimation, say N = 1000 versus N; = 100,000.
Under certain technical conditions the deterministic version of Algorithm 2.1 is
guaranteed to terminate (reach level ) provided that g is chosen small enough;
see Section 3.5 of Rubinstein and Kroese (2004).

Example: Rare-Event Probability Estimation

A stochastic activity network is a frequently used tool in project management
to schedule concurrent activities. Each arc corresponds to an activity, and
is weighted by the duration of that activity. The maximal project duration
corresponds to the length of the longest path in the graph. Figure 1 shows a
stochastic activity network with eight activities. Suppose the durations of the
activities are independent exponential random variables X7, ..., Xg, each with
mean 1.
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Figure 1: A stochastic activity network.

Let S(X) denote length of the longest path in the graph; that is,

S(X) = max{X1 + X4+ X + X5, X1+ Xy + X7, X1+ X5+ X,
Xo + X5, X3+ Xp + Xg, X3+ X7} .

Suppose the objective is to estimate the rare-event probability P(S(X) > 20) us-
ing importance sampling where the random vector X = (X7,..., Xg) has inde-
pendent exponentially distributed components with mean vector v = (vy,...,v10).
Note that the nominal pdf is obtained by setting v; = 1 for all ¢. At the
t-th iteration of the multilevel CE Algorithm 2.1, the solution to (6) with
H(X) = Igx)>5,) s, using (8), given by

N
k1 Lsx) 230 W Xk
- N
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where Xq,..., XN ~iq f(5Vie1), W = f(Xg;u)/f(Xg; Vi—1), and X, is the
i-th element of X;..
Table 1 lists the successive estimates for the optimal importance sampling

parameters obtained from the multilevel CE algorithm, using N = 10° and
o =0.1.

: (9)

Ut,i

Table 1: Convergence of the sequence {(7;,Vy)}.

(] 5| 2
0 — 1 1 1 1 1 1 1 1
1 7.32 1.93 1.12 139 1.83 1.32 1.81 137 1.96
2
3

12.01 | 3.33 1.09 1.58 298 1.50 295 1.58 3.32
20 5.03 1.00 188 4.63 1.51 4.73 147 5.14

The last step in Algorithm 2.1 gives an estimate of 4.15 - 1076 with an
estimated relative error of 1%, using a sample size of Ny = 10%. A typical crude
Monte Carlo estimate (that is, taking v.= u = (1,1,...,1)) using the same
sample size is 3-107%, with an estimated relative error of 60%, and is therefore
of little use.

For large-size activity networks the accurate estimation of the optimal pa-
rameters via (9) runs into problems due to the degeneracy behavior of the
likelihood ratio; cf. Rubinstein and Kroese (2007; Page 133). For such systems
it is recommended to estimate the optimal CE parameters by drawing samples
directly from ¢*, e.g., via Markov chain Monte Carlo; see Chan (2010).



3 Optimization

Let 2" be an arbitrary set of states and let S be a real-valued performance
function on 2Z". Suppose the goal is to find the maximum of S over 2", and the
corresponding maximizer x* (assuming, for simplicity, that there is only one).
Denote the maximum by ~v*, so that

S(x*) =~" = max S(x) . (10)

xeZ
Associate with the above problem the estimation of the probability ¢ =
P(S(X) > 7), where X has some probability density f(x;u) on 2" (for example
corresponding to the uniform distribution on 27) and v is some level. Thus,
for optimization problems randomness is purposely introduced in order to make
the model stochastic, as in the estimation setting. If + is chosen close to the
unknown v*, then ¢ is typically a rare-event probability, and the CE approach
of Section 2 can be used to find an importance sampling distribution close to
the theoretically optimal importance sampling density, which concentrates all
its mass on the point x*. Sampling from such a distribution thus produces
optimal or near-optimal states. Note that the final level v = ~4* is generally
not known in advance, in contrast to the rare-event simulation setting. The
CE method for optimization produces a sequence of levels {7;} and reference
parameters {v;} such that the former tends to the optimal +* and the latter
to the optimal reference vector v* corresponding to the point mass at x*; see,

e.g., (Rubinstein and Kroese 2007; Page 251).

Algorithm 3.1 (CE Algorithm for Optimization)

1. Choose an initial parameter vector Vo. Let N® = [oN]. Set t =1 (level
counter).

2. Generate Xq,..., XN ~iiq f(-;Vi—1). Calculate the performances S(X;)
Jor all i, and order them from smallest to largest: Sy < ... < Sqvy. Let
At be the sample (1— o)-quantile of performances; that is, 3y = S(n_net1)-

3. Use the same sample X1, ..., Xy and solve the stochastic program

N
1
max ZI{S(XICD%} In f(Xp;v) . (11)
k=1

Denote the solution by vy.

4. If some stopping criterion is met, stop; otherwise, sett = t+1, and return
to Step 2.

To run the algorithm, one needs to provide the class of sampling pdfs, the
initial vector Vg, the sample size N, the rarity parameter ¢, and the stopping
criterion. Any CE algorithm for optimization involves thus the following two
main iterative phases:



1. Generate a random sample of objects in the search space 2~ (trajecto-
ries, vectors, etc.) according to a specified probability distribution.

2. Update the parameters of that distribution, based on the N¢ best per-
forming samples (the so-called elite samples), using CE minimization.

Note that Step 5 of Algorithm 2.1 is missing in Algorithm 3.1. Another
main difference between the two algorithms is that the likelihood ratio term
f(Xp;u)/f(Xg;Vi—1) in (6) is missing in (11).

Often a smoothed updating rule is used, in which the parameter vector vy
is taken as

vi=avi+ (1 —a)vi, (12)

where v, is the solution to (11) and 0 < o < 1 is a smoothing parameter. Many
other modifications can be found in Kroese et al. (2006), Rubinstein and Kroese
(2004), and Rubinstein and Kroese (2007). When there are two or more optimal
solutions the CE algorithm typically “fluctuates” between the solutions before
focusing in on one of the solutions. The effect that smoothing has on conver-
gence is discussed in detail in Costa et al. (2007). In particular, it is shown
that with appropriate smoothing the CE method converges and finds the opti-
mal solution with probability arbitrarily close to 1. Necessary conditions and
sufficient conditions under which the optimal solution is generated eventually
with probability 1 are also given. Other convergence results, including a proof
of convergence along the lines of the convergence proof for simulated annealing
can be found in Margolin (2005). The CE method is also effective for solving
noisy optimization problems, for example when the objective function value is
obtained via simulation. Typical examples may be found in Alon et al. (2005)
and Cohen et al. (2007).

3.1 Combinatorial Optimization

When the state space 2" is finite, the optimization problem (10) is often re-
ferred to as a discrete or combinatorial optimization problem. For example, .2
could be the space of combinatorial objects such as binary vectors, trees, paths
through graphs, permutations, etc. To apply the CE method, one needs to
first specify a convenient parameterized random mechanism to generate objects
X in Z. An important example is where X = (X1,...,X,,) has independent
components such that X; = j with probability p;;,7 = 1,...,n,j = 1,...,m.
In that case, the CE updating rule (see de Boer et al. (2005; Page 56)) at the
t-th iteration is

N
~ Zkzl I{S(Xk)Eat}I{inZJ'} .
Dtij = N 1t
Zk:l I{S(Xk)Z%}

=1,...,n,5=1,...,m, (13)

where X;,..., Xy are independent copies of X ~ {p;_1;} and Xj; is the i-th
element of Xj,. Thus, the updated probability p; ;; is simply the number of elite
samples for which the i-th component is equal to j, divided by the total number
of elite samples.



A possible stopping rule for combinatorial optimization problems is to stop
when the overall best objective value does not change over a number of it-
erations. Alternatively, one could stop when the sampling distribution has
“degenerated” enough. For example, when in (13) the {p;;;} differ less than
some small € > 0 from the {p;_1,;}.

Example: Max-Cut Problem

The max-cut problem in a graph can be formulated as follows. Given a weighted
graph G(V, E) with node set V"= {1,...,n} and edge set E, partition the nodes
of the graph into two subsets V; and V5 such that the sum of the (nonnegative)
weights of the edges going from one subset to the other is maximized. Let
C = (C(i,7)) be the matrix of weights. The objective is to maximize

Y. (CG.4)+CGLD) (14)

(Z,])6V1 xVa

over all cuts {Vi,V2}. Such a cut can be conveniently represented by a binary
cut vector x = (1,x9,...,2,), where x; = 1 indicates that i € V;. Let 2" be
the set of cut vectors and let S(x) be the value of the cut represented by x, as
given in (14).

To maximize S via the CE method one can generate the random cut vectors
by drawing each component (except the first one, which is set to 1) indepen-
dently from a Bernoulli distribution, that is, X = (1, X»,...,X,,) ~ Ber(p),
where p = (1,p2,...,pn). Given an elite sample set &, with size N¢, the up-
dating formula (13) is then:

=~ eré" Xz‘

P e, i=2..,n. (15)

That is, the updated success probability for the ¢-th component is the mean of
the i-th components of the vectors in the elite set.

Figure 2 illustrates the evolution of the Bernoulli parameters for a max-cut
problem from de Boer et al. (2005) of dimension n = 400, for which the optimal
solution is given by x* = (1,...,1,0,...,0).
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Figure 2: Sequence of reference vectors for a synthetic max-cut problem with
400 nodes. Iterations 0, 5, 10, 15, and 20 are displayed.

3.2 Continuous Optimization

When the state space is continuous, in particular when 2~ = R"”, the optimiza-
tion problem is often referred to as a continuous optimization problem. The
sampling distribution on R™ can be quite arbitrary, and does not need to be
related to the function that is being optimized. The generation of a random
vector X = (X71,...,X,) € R" is most easily performed by drawing the coordi-
nates independently from some 2-parameter distribution. In most applications
a normal (Gaussian) distribution is employed for each component. Thus, the
sampling distribution for X is characterized by a vector of means p and a vector
of standard deviations o. At each iteration of the CE algorithm these param-
eter vectors are updated simply as the vectors of sample means and sample
standard deviations of the elements in the elite set; see, for example, Kroese
et al. (2006).

Algorithm 3.2 (CE for Continuous Optimization: Normal Updating)

1. Imitialize: Choose fiy and &5. Set t =1.

2. Draw: Generate a random sample Xy, ..., Xy from the N(fi,_,, 67 )
distribution.

3. Select: Let T be the indices of the N° best performing (=elite) samples.
Update: For all j=1,...,n let

e = ZXij/NC (16)

i€l



and

57 = Z(Xl-j — Fiej)?/NC. (17)
1€l

4. Smooth:

w=ap,+(1—-—a)p,_y, or=aoi+(1—a)oi1 (18)

5. If max;{0: ;} < € stop and return p; as an approzimate solution. Oth-
erwise, increase t by 1 and return to Step 2.

For constrained continuous optimization problems, where the samples are
restricted to a subset 2" C R”, it is often possible to replace the normal sam-
pling with sampling from a truncated normal distribution while retaining the
updating formulas (16)—(17). An alternative is to use a beta distribution. In-
stead of returning g, as the final solution, one often returns the overall best
solution generated by the algorithm.

Smoothing, as in Step 4, is often crucial to prevent premature shrinking of
the sampling distribution. Instead of using a single smoothing factor, it is often
useful to use separate smoothing factors for g, and &;. An alternative is to use
dynamic smoothing for o:

at:g_g<1_%>q, (19)

where ¢ is an integer (typically between 5 and 10) and [ is a smoothing constant
(typically between 0.8 and 0.99). Another approach is to inject extra variance
into the sampling distribution, for example by increasing the components of o,
once the distribution has degenerated; see Botev and Kroese (2004). Finally,
significant speed up can be achieved by using a parallel implementation of CE;
see, for example, Evans et al. (2007).

Example: Parameter Estimation for Differential Equations

Consider the FitzHugh—Nagumo differential equations:

dV; A
t:c<vt——t+Rt> :

dt 3

dR 1 (20)
—t e — —

gr . (Vi —a+0bRy) ,

which model the behavior of certain types of neurons (Nagumo et al. 1962).
Ramsay et al. (2007) consider estimating the parameters a, b, and ¢ from noisy
observations of (V;) by using a generalized smoothing approach. The simulated
data in Figure 3 correspond to the values of V; obtained from (20) at times
0,0.05,...,20.0, adding Gaussian noise with standard deviation 0.5. The true
parameter values are ¢ = 0.2, b = 0.2, and ¢ = 3. The initial conditions are
Vo=—-1and Ry = 1.

10



Estimation of the parameters via the CE method can be established by
minimizing the least-squares performance

400

S(x) =Y (i — Voosi(x)?

1=0

where {y; } are the simulated data, x = (a,b, ¢, Vo, Rp), and V;(x) is the solution
to (20) for parameter vector x. Algorithm 3.2 was implemented with p, =
(0,0,5,0,0),690 = (1,1,1,1,1), N = 100, N¢ = 10, and ¢ = 0.001. Constant
smoothing parameters a; = 0.9 and ay = 0.5 were used for the {g,} and the
{0}, respectively. The following solution was found (notice that the initial
condition was assumed to be unknown): a = 0.19,b = 0.21,¢ = 3.00,‘70 =
—1.02, and ]?EO = 1.02. The smooth curve in Figure 3 gives the corresponding
estimated curve, which is practically indistinguishable from the true one.

Figure 3: Simulated data for the FitzZHugh—Nagumo model and a fitted curve
obtained via the CE method.
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