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Summary

There are three main global temperature histotles:combined CRU-Hadley record (HADCRU), the
NASA-GISS (GISTEMP) record, and the NOAA record.

All three global averages depend on the same undgrland data archive, the Global Historical
Climatology Network (GHCN). CRU and GISS supplemigntith a small amount of additional data.
Because of this reliance on GHCN, its quality deficies will constrain the quality of all derived
products.

The number of weather stations providing data t@®&Hplunged in 1990 and again in 2005. The sample
size has fallen by over 75% from its peak in theye®970s, and is now smaller than at any timeesinc
1919. The collapse in sample size has not beeralipamiform. It has increased the relative fractiof
data coming from airports to about 50 percent (ugnfabout 30 percent in the 1970s). It has also
reduced the average latitude of source data andveshrelatively more high-altitude monitoring sites
GHCN applies adjustments to try and correct for@arg discontinuities. These have tended to in@eas
the warming trend over the ®@entury. After 1990 the magnitude of the adjustimepositive and
negative) gets implausibly large.

CRU has stated that about 98 percent of its inpta dre from GHCN. GISS also relies on GHCN with
some additional US data from the USHCN network, smahe additional Antarctic data sources. NOAA
relies entirely on the GHCN network.

Oceanic data are based on sea surface temper8tif¢ (ather than marine air temperature (MAT). All
three global products rely on SST series derivethfthe ICOADS archive, though the Hadley Centre
switched to a real time network source after 1988ch may have caused a jump in that series. ICOADS
observations were primarily obtained from ships t@untarily monitored SST. Prior to the post-war
era, coverage of the southern oceans and polan®gvas very thin. Coverage has improved partly due
to deployment of buoys, as well as use of satsltibesupport extrapolation. Ship-based readingagddh
over the 28 century from bucket-and-thermometer to enginekimtmethods, leading to a warm bias as
the new readings displaced the old. Until receittlyas assumed that bucket methods disappeared afte
1941, but this is now believed not to be the cagdch may necessitate a major revision to th8 20
century ocean record. Adjustments for equipmenibgés, trends in ship height, etc., have been kange
are subject to continuing uncertainties. Relativiehy studies have compared SST and MAT in places
where both are available. There is evidence thatt&®ds overstate nearby MAT trends.

Processing methods to create global averages dlfgitly among different groups, but they do ne¢s
to make major differences, given the choice of trgata. After 1980 the SST products have not trénde
upwards as much as land air temperature averages.

The quality of data over land, namely the raw terapee data in GHCN, depends on the validity of
adjustments for known problems due to urbanizatmd land-use change. The adequacy of these
adjustments has been tested in three different waiyls two of the three finding evidence that thdy

not suffice to remove warming biases.

The overall conclusion of this report is that thare serious quality problems in the surface teatpes
data sets that call into question whether the glodmperature history, especially over land, can be
considered botleontinuousandprecise Users should be aware of these limitations, aafhgan policy-
sensitive applications.
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1. Land data sources

There are three main global temperature histotiescombined CRU-Hadley record (HADCRU), the
NASA-GISS (GISTEMP) record, and the NOAA record.

The purpose of this report is to help users of atendata understand more about how these globally-
averaged temperature graphs are created. The wais fs on the construction of the land and ocean
data series that go into such graphs. The intethiaisreaders will understand the uncertainties\psiag
problems, discontinuities and other quality prolddimat are known to many practitioners but whidah ar
not typically explained to the public. The ovemnclusion of this report is that there are seriuelity
problems in the surface temperature data setsctdhtinto question whether the global temperature
history, especially over land, can be considerefficgently continuousand accurateto support the
weight of conclusions typically drawn from it.

This section provides an overview of the land-batzd used for global temperature archives.

1.1. The Global Historical Climatology Network

1.1.1. Version history

All global temperature data products rely heavitytbe archive of weather station data known as GHCN
— the Global Historical Climatology NetwotklThe GHCN began as a collaboration in the early0$99
between the Carbon Dioxide Information and Analy@enter (CDIAC) and the National Climatic Data
Center (NCDC). Its aim was to assemble a more cehgmsive temperature data archive than were then
available from the CRU or other research units. flits¢ version was released in 1992 (Vose et 82)9
The data were released on an ‘as-is’ basis withantections for inhomogeneitiésThe second version
(GHCN v2) was released in 1997. The constructiorGBICN v2 is described in Peterson and Vose
(1997) and the quality control methods are desdribePeterson et al. (1998). During the preparatibn
GHCN v2 the authors applied more systematic camestfor inhomogeneities and added metadata such
as nearby population and precise information aleaah station’s location so that users would better
understand the source quality better.

1.1.2. Description of GHCN v2 archive and updated s  eries

GHCN v2 compiled 31 different data archives, eadth wiffering amounts of coverage over time.
GHCN attempted to obtain original data not subjediomogenization, preferring to give users actess

! The GHCN Website ikttp://www.ncdc.noaa.gov/oa/climate/ghcn-monthlgér.php Sources are listed at
http://www.ncdc.noaa.gov/oa/climate/ghcn-monthiwee-table1.html

% The term ‘inhomogeneity’ when applied to temperaitata is rather loosely defined. Its usual megisira
measurement discontinuity due to a change in ecerpnehange in the time of observation, relocatiba weather
station, etc. Some authors also use it to covadtbéases due to urbanization, land use changethed non-
climatic effects, though many authors use diffetenins for these latter effects. For this reasdrernwe speak of an
archive like GHCN being “corrected for inhomogeiasit this can be interpreted to mean “corrected for
measurement discontinuities”, but not necessaatyected for biases due to local non-climatic déffec
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the raw data while developing and applying theindwmogeneity corrections. GHCN publishes its raw
data as received from sources, as well as a horetgerdjusted version (GHCN-adj). Because GHCN
compiles data from many different archives, ands¢harchives had, in some cases, each collected the
same data, it ended up with large numbers of daj@gc To produce the adjusted version of GHCN the
duplicates had to be merged. Sometimes the dupsidaave different station ID codes, so numerical
search methods had to be used to identify them combine them into site records. The entire
adjustment process involves three stages.

)] Evaluate the source data set qualifhe source had to provide apparently original, data and
be free of obvious reporting errors.

(i) Examine each series manuallyach station series was located on Operationaigsiaon Charts
to check the reported elevation, and then the seveess compared to expected values based on
the known local climatology. Errors discovered fas tstage were usually station mislocations,
and were corrected if possible, otherwise the kkewas discarded. Series were also tested for
discontinuities by looking for abrupt changes ia thean and standard deviation.

(iii) Compare each series to a regional reference sefes.stations with at least 20 years of data,
construction of a regional reference series fohestation was done as follows.

For all stations, compute the first differenceghe annual means, in other words the
changes from one year to the next in the annuahmea

For the selected (“candidate”) station, select fiie neighboring stations whose first
differences were most highly correlated with tho$éehe candidate station, subject to
data availability.

Take the average of three of the five neighboritagians to form the reference first
difference series.

Starting at zero for the first year, form a finafarence series by cumulating the
reference first difference year by year. An adjsiinwould also be applied to ensure
the final year’s value matches that of the caneidaties.

The reference series thus constructed was assumegresent the climate of the region around
the station. The candidate series was then compargdising regression methods to check for
structural breaks (points where the linear tremguty changes) and other discrepancies.

If a station could not be adjusted using the aboeéod, either because there were too few neighdyors
fewer than 20 years of data, then it was not ohetlin the homogeneity-adjusted group, unlessathe r
data were deemed to be homogeneous. In the cas@tmins with complete records (including daily
mean, maximum and minimum temperature reading®, [#u to a reduction of the total number of
source records from about 8,000 to just under 5,000

1.2. GHCN Sample numbers and the drop after 1990

Figure 1-1 below, taken from Peterson and Vose {19%hows the total number of available weather
station records in GHCN. The sample size peakeitien1960s and 1970s and has fallen dramatically
since then.
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Climatological records require observations on meaaximum and minimum temperatures. As shown
in Figure 1.1 there are consistently about onadtfewer stations with min-max records compared to
mean temperature records.

6000

3000 +

Murmber of Stations

2000 +

1000

0 | 1 .
1850 1900 1950 2000
Year

Figure 1-1 Number of complete or partial weather station rdson GHCN v2. Solid line: mean temperature
records. Dashed line: Max/min temperature recoftsurce: Peterson and Vose (1997) Figure 2a.

While GHCN v2 has at least some data from mostgslée the world, continuous coverage for the whole
of the 2d" century is largely limited to the US, southern &dm Europe and a few other locations.
Figure 1-2, from Peterson and Vose, contrastsdtad availability of stations to the availability mean
temperature records in 1900, and maximum-minimunpgrature records back to 1900.

As is clear from the third panel, global coveragerirtually non-existent for maximum-minimum data
back to 1900. Apart from the United States, soutligsinada and coastal Australia, there are onlyva fe
records, with large continental interiors in SoAtherica, Africa, Europe and Asia devoid of records.

After the release of GHCN v2 in 1997, only a smnmalhority of stations in the archive were regularly
updated. Peterson and Vose (1997) point out thahe@f31 source archives used for GHCN, regular
monthly updates are available for only three ohth©®f these, two are US networks and one is a 1500-
station network that automatically reports weattiata through the so-called CLIMAT network. The
GHCN website does not report which sites are ireduih the monthly updates, but recent tabulations
using GHCN records shows that:

coverage has fallen everywhere (including the US)

the sample has become increasingly skewed towarstesites;

the sample has migrated from colder latitudes tonea latitudes;

the sample has migrated to lower altitudes.
Each of these points will be shown using GHCN delaw.
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Figure 1-2

Top panel: locations with at least
partial mean temperature records in
GHCN v2.

Middle panel: locations with a mean
temperature record available in
1900.

Bottom panel: locations with a max-
min temperature record available in
1900.

Source: Peterson and Vose (1997),
Figures 3 & 4.

As was clear in Figure 1-1 above, the GHCN samigle was falling rapidly by the 1990s. Surprisingly,
the decline in GHCN sampling has continued sines thrigure 1-3 shows the total numbers of GHCN
weather station records by year. Notice that thepdnot only continued after 1989 but became
precipitous in 2005. The second and third panelswstrespectively, the northern and southern
hemispheres, confirming that the station loss leenlmlobal. The sample size has fallen by about 75%
from its peak in the early 1970s, and is now smdhan at any time since 191%s of the present the
GHCN samples fewer temperature records than idlithe end of WWI.
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GHCN Station Count

GLOBAL
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Figure 1-3: GHCN Station Count. Top: global; middle: NH; battoSH.

Data source: GHCN. See Appendix for calculatioraitet

1.2.1. Data loss by region

The attrition of thermometers has been global. fitlewing chart show the drop in numbers by major
geographic region since 1979. The US is shown sgglgr because its dense sampling means it
contributed much of the pre-1990 GHCN sample.

10
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Figure 1-4: Drop in the numbers of contributing weather staio the GHCN archive. 1979-2008.
Data source: GHCN; tabulation bgtp://chiefio.wordpress.com/2009/11/03/ghcn-thebal-analysis/

The drop in GHCN sampling has been alluded to mespublications, but has not been highlighted by
sources such as the IPCC. Smith and Reynolds (P00%023) described the problem as follows
(emphasis added):

For LST [Land Surface Temperature], the sampliraygase with time is monotonic up to about
1980,when it begins to decrease slightlyThat recent decrease in LST sampling results fiom
time lag for the inclusion of some data into the@Hand station dropouts.

1.2.2. Growing bias toward airport sources

The change in the sample was not uniform with reispe source type. For instance it has biased the
sample towards airport locations. GHCN had alrdaelyn heavily-weighted towards airports, which, for
many reasons, are not suitable for climatic momtprA problem with airports is that they are ofien
urban or suburban locations that have been buiih tipe past few decades, and the increase in ighaba
travel has led to increased traffic, pavement,diogs and waste heat, all of which are difficult to
remove from the temperature record. As shown innvet chart, the fraction of observations coming
from airports increased as a result of the statisses shown above. Most regions were high to begin
with: 40 percent or more as of 1980. Now half orenof the measurements from many regions come
from airports.

11
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Figure 1-5: Change in the percentage of GHCN weather statmatéd at airports, 1979-2009.

Data source: GHCN; tabulation bytp://chiefio.wordpress.com/2009/12/08/ncdc-ghupeats-by-year-by-latitude/

The US is again shown separately. Just under areeghthe GHCN US data are from airports, which is
actually an improvement since 1979, but bear indntinat over the same interval 92% of all US station
were removed from the GHCN sample.

As shown in
Figure 1-6, at the global level, as of 2009 49%lbGHCN data came from airports (46% NH, 59% SH),
up from just over 20 percent in the late 1920s.

pctairport
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80

60
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T T T T
1890 1930 1970 2010
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80
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Figure 1-6: Percent GHCN stations located at aigpdi890-2009. Left: global; middle: NH, right: SH.

12
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Data source: GHCN. See Appendix for calculatioraitet

1.2.3. Growing bias toward lower latitudes

The decline in sample has not been spatially umiféBHCN has progressively lost more and more high
latitude sites (e.g. towards the poles) in favoltowver-latitude sites. Other things being equhist
implies less and less data are drawn from remotd,regions and more from inhabited, warmer regions
As shown in Figure 1-7, mean laititude declinedmase stations were added during thé' 2@ntury.
From Figure 1-2 we can see that this came abothéfilling in of tropical regions after Europe ati

US were already well-sampled. After 1980 there waise, a sudden, sharp drop, a sharp rise, andathe
second, sharp drop in the mean latitude. This atdic that the drops in sampling were not spatially
uniform, that the sample has been volatile, angdent years it has been biased towards low lasud

GHCN Mean Latitude (Weighted)

- ﬁi«ﬁ»\

Latitude
25
1
é't?
=
é
—

T T T T T T
1880 1900 1920 1940 1960 1980 2000

Year

Figure 1-7:.GHCN mean latitude of monitoring stations. Datagnauped by latitude band and the bands
are weighted by geographical areaa source: GHCN. See Appendix for calculatiotaitie

1.2.4. Growing bias toward lowland sites

Figure 1-8 shows the mean altitude above sea levéhe GHCN record. The steady increase is
consistent with a move inland of the network cogetaand also increased sampling in mountainous
locations. The sample collapse in 1990 is cleaigjble as a drop not only in numbers but also in
altitude, implying the remote high-altitude sitesded to be lost in favour of sites in valley andstal
locations. This happened a second time in 200%eSiow-altitude sites tend to be more influenced by
agriculture, urbanization and other land surfacéiffaation, the failure to maintain consistent taltie of

the sample detracts from its statistical continuity

13
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GHCN Mean Altitude (Reported and Interpolated)
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Figure 1-8:Mean altitude above sea level in GHCN records. IRed raw data. Blue line: including
interpolated recordata source: GHCN. See Appendix for calculatioritet

1.3. Increasing magnitude of adjustments employedt o try and fix the problems of
sampling discontinuities

As explained above, GHCN releases two versiondsoflata: raw and adjusted. The adjustments are
intended, among other things to remove the effefcte sorts of discontinuities described aboveyeals

as those arising from changes in equipment andggzaim the position of monitoring stations (Peterso
et al. 1998). Urban heat island effects are dei#th separately (see Section 5). The following graph
compares the unadjusted and adjusted global avenagieg a standard gridding methodology (see
Appendix for details).

14
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Figure 1-9: Left panel: Global and hemispheric ages using GHCN raw data. Right panel: Global andispheric
averages using GHCN adjusted d@taa source: GHCN. See Appendix for calculatioraittet

The effect of the adjustments is not fully appaiarthe above presentation. The following graphveho
the monthly differences between the GHCN adjustetiumadjusted data. The quantity shown is “delta”,
denoting the adjusted series minus the unadjusteelss

Note that
Delta = Adjusted — Unadjusted

or, equivalently,
Adjusted = Unadjusted + Delta

hence the graph shows the quantity added to thelasavto produce the adjusted GHCN record.

15
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Figure 1-10: Changes (“delta”) in the global averégmperature resulting from GHCN adjustmetiig source:
GHCN. See Appendix 1 for calculation details.

There are two notable features of the graph. Tis¢ i that the adjustments are mainly negativerpad
1940 and positive up to about 1990, effectivelydlony” the early part of the record and “warmingéet
later record. In other words, a portion of the wiagmtrend shown in global records derived from the
GHCN-adj archive results from the adjustments,frayh the underlying data. Our calculations showt tha
this adds about 0.12 degrees to th® &htury average over land.

The second, and more obvious feature is the chisongsh appearance of the graph, indicating a
massive increase in the volatility of the adjusttaeafter 1990. The instability in the record dwatfe
size of the century-scale global warming signathufluctuations routinely going to +0.5 degreesr@nf
one year to the next. The southern hemisphereofingtinel) is particularly noisy.

On substantive grounds | therefore conclude thtat 4890 the GHCN archive became very problematic

as a basis for computing precise global averag@destures over land and comparing them to earlier
decades.

1.4. Summary: GHCN sampling problems.

This review of the GHCN archive leads to the folilogvconclusions.

16
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GHCN is based on a compilation of 31 sources dohisal temperatures as of 1997, but the
monthly updates since then only track three ofeélsmurces, two of which are for US sites.

After 1990 and again after 2005 there were masgreps in the number of GHCN sampling
locations around the world. The GHCN sample for@@&lsmaller than it was for 1919.

The drop in the size of the sample has not beeforumiwith respect to the type of monitoring
sites: the sample has become heavily skewed toveamaisrts, with sharp increases in the airport
fraction in the past two decades.

Nor has the declining sample been uniform with eesgo latitude or altitude. In both cases,
sharp step-like changes have coincided with the ilbsampling locations.

Homogeneity adjustments intended to fix discontirgi due to equipment change or station
relocations have had the effect of increasing tead, at least up to 1990. After 1990 the
homogeneity adjustments became large and seemuoighatic, with year-by-year volatility
dwarfing the magnitude of the century-scale glolarming signal. This points to a severe
deterioration in the continuity and quality of tinederlying temperature data.

2. Dependence of the three major global temperature products on
GHCN

This section explains the reliance of all threeangjobal temperature series (land portions) on GHC

2.1. CRU: more than 98% from GHCN

The Climatic Research Unit at the University of EAsglia produces the CRUTEM data products,
which are described in Jones and New (1999), wiitlates CRUTEM2 (Jones and Moberg 2003) and
CRUTEM3 (Brohan et al. 2006). The variance-adjustetsion is denoted CRUTEM3v. The earliest
version of the CRU temperature data were describetbnsiderable detail in two reports to the US
Department of Energy (Jones et al. 1985, 1986) titage data sets were superseded by CRUTEMZ2 and
CRUTEMB3. Despite promising as long ago as 2002kease the list of input stations for the CRUTEM
products, CRU Director Phil Jones has never pubtlsthe exact provenance of data sources for
CRTUEM (see McKitrick 2010b [48]-[62].)

In response to a Freedom of Information reque&0®i#, CRU officials stated that the station data used
by CRU were available from two sources: GHCN, dredlWS National Center for Atmospheric Research
(NCAR) in the form of data sets ds540.0 and ds578t@he NCAR website, ds540.0 is just a mirror of

GHCNv2 (ttp://dss.ucar.edu/datasets/ds564.01s570.0 is the World Monthly Surface Station

Climatology fttp://dss.ucar.edu/datasets/ds57Ql&Bted in Peterson and Vose (1997) Table 1 (jtog)

as the largest single component of the GHCNv2 =sechin other words, according to the response from
CRU, their input data is identical to GHCNv2. Ifusing the Freedom of Information request, CRU

further stated that the GHCN includes all CRU datajn other words CRU draws its sample from

GHCN, and outside the US, the CRU sample is bdgitted same as GHCN:

% Correspondence archived online at http://climadédiles.wordpress.com/2008/05/cru.correspondeuife.
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“They [ds564.0 and ds570.0] both have a lot morta dlsan the CRU have (in simple station
number counts), but the extra are almost entiretilimthe USA. We have sent all our data to
GHCN, so they do, in fact, possess all our data.”

In response to a subsequent request for more iataymunder FOI regulations, the University of East
Anglia Information Officer reported on April 12 200

“I have been informed that the Climate Researcht'®/nfCRU) monthly mean surface

temperature dataset has been constructed princifyalin data available on the two websites
identified in my letter of 12 March 2007 [GHCN aNCAR]. Our estimate is that more than
98% of the CRU data are on these sites.”

There is therefore no reason to assume that Ciridépendent of the GHCN data base.

2.2. Goddard Institute of Space Studies (GISS): GH CN except Antarctica

The global temperature data product from the Galldiastitute of Space Studies at NASA uses three
input archives: GHCNv2 for the world outside USAdaAntarctica, the US Historical Climatology
Network (USHCN, also an NCDC product), and an aelof Antarctic stations from the Scientific
Committee on Antarctic Researtithe USHCN is the largest US input to the GHCN, tivet USHCN
also applies its own quality control adjustments.

2.3. National Oceanic and Atmospheric Administrati on (NOAA): GHCN

NOAA publishes a monthly global temperature anomadgord fOttp://www.ncdc.noaa.gov/cmb-
fag/anomalies.htipl They indicate on the NOAA website that the laadord is taken from the GHCN
archive, and no other sources are listed.

2.4. Conclusion re. dependence on GHCN

All three major gridded global temperature anomagducts rely exclusively or nearly exclusively on
the GHCN archive. Several conclusions follow.
They are not independent as regards their inpat dat
Only if their data processing methods are fundaaigntndependent can the three series be
considered to have any independence at all. Seétwifi show that the data processing methods
do not appear to change the end results by muedn ghe input data.
Problems with GHCN, such as sampling discontinsiiéied contamination from urbanization and
other forms of land use change, will therefore @ffeRU, GISS, and NOAA. Decreasing quality
of GHCN data over time implies decreasing qualitCRU, GISS and NOAA data products, and
increased reliance on estimated adjustments tdyretimate observations.

4 http://data.giss.nasa.gov/gistemp/sources/gistamp.h
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3. Input data: Ocean Sources

3.1. ICOADS: the major input source for all product s

All historical Sea Surface Temperature (SST) préslace derived from the International Comprehensive
Ocean-Atmosphere Data Set (ICOADSp://icoads.noaa.gov/or one of its predecessors. ICOADS

combines about 125 million SST records from shgsland a further 60 million readings from buoys and
other sources (Woodruff et al. 2005). A large cbutior to the ICOADS archive is the UK Marine Data

Bank. Other historical sources include navies, memt marines, container shipping firms, buoy
networks, etc.

3.2. ICOADS Data Sources

ICOADS draws upon a massive collection of inputadddut it should be noted that there are serious
problems arising from changes in spatial coverafpservational instruments and measurement times,
ship size and speed, and so forth. ICOADS is, fiecéfa very large collection of problematic data.

Up to the 1930s, global coverage was limited tginig areas. This meant that most locations in the
Southern Pacific region, roughly south of a stralgie joining the Baja peninsula to the southeépnoff
Africa, had fewer than 99 observations per decad#h many areas completely blank. By the 1970s
coverage was globally nearly complete, except lher éceans south of Australia, South America and
Africa. Today coverage is complete except for spiar regions (Woodruff et al. 2008, see Figure 5).

The following graph is copied from Woodruff et £008). It shows the changing sources of SST data
from 1936 to 2005.
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Fig. 3 Annual numbers of marine reports in ICOADS, stratified by platform type for 1936-2005
(“C-MAN” refers to ODAS reports from the US land-ocean boundary zone). The indicated delayed-
mode (DM) sources have been blended through 1997 (or 1996 in the case of oceanographic data) and
for 19982004, whereas 2005 iscomposed exclusively of real-time data from the Global Telecommunication
System (GTS). The total in 2005 is approximately 14 million (not shown), owing to many GTS drifting
buoy reports, which are consolidated by the providers of the DM data (i.e., by removal of duplicates
plus some compositing of fragmentary receipts) (ship photo courtesy of www.ShipPhotos.co.uk).

Figure 3-1: Data sources by type in ICOADS, 1936 to 2005 .gtafkom Woodruff 2008)

Up until 1978 the data are almost exclusively freimpping records. After 1978 the predominant source
becomes drifting and moored buoys.

Ships and buoys are referred toiassitu measurements. Another source in recent decadebdwas
satellite observations of the ocean surface. Raghat. (2003 para 58) explain the importance etéh
data for extending coverage outsideithsitu zones:

At no stage in the observational record have in SiETs covered the entire ocean [Parker et al.,
1995D]. In particular, the Southern Ocean has gdiganot been monitored. We therefore made use
of satellite-based SSTs in HadISST1 to give almostplete observational coverage for recent years
and a firmer basis for the [algorithms] used teipblate the earlier, in situ data.

Hence the advent of satellite systems in 1978 marksmportant change in the extent of the spatial
sample. However, as Rayner et al. point out, steflystems themselves have problems. Satellite
measurements of sea surface temperatures becorceurate in the presence of cloud cover and
variations in atmospheric dust and aerosols. lattadata from the Advanced Very High Resolution

Radiometer (AVHRR) system can measure SST accyriatelneed to be calibrated to the existing SST

20



Critical Review of Surface Temperature Data Prosluct July 2010

records in order to avoid instrument bias, and greyunreliable in the presence of low cloud caret
heavy aerosol loadings. The so-called Optimal pakation (Ol) method used by GISS employs satellite
measures to interpolate SST data for complete plobaerage. In the past few years, new satellite
platforms (Tropical Rainfall Measuring Mission oRWM, and the Advanced Microwave Scanning
Radiometer or AMSR-E) have enabled more accurate dallection through cloud and aerosol
conditions.

3.3. Combination of buckets and intake water

The shipping data upon which ICOADS relied exclagiwntil the late 1970s, and continues to use for
about 10 percent of its observations, are bedewiethe fact that two different types of data aized
together. The older method for measuring SST wabkdw a bucket of water from the sea surface to the
deck of the ship and insert a thermometer. Diffetends of buckets (wooden or Met Office-issued
canvas buckets, for instance) could generate diftereadings, and were often biased cool relagvbe
actual temperature (Thompson et al. 2008).

Beginning in the 20 century, as wind-propulsion gave way to engineadings began to come from
sensors monitoring the temperature of water dramto the engine cooling system. These readings
typically have a warm bias compared to the act&l SThompson et al. 2008). US vessels are believed
to have switched to engine intake readings faidick]y, whereas UK ships retained the bucket apgroa
much longer. More recently some ships have repotéeaperatures using hull sensors. In addition,
changing ship size introduced artificial trend®if€@OADS data (Kent et al. 2007).

Up until recently the conventional thinking on theurces of SST data from ships was that there was a
“abrupt transition from the use of uninsulated artjally insulated buckets to the use of enginetsilin
December 1941, coinciding with the entry of the W8o WWII (Folland and Parker 1995).
Consequently, the UK Hadley Centre adjusts the &8®rd using the Folland-Parker estimated factor,
which ends abruptly in 1941, on the assumption tisatof bucket-measurements also ended at that poin
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Figure 3-2: From Folland and Parker (1995, Figure 19). Annoatertions to global SST (solid line); comparison
to earlier proposed corrections by Bottomley (dddive). Corrections rise from ~0.1C to ~0.4 C otrer 1850-
1940 interval.

More recently, WMO ship metadata has been usedrduige a clearer picture of the measurement
procedures associated with ICOADS records. Thevoillg graph, taken from Kent et al. (2007), shows
the changing mix of techniques used in shipping daice 1970. It is immediately apparent that the
Parker-Folland analysis was incorrect to assume lhbheket-measurements gave way to engine intake
measurements “abruptly” in 1945, since as of 19@¥ still accounted for about half the known method
for ship-derived ICOADS data.

It is also apparent that from 1970 to 1990 there wateady increase in the fraction coming fromreng
intakes. As these data are biased warm relatiteet@ctual temperature, if it had been assumedhikeat
engine-intake fraction was constant whereas it aesally growing, it implies a possible source of
upward bias to the trend over this interval.
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Figure 3-3: SST measurement methods used on ships in the IGa#&Ehive. Source: Kent et al. 2007 Figure 2f.

The efforts of Kent et al. (2007) to digitize thapping metadata had another payoff shortly theeeaf

In 2008 it was reported iNaturemagazine (Thompson et al. 2008), based on the #&at that a further
problem with SST data had been noted at the 194faé@ition. As with the 1941 transition, it was an
odd, abrupt step in the ICOADS data, which becalearer after filtering the series and removing the
effects of the El Nifio and other periodic cycleseTollowing figure, copied from Thompson (2008,
Figure 4), shows the Hadley Centre SST series dusia Folland-Parker bucket adjustment) in the top
panel, the unadjusted ICOADS series in the bottamep and two lines near the bottom showing the
Kent et al. (2007) estimate of the percentage GFADS data taken from, respectively, UK and US ships
over the interval. From 1940 to 1945, the fractadrdata coming from US ships rose sharply to over
80%, but with the end of WWII there was a jump i data and a drop in US data, with UK
contributions going from about 0% to about 50% loé total within one year. At the same time the
ICOADS average fell by about 0°6.
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Figure 3-4: ICOADS and Hadley SST data compared to fractiorecbrd from US and UK shipping sources.
Taken from Thompson et al (2008).

Thompson et al. do not recompute the global avetagperature to assess the effect, though they note
that the impact may be substantial in the mitl-26ntury. Two implications that can be drawn digect
are as follows.

If the visible discontinuity in the Hadley SST ssriat 1945 is resolved by raising the post-1945
data so that it becomes continuous with the prés1gaties, then the series will become flat,
implying no warming, from about 1940 to the late9@9, substantially changing the current
understanding of 2Dcentury global warming. If, on the other hand, digcontinuity is resolved
by lowering the pre-1945 series so that it joins plost-1945 series, it will imply a much larger,
and unbroken, warming trend through thd' 2@ntury than previously supposed. Either way, a
massive revision to the current understanding abajl warming comes down to a largely
arbitrary decision about how to fix an odd, recewliscovered discontinuity in a shaky data
series.

Despite the massive number of records in the ICOARP8em, the overall global average is
apparently very sensitive to seemingly minor chanigethe sampling profile (in this case US
versus British ships), implying that through muchtioe 2d" century, the SST record lacks
robustness to shifting sample sources to a greatent than is indicated simply by counting the
number of individual observations.
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The climatological community appears to be uncert&bout what to make of this oceanic “blip” and,
possibly, a similar one in the land record. In tienategate archive, email 1254108338.txt dated
September 27 2009 from Tom Wigley to Phil JonesBex Santer reads as follows.

Jones’

From: Tom Wigley <wigley@ XXXXXXXXX.XXX>
To: Phil Jones <p.jones@XXXXXXXXX.XXX>
Subject: 1940s

Date: Sun, 27 Sep 2009 23:25:38 -0600

Cc: Ben Santer <santerl@XXXXXXXXX.XXX>

<x-flowed>
Phil,

Here are some speculations on correcting SSTs to pa

If you look at the attached plot you will see that
I'm sure you know).

So, if we could reduce the ocean blip by, say, 0.15
for the global mean — but we'd still have to explai

I've chosen 0.15 here deliberately. This still leav

to have some form of ocean blip to explain the land
or ocean forcing land, or vice versa, or all of the
land blips are 1.5 to 2 times (roughly) the ocean b
inertia effects. My 0.15 adjustment leaves things c
where | am coming from.

Removing ENSO does not affect this.

It would be good to remove at least part of the 194
"why the blip".

Let me go further. If you look at NH vs SH and the
MAGICC) then with a reduced ocean blip we get conti
in the NH -- just as one would expect with mainly N

The other interesting thing is (as Foukal et al. no
warming cannot be solar. The Sun can get at most 10
with Foukal solar. So this may well be NADW, as Sar
Schlesinger later). A reduced SST blip in the 1940s
the SH (which it currently is not) -- but not reall

So ... why was the SH so cold around 1910? Another
attached.)

This stuff is in a report | am writing for EPRI, so
Ben) might have.

Tom.

reply (1254147614 .txt) the next day, wapart:

I'm told that the HadSST3 paper is fairly near to b
see a copy. More SST data have been added for the W
John Kennedy they have not made much difference to

Here's the two ppts | think | showed in Boulder in
don't know what these would look like now. SH is on
larger, for some reason - probably just British shi

Maybe I'm misinterpreting what you're saying, but t
blip but enhance it. It won't change the 1940-44 pe
45,

| expect MOHC are looking at the NH minus SH series
cooler temps later in the 1950s and 1960s it is eas

rtly explain the 1940s warming blip.

the land also shows the 1940s blip (as

degC, then this would be significant
n the land blip.

es an ocean blip, and i think one needs
blip (via either some common forcing,
se). When you look at other blips, the
lips -- higher sensitivity plus thermal
onsistent with this, so you can see

0Os blip, but we are still left with

aerosol effect (qualitatively or with
nuous warming in the SH, and a cooling
H aerosols.

te — from MAGICC) that the 1910-40

% of this with Wang et al solar, less

ah and | noted in 1987 (and also

makes the 1910-40 warming larger than
y enough.

SST problem? (SH/NH data also

I'd appreciate any comments you (and

eing submitted, but I've still yet to
W2 and WW!1 periods, but according to
these periods.

June. These were from April 09, so
the left and adjustment there seems
ps there?

he adjustments won't reduce the 1940s
riod, just raise the 10 years after Aug

re the aerosols. My view is that a
ier to explain.

In Wigley’s email to Jones, he notes that if thip id removed in the 1940s, there is continuousmirag
in the Southern Hemisphere, but it cannot be emptaby solar changes, and it creates other prokilems
comparisons with the NH in the pre-1940 intervallfy was the SH so cold around 1910? Another SST

25



Critical Review of Surface Temperature Data Prosluct July 2010

problem?”). Jones replies that the adjustmentsgoeontemplated in the Met Office-Hadley Centre
(MOHC) go in the other direction than Wigley is spkting, enhancing rather than reducing the 1940s
blip, and raising the data after 1945 to meet tiee]945 series.

In other words, as dast Septembetarge and arbitrary changes to global SST sevexe being debated
in response to the Thompson et al. paper, eitheshath could fundamentally change the picture af-mi
century warming and possibly create new discregasneith climate models.

A further problem, similar to the land data, isteasly decline in the number of ships willing to lyp
data for ICOADS in recent years (http://icoads.nga@marcdat2/MARCDAT_II_final.pdf) (see Figure
3-3). While buoy data and satellite measures cm meintain data coverage, there are problems with
each of these. Concerns about satellites were iegplan the previous section. With regard to budlys,
new worldwide ARGO float network (www.argo.net) piges, as of 2003, complete global coverage of
the oceans to a depth of 2000 meters, for measuateroétemperature, salinity and currents. Howetver
does not measure SST directly, instead its praofiiagins at a depth of 10 meters below sea lendljta
intake pumps switch off at 8 m below sea level. KIS is considering making a request to the Argo
system to install thermistors that would permit SST readings
(http://icoads.noaa.gov/marcdat2/MARCDAT _II_finalfp

3.4. Sea Ice

SST series require estimates of areas of the oceagred in ice. However, ice-covered regions are
hazardous for shipping so data are sparse prithretsatellite era (c. 1978). Rayner et al. (20@3cdbe

the Walsh NH sea-ice concentration charts whicim §@91-1995. These are based on available shipping
observations of icebound regions, however, Raynhat. @ote that only the margins can be observed an
coverage beyond them had to be assumed uniforro.tAé&y note that there are no data at all fordad
winter months (September—March) from 1901 to 19&6sea ice concentration in the marginal zones
had to be estimated based on summertime data. HadlSes satellite observations after 1978, which
required an adjustment to make the series compatibl

Data on sea ice extent around Antarctica only becawailable via satellite observations beginning in
1973. Prior to that there were some observatiosedan research expeditions. HadISST uses a German
record for 1929-1939, repeating it backwards iretitm 1871. A Russian research record is used &or th
1947-1962 interval. Other years were interpolatetil gatellite measures became available.

3.5.  SST versus air temperature

When producing global records, SST is combined VBHCN data on the assumption that the two
together create an average of near-surface air einpe. On the CRU FQA page
(http://www.cru.uea.ac.uk/cru/data/temperatutbe question as to why SST are used is answesed a
follows (emphasis added):

Over the ocean areas the most plentiful and massistent measurements of temperature have
been taken of the sea surface. Marine air temp@=a(MAT) are also taken and would, ideally,
be preferable when combining with land temperatusas they involve more complex problems
with homogeneity than SSTs (Rayner et al., 2008 problems are reduced using night only
marine air temperature (NMAT) but at the expensealistarding approximately half the MAT
data.Our use of SST anomalies implies that we are tagjtlassuming that the anomalies of
SST are in agreement with those of MAT Many tests show that NMAT anomalies agree well
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with SST anomalies on seasonal and longer timeeseéalmost open ocean areas. Globally the
agreement is currently very good (Rayner et al3208ven better than in Folland et al. (2001b).
However, some regional discrepancies in open otesmds have recently been found in the
tropics (Christy et al., 2001).

Marine air temperature records are very sparsehamd been affected by the growth in ship height ove
the century, meaning that air temperatures arstnigtly comparable over time except in the casksere
they are measured at a consistent height abovessa The Christy et al. (2001) reference isriesting

in this regard. Christy et. al. focused on locatiomhere they could directly compare air and SST
readings in the same places. They examined 1979-$&I and Marine Air Temperature (MAT) data
from ships, as well as data from weather satellivasather balloons and a network of buoys in the
tropical Pacific. The buoy network data are esplcisseful since they measure temperatures at one
meter below the surface and three meters aboweliei same location. In all comparisons of SSTaind
temperature they found that the ocean has beeningreiative to the air, indicating that SST ovatstl

air temperature trends. Moreover, three of theéeanperature data sets (satellite, balloon and hesiap
indicate marine air temperatures just above thamserface had be@wooling throughout the tropics at
an average rate of between 0.01 and 6@@er decade since 1979, even while the SST dataesh
warming The authors re-calculated 1979-1999 global aeetagnperatures over intervals where air
temperature data were available instead of SST{tendlobal trend was reduced by 0°G5per decade.

The CRU claim that the SST/MAT agreement is “veopdj’, relies on Rayner et al. (2003). Section 5 of
that paper compared the globally-averaged SST ptq@lADISST) to three air temperature data sets: a
sparse basic set derived from ship reports andesuty) some basic corrections (denoted 42N), tie 42
set subject to revised adjustments for increasirerage ship heights over the"26entury (denoted
43N), and a smoothed, interpolated version of 48Mded with satellite-measured SST data to obtain
complete global coverage, denoted HadMAT1. Whemamesl up to the global level, trends through all
four series were nearly identical, though the HadMAase is less than compelling since it assinslate
SST in its construction. In comparisons confinetbt@ations where both air temperatures (in somescas
from small islands) and SST’s were available, &m$ pattern was found in the Southern Hemisphere,
in which the MAT-minus-SST difference declines byoat 0.2°C over the 20 century (Rayner et al.
2003 Figure 17). In other words SST warms reldiivine corresponding air temperatures. There appear
to be a similar but smaller effect in the tropiasdaNH (after 1980) as well. Unfortunately the
information is presented in Rayner et al. (2003)hia form of small graphs in which the scale igéar
relative to the size of the trends, and no numetreads are provided. In the concluding sectiorthef
paper they comment (p. 22):

[There] remains a small cooling in NMAT relative$&T in the Southern Hemisphere from the early
1990s onward, only partially ameliorated by theiges deck height corrections, which needs more
investigation.

This does not do justice to the evidence presentéukir Figure 17, but at least points to the thet the
problem noted by Christy et al. exists and need&éu investigation.

3.6.  SST data products: Hadley Centre

The Hadley Centre produces two data sets: HADSSW® HADISST. Descriptions are available at
www.hadobs.org.
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HADSST?2 takes the ICOADS data, applies some hon&geoorrections, including the Folland-Parker
adjustment with a slightly longer phaseout (to )92d forms it into 5degree grid cells, with nceatpt

to interpolate missing regions. The methods areqmted in Rayner et al. (2006). One important featu
of HADSST?2 is that they changed data sources 8189 to 1997 HADSST2 used the ICOADS data,
then as of 1998 it uses a subset of ICOADS caledNear Real-Time (NRT) Marine Observations
system kttp://icoads.noaa.gov/nrt.htinlThe ICOADS web site has a brief, and somewhgptar,
caution about combining the two data sets (emplzakied):

Near-real-time statistics based on NCEP GTS (liahipgoducts,not fully consistent with
ICOADS; production scheduled to end in January 2011)
(http://icoads.noaa.gov/products.hymi

This prompted blogger Bob Tisdale to compare HadS&Jainst the other SST products to see if there is
a discrete change at 1998. The following graphswshtee difference between HADSST2 and the
corresponding series used by NOAA (ERSST.v3b) al85G0I1.v2). NOAA uses ICOADS throughout;
GISS also switches to an automated system at 1908des not exhibit a step-change. A relative step-
change in HADSST2 coinciding with the switch to MRT system is apparent:

Global SST Anomaly Difference [HADSST2 Minus ERSSTv3k] Global S5T Anomaly Difference [HADSST2 Minus Ol.v2]

Period Averages 1987-1997 & 1998-2005YTD Period Averages 1987-1997 & 1998-2009YTD
Jan 1987 to Oct 2009 ] Jan 1%87 to Oct 2009
Difference In Period Averages = 0.066 Deg C Difference In Period Averages =0.084 Deg C
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Figure 3-5: HADSST2 minus ERSST.v3b (left) and Ol.v2 SST sefight).

sourcehttp://bobtisdale.blogspot.com/2009/12/met-officeeiction-climate-could.html

As noted, the NRT system will be phased out atehe of 2010 since the ICOADS system is now
sufficiently automated to allow continuous updatieg Hadley will likely switch back to the ICOADS
source. It will be interesting to see if there igliscrete drop in the HADSST2 series as of the sfar
2011.

HADISST provides globally “complete” coverage, arather words, numbers for every grid cell, using
one of two interpolation methods. The main dataremus the UK Met Office’s Marine Data Bank,
supplemented with ICOADS data up to 1995. The RallRarker adjustment is applied up to 1941.
Hadley uses a numerical method based on princgraponents analysis for infilling missing grids sell
After 1982 they combine the SST observations watielite data in the interpolation algorithm.

3.7. NOAA
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NOAA produces the Extended Reconstruction Sea Saiifemperature, or ERSST. The current version
is v3b. It is based on ICOADS data. Initially NOAfsed AVHRR satellite observations after 1985 to
improve coverage in polar areas. This edition walked ERSST v3. However they noted that it reduced
the trend slightly and deemed this effect a cosbpso the satellite data were removed for vengitn
http://www.ncdc.noaa.gov/oa/climate/research/sséte8.php

3.8. GISS

GISS uses another NOAA product, the Reynolds e2808) Optimal Interpolation version 2 (Ol.v2)
data base. This is based on ICOADS up to 1998.€Hfier, like Hadley, they switch to a subset thmat a
continuously updated. The updated subset is weigtaeards buoy data since many shipping records
are provided in hard copy. Ol.v2 also uses AVHRRISte retrievals to improve the interpolation for
unsampled regions. Unlike the ERSST data set tledlisminput is still used in Ol.v2.

The following figure shows the drop in samplingmgsiat 1998 in the Ol.v2 record
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Figure 3-6: Ship and buoy samples used in NOAA Ol.v2.

Source : Reynolds et al. Figure 2.

The step down in ship records at 1998 is clearlibie. Information about the changed spatial
distribution of the sample is not given. Note tshtp observations as of 1998 were primarily engine
intake-derived. (see Figure 3-3), which have a warias relative to buoys (Thompson et al. 2008).
Reynolds et al. (2008) calculated a ship-minus-tdiffgrence of 0.13C in their data, but do not apply a
correction because they found their calculatiomsuncertain to identify the appropriate adjustmgnt
1615).

Further information is dittp://www.emc.ncep.noaa.gov/research/cmb/sst_sisaly

3.9. Conclusions about SST data

The underlying data are of very questionable quarior to 1950 or so. Discrepancies among
sources include types of buckets, use of bucketuseengine intakes, measurement conditions,
ship height, etc., all of which require large, utam and somewhat arbitrary adjustments.

As recently as last fall, it has been realized thajor revisions to the #0century record may
still be necessary due to discontinuities in thd-o@ntury ship-derived data.
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The use of SST trends as a measure of air temper@énds has not been securely established,
and there is evidence that SST trends exaggeratienaperature trends in the tropics and SH.

The major compilations rely heavily on numerical thoels to infill missing regions, and
different teams take conflicting views on the valok using satellite retrievals to provide
measurements in sparsely-sampled areas.

The 1998 switch to a Near-Real Time data set byldyagappears to have coincided with a step-
change upwards in their series relative to otheese

4. A Brief Description of Processing Steps

Over the past year there have been efforts by apgod independent bloggers, as well as the Muir
Russell Review Teamhftp://www.cce-review.ord/ to independently produce globally-averaged land
temperature anomaly series from GHCN. The Muir Blhigsam noted that although they had no prior
experience in the area it only took them about daps to download the data and produce a plauséble s
of results. The efforts of bloggers are noteworsigce many of them are engineers or computer
scientists with advanced skills in data extractaord coding, so their efforts have led to considerab
clarification of the procedures.

The following chart from the website “The Air Verghows the comparison of results for the globadi lan
average from various bloggers as well as the traddit big three sources.

Figure 4-1: Blogger replications of Globally-averaged Land Tengture Anomalies.

Sourcehttp://noconsensus.wordpress.com/2010/07/14/griditdnhl-temperature/

There are clear similarities, although in the egdiegment the spread widens to about 0.4 C. Many of
the bloggers use a variation on the NOAA metho@dtimate the baseline from which anomalies are
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computed. The similarities across all methods intpgtgiven the input data, the subsequent processing
steps do not make much difference to the globabhgee

It is interesting to compare the land records eodbeanic average (taken from ERSST v3b.)

Figure 4-2: Average ocean temperature anomaly, 1880-26@8ce:
http://www.ncdc.noaa.gov/oa/climate/research/sstte8.php

Note the difference in vertical scales. Over thstd®80 interval the SST record goes from aboud #@r
about 0.3C. The land record goes from about zero to ab@it@.Clearly the quality of the land record
after 1980 is a crucial element in determining éx¢ent of global warming in recent decades.

Another interesting aspect of Figure 4-2 is thealted 95% Confidence Interval. Compare it to Fegur
3-4. The ICOADS data drops outside the lower boimthe early 28 century, a shift attributed by
Folland and Parker to inaccuracies resulting frefirance on bucket measurements. Then in 1945, the
temperature mean drops about 0G} an effect also considered a spurious artifacmefisurement
irregularities (Thompson et al. 2008). In both sasspurious effects due to measurement error cause
jumps and changes that fall outside the 95% Conééelnterval. In other words, the “official”
uncertainty estimates do not encompass measuregnems already known to exist. Taking the 1946
value in Figure 4-2 as an example, NOAA claims thet 95 % confident that the SST value fallshe t
blue band, that is, between approximately ®@3and -0.5C. Yet it is already known that the necessary
adjustments to correct for the effect of UK shipsentering the sample after WWII will be outsidedé
bounds. The conclusion is that a graph like Figls& which is taken from the NOAA web site, faits t
disclose the actual magnitudes of the uncertaintiethe record arising from all causes, including
measurement discontinuities and other samplinglenah

4.1. Flowchart

The following diagram sets out the major operationgolved in producing the global average
temperature series.
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Figure 4-3: Steps in producing global average temperaturesserie

4.2. Notes on individual methods: GISS, CRU and NOA A

All temperature products rely on GHCN (land ) a@®ADS (ocean). Variations on these are often more
apparent than real. For instance, CRU uses dsBIWNCAR, also known as the World Monthly Surface
Station Climatology (WMSSC). But it is a subset@HCN. GISS uses the US Historical Climatology
Network in the US, but this is also a subset of Bki€ubject to some additional adjustments not appli

in the GHCN methods.

4.2.1. GISS

GISS combines the data into grid cells and thenpetes anomalies. The GHCN archive needs to be
reduced so that multiple records from the sameepdse combined. Since records may have unexplained
offsets from one another, and may not cover theesime periods, this cannot be done by simple
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averaging. Figure 4-4 (a copy of Figure 2 from Hamet al. 1999) shows a schematic examplés The
longer series. Jis a shorter series believed to be from the samwatibn. If they were simply averaged
together the result would contain an abrupt shiftirdy the overlap period. Therefore fieeds to be
shifted down to line up with T The size of the shift, dT, is called the “offset”

Figure 4-4: Computing offsets for series to be combined. Tdkem Hansen et al. (1999).

The GISS method for computing offsets involves ct@lg one reference station and then lining another
station up to conform with it. Once the first twoeacombined, subsequent stations from the same
location can also be added in. GISS will add ireostations without overlap as well, as long asethe

no more than 10 years’ gap between the single deemd the reference record, and the mean
temperatures for the adjacent 5-year periods didyeno more than one standard deviation (Hansah et
1999). GISS only retains site records that areaxt|20 years long.

GISS anomalies are calculated after gridding. Ttake the centerpoint of the grid and weight each
record within the grid on a declining basis, theHar it is from the center. Then they compute18b1-
1980 mean for the grid cell and subtract it to pianomalies (Hansen et al. 1999).

GISS uses two different compilations of SST by Régs and Smith, one from 1950 to 1981 and one
after 1982. Each of these uses numerical methodxtend coverage to the entire ocean, the former
using principal component methods and the lattergusatellite records.

Over land, GISS applies a processing step to doiwecrbanization that involves constructing wigieea
averages and then forcing nearby site recordslimrfadhem (see next section). Since ice-coveredsre
are omitted in GISS, this results in extrapolatigd values over ice-covered ocean regions, edpecia
in the Arctic.
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4.2.2. CRU

CRU combines obviously duplicated (identical) relsprthen computes anomalies, then grids the
resulting series (Brohan et al. 2006). Anomalies @mputed by subtracting the 1961-1990 mean (the
so-called “normal”). If the record does not containleast 15 of the 30 years from 1961 to 1998 it i
deemed not to have enough data to estimate theahohmthat case the normal is drawn either from
WMO records if possible or by using surroundingtistavalues. Then the anomaly series inside a 5
degree gridcell are simply averaged together, dngppany values that are more than five standard
deviations from the gridcell average. Missing datanot interpolated.

4.2.3. NOAA

NOAA, like CRU, takes anomalies first, then griéfer land data, NOAA uses the GHCN-adjusted data,
computes 1961-1990 anomalies of each station aerddlierages them together into 5 degree gridcells.
For SST, 1961-1990 is again used as the anomagygexgod. Then the blended land and sea series is r
set to a 1901-2000 base, so anomalies are wittecesp the entire 2Dcentury average. NOAA
estimates the percentage land area in each gtidruetlthen combines the station record and SSTradeco
accordingly. Other products consider the cell taléand or all sea. Ice-covered SST areas aated

as missing, and only the land fraction is used.

4.2.4. Remaining steps

Once the grid cells for land and sea have been ctedpthey are averaged up into zonal bands and/or
hemispheric averages, as well as into the globaiame.

4.2.5. Conclusions: Processing steps yield minor di fferences

The Muir Russell Inquiry sought to demonstrate that CRU global land-based record could be easily
replicated. They made no effort to replicate theute details of processing steps by different teams
instead they just downloaded the data and condwstise straightforward averaging, yet they produced
a global average temperature series with a stresgmblance to the CRU series. Their conclusion was
that anyone who wants to replicate the major festwf the CRU global average temperature anomaly
series can do so. But there is another, somewhg significant implicationThe processing steps make
little difference, once the source data (GHCN a@@®ADS) have been chosen. Quality limitations in
those data sets put boundaries on the quality gfrasulting global average.

4.3. Conclusions about independence of data product s

Taking into account the reliance of land record<GHCN and the reliance of SST records on ICOADS,
there is relatively little true measurement indefsce across the different global temperature mtsdu
The different teams do not introduce any majoregdlédhces as a result of their processing stepsuagjth
there are small but important differences in soeeades.

Overall, the similarity of the different data pratisl does not provide independent replication for @i
them, since they all fundamentally analyse the samgerlying data.

4.4.  Conclusions so far about construction of surfa ce temperature record
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NON-INDEPENDENCE:

Given overlap of input data, and minor differenagsbutable to processing steps, the three s€OBY),
GISS and NOAA) cannot be viewed as independerdnyf one is flawed because of poor quality raw
data, they will all share those flaws

MAJOR SAMPLING PROBLEMS AFTER 1980 IN THE LAND RE(RD:

The dominant warming comes from the land surfacerce However coverage has fallen radically in
recent decades, with the sample being skewed tewairgorts, low-altitude and lower latitude regions
Adjustments to GHCN to try and correct some ofrtiagor data problems become large and chaotic after
1990. Questions about the basic quality of thedata will be discussed further in the next Section.

UNRESOLVED CONCERNS ABOUT SST RECORD:

The underlying data are of poor quality prior t&Q@%r so due to reliance on shipping records. Rega
combined from very different sources, with discrepas among instruments, techniques, measurement
conditions etc. requiring large and sometimes gatyitadjustments. The use of SST as a measure of ai
temperature has been shown to be a potential sofingeward bias. As recently as last fall, majamfs

in the mid-28 century record have been discovered based on xamieations of ship-derived data. The
major compilations rely heavily on numerical metbdd infill missing regions, and different teamketa
conflicting views on the value of using satelligrievals to provide measurements in sparsely-saipl
areas.

5. Quality of the raw GHCN data

5.1. Biases related to urbanization and land use ch  ange

Up to this point the discussion has focused onctienging numbers and locations of surface records.
This section looks at the question of possibledsan the air temperature record due to urbanizatial
other types of land-use change.

5.1.1. General acknowledgment of problem; claims th  at it has been rectified

Climatic data are processed versions of temperatgerds. Temperatures at land-based observational
sites can be affected by modifications to the Idead surface due to deforestation, introduction of
agriculture, road-building and urbanization, aslvesl changes in monitoring equipment, measurement
discontinuities, and so forth; and by local emissiof particulates and other air pollutants. These
non-climaticinfluences, since they are driven by local, rattian global, climatic forcing. Hence the
raw temperature record must be adjusted, if passiblremove the effects of these things and rebeal
climatic record. An ideal record of surface climatic chang®uld require a monitoring site untouched
by human development, the equipment for which vaasistent and perfectly maintained over the entire
measurement interval. However, as shown in theiguevsection, GHCN data almost never satisfies
these ideals. The GHCN adjustments are intendeénedy problems of equipment discontinuity, at
least in cases where they are large enough to teetdd by the algorithms that look for unusual step
changes. However, other data contamination probfexed to be addressed by the users of GHCN data.
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As an illustration of the wide acknowledgment ofethproblem, the CRU web page
(http://www.cru.uea.ac.uk/cru/data/hrgiresents two data compilations: CRU TS and CRUTHNe

TS series are not subject to adjustments for nomatic influences, and for that reason users are
cautioned not to use them for climate analysis {g§e//www.cru.uea.ac.uk/cru/data/hrg/timm/grid/ts-
advice.htm). There is an online list of FAQ'’s for this proddcThe very first question, and its answer,
are reproduced (in part) below.

"% ! & ! $'& ( ! !
# Y1t s % !
&$ " * +
, & # ! # !

The implication is that the Jones data (CRUTEM) bagen adjusted “for the reliable detection of
anthropogenic trends.” The assumption that thesadljents are adequate is widely held. For example,
Jun et al. (2008) used surface climate data indyshat tested some properties of climate mod¥ghile
they are aware of the many faults of the underlgatg, they dispensed with them as follows (p. 935)

Inhomogeneities in the data arise mainly due tongha in instruments, exposure, station
location (elevation, position), ship height, obsdion time, urbanization effects, and the method
used to calculate averages. However, these effeetall well understood and taken into account
in the construction of the data set.

In its 4" Assessment Report, as in the previous three, R Ialso acknowledged the problems of
contaminating influences on temperature data aitneld that adjustments have been applied to remove
them. This forms an essential assumption behintthalkey IPCC conclusions. Global temperature send
were presented in Table 3.2 on page 243 of (Worldngup I). The accompanying text (page 242) states
that the data uncertainties “take into account$ésadue to urbanization. The Executive Summarkeo t
chapter (page 237) asserts that “...the very realdwatl [urbanization] effects are avoided or acd¢edn

for in the data sets used.” The influential SumnfaryPolicymakers stated:

“Urban heat island effects are real but local, hade a negligible influence (less than 0.006°C
per decade over land and zero over the oceanslese values.”

The 0.006°C is referenced back to Brohan et al0§20where it is merely an assumption about the
standard error, not the size of the trend biadfitdeCC Chapter 9 provides the summary of evidence
attributing warming to greenhouse gases. The IP&€ aside the problem of surface data contamination
as follows p. 693):

Systematic instrumental errors, such as changagasurement practices or urbanisation, could
be more important, especially earlier in the rec@@hapter 3), although these errors are

5 http://mww.cru.uea.ac.uk/cru/data/hrg/timm/gricddvice.html
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calculated to be relatively small at large spasiehles. Urbanisation effects appear to have
negligible effects on continental and hemisphevierage temperatures (Chapter 3).

The citation to IPCC Chapter 3 is uninformativeaT bhapter does not describe the data adjustmedts a
only briefly mentions a few studies that have foeweence of urbanization and land-use-relatedelsias
in climate data. These studies are raised onletdismissed without much, if any, consideratiomtheifr
merits.

5.1.2. Adjustment methods: CRU

CRU relies on subjective, and largely undocumenteethods to remove non-climatic patterns in the
temperature data. Brohan et al. (2006) does ndaexthe actual adjustments to CRU data, it mainly
focuses on the claim that any biases are very sBiahan et al. Section 2.3 says of the temperatate
they use that adjustments were made to raw temperaeries but in most cases the originals were not
retained, so it is now impossible to say how latgeadjustments wefeThis remark appears to refer to
adjustments made to the GHCN raw archive, not ® ghbsequent changes leading to the GHCN
adjusted archive. Brohan et al. assume any inhon@tyeuncertainties are symmetric around zero Yp. 6
In their Section 2.3.3 they state that to propedjust the data for urbanization bias would reqgaire
global comparison of urban versus rural records classifying records in this way is not possititece

“no such complete meta-data are available” (p. The authors instead invoke the assumption that the
bias is no larger than 0.006 degrees per century.

Jones and Moberg (2003) likewise offers little mf@tion about the data adjustments. They discuss
combining multiple site records into a single seridbut do not discuss removing non-climatic
contamination. Moreover, like Brohan et al., thécs points out (page 208) that it is difficult say
what homogeneity adjustments have been appliduetoaiw data since the original sources do not away
include this information. They emphasize that nbmatic influences must be corrected (Section 2, p.
174) for the data to be useful for climatic reshaiut the part of the paper that outlines the stdpents
consists of only three paragraphs in Section 2dhenof which explains the procedures. The only
explanatory statement is the following (page 174):

“All 2000+ station time series used have been asskdor homogeneity by subjective

interstation comparisons performed on a local badiany stations were adjusted and some
omitted because of anomalous warming trends amdiorerous nonclimatic jumps (complete

details are given by Jones et al. [1985, 1986¢]).”

The two reports cited (“Jones et al. 1985, 1986Gm'® the technical reports submitted to the US
Department of Energy as mentioned in Section 2hkyTonly cover data sets ending in the early 1980s,
whereas the data typically under dispute now ispbst-1979 interval. Even if the adjustments were
adequate in the pre-1980 interval it is likely impible to have estimated empirical adjustmentdieén t
early 1980s that would apply to changes in socinegoc patterns that did not occur until the 19904 a
after.

® “For some stations both the adjusted and unadjtisteeseries are archived at CRU and so the adjudntleat

have been made are known [Jones et al., 1985, &baés1986, Vincent & Gullet, 1999], but for masations
only a single series is archived, so any adjustennat might have been made (e.g. by National Matices or
individual scientists) are unknown.” Brohan et2006 p. 6.
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In sum, the CRU cautions that its unadjusted teatpez data products (TS) are inappropriate for
climatic analysis, and refers users to the CRUTEbUpcts. Yet the accompanying documentation does
not appear to explain the adjustments made or thengs for claiming the CRUTEM products are
reliable for climate research purposes.

5.1.3. Adjustment methods: GISS

GISS uses the GHCN v2 raw (unadjusted) data (Haesex. 2001). Outside the US, GISS uses the
population data in the GHCN archive to estimateugranization effect, although their method is not
intended to remove temperature changes due to &mrakols or land use effects. Based on population
data a station is identified as rural, small towruban. Rural stations are identified as thosd \ats
than 10,000 population, except in the US, south@amada and Mexico, where rural stations are
identified as “unlit” locations using nighttime s#ite images.

For an urban or small town station, a radius of B@0is drawn around it and any rural stations iat th
distance are identified. As long as there are as$tl& such stations, the mean temperature trend is
computed, and then the urban station at the cehtée circle is adjusted so that the trend issthime as

the rural trend. If three stations are not avadakithin 500 km, the radius is expanded to 1000 km.

The validity of this adjustment depends stronglytlom assumption that the stations identified asalfu
show the true regional climatic signal. While iniwely plausible, there are two reasons why this
assumption may not be safe.

First, biases due to urbanization have long bedievssl to grow most quickly in the early stages of
population growth. Oke (1973) showed that even ktoalns have measurable heating compared to the
nearby rural countryside. Oke estimated that tHeabdrHeat Island effect (itC) increases according to
the formula

UHI = 0.73log, (pop)

wherepop denotes population. A graph of this relation, opydation numbers from 0 to 250,000, is as
follows.
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Figure 5-1: The Oke (1973) model of the Urban Heat Island EffEbe theoretical starting value is zero if
population equals one person.

This means that if a town grew from 500 to 1,006spers over the time period of the calculation, it
would be considered “rural” in the GISS analyskst, would record 0.22C false warming. By contrast a
town that grew from 240,000 to 250,000 persons douly add 0.014C false warming, yet it would be
adjusted to have the same trend as the small tavith in this case would entail an increase in its
warming rate.

With regard to CRU data, Brohan et al. (2006, p) &inphasized that reasonable urbanization
adjustments should always yield reductions in tewatpees: “recent temperatures may be too high due t

urbanisation, but they will not be too low.” YetethtGISS method routinely yields adjustments that

increase the estimated trend. Hansen et al. (2@&Qbxt that “the homogeneity adjustment changes the
urban record to a cooler trend in only 58% of thees, while it yields a warmer trend in the otHzo4

of the urban stations.” (p. 5).

The second problem with the assumption behindrigthod is that weather stations in rural areas are
typically related to agriculture, and modificatiohthe landscape to support agriculture can itselfice

a warm bias. Chagnon (1999) described a temperatuies collected from 1889 to 1952 at an lllinois
agricultural research station from a thermometaced in a glass tube and lowered 3 feet into tiie so
The tube was relocated twice to maintain its plaaenin totally rural fields as the nearby universit
campus expanded. Air temperatures were also cetleabove ground at a station that was gradually
encroached upon by the university campus, as veeihawo nearby towns. By using above-ground
stations, the USHCN estimates a warming of @6over the interval, and deems it to be free of
urbanization bias. Chagnon, however, found thattiietemperatures increased by only @4 leading

him to conclude that even small-town and universdynpus sites can have larger urban heating effects
than are typically assumed.
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Christy et al. (2006) described the differenti@ntis in California between a non-agricultural maunt
district and a nearby (valley) agricultural distridocumenting a substantial warming in the agtical
district that was not detected in the mountainscéigioned that agricultural districts may havemiag
biases of their own. This is an important findindight of the migration of GHCN records to lowerda
lower altitudes, in other words away from mountsigles and down into valleys, where agriculture send
to be located (see Figure 1-8).

Another concern about the GISS method is thatquires adjacent rural-urban pairs, and as such is
primarily applicable in the US. While 74 percentudf stations have enough nearby rural data to suppo
estimation of an adjustment, only 37 percent diata outside the US doAnd since more than half the
non-US GHCN data come from airports, this implietaage fraction of the GISS data comes from
unadjusted airport records outside the US.

Focusing on the US, where most stations are adjwsid most adjustments reduce the trend, Hansen et
al. (2001) report the overall effect of the adjusis is to reduce the 2@entury US warming trend by
about 0.15°C. Their estimated warming from 1900 to 1999 islGG globally, compared to 0.3Z in

the US. Again it is noteworthy that where the atinents are most feasible and sampling is most dense
the trend is considerably lower.

5.1.4. Adjustment methods: NOAA

NOAA uses the GHCN adjusted data (see Section)1.Ti®y do not make further adjustments for
urbanization bias, though they add a constant @ostandard deviation to expand the 95% Confidence
Interval to indicate the additional uncertaintyate=l by the problem (Smith and Reynolds 2005 p5p03

5.2. Ex post methods for testing the adequacy of the adjustment S

The fact that adjustments have been applied doeproge that they are adequate for the purpose. By
way of analogy, suppose a cleanser is developedstsupposed to be able to kill all the bactenaao
tabletop. The effectiveness of the cleanser cowoldbe proven simply by listing its ingredients. The
proper test would be to examine an infected surédte® using the cleanser, to test for the remginin
presence of live bacteria. In other wordsearantetest (listing the ingredients) is not enough,east we
require anex posttest (the absence of bacteria on the surface aftiig the cleanser) to prove its
effectiveness.

Likewise, in the discussion of measures to remabanization contamination of the temperature data,
the discussion has been heavily focusedegnantetests, namely listing the “ingredients” of data
adjustments. There has been relatively less attenqgaid toex posttests: indeed there isn’'t even any
agreement about what the properpostest should be.

5.2.1. Observations vs reanalysis data

Kalnay and Cai (2003) compared surface temperatata to “reanalysis” data taken from 6-hour ahead
weather forecasts archived at NCAR. The reanalgsisa contains surface temperature forecasts

" Source: tabulation dttp://climateaudit.org/2008/03/01/positive-and-atdeg-urban-adjustments/
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generated using atmospheric (but not surface) vasens of wind and temperature derived from
weather balloons and satellite records. Since e¢healysis data do not use direct surface measutemen
Kalnay and Cai argued that they provide an appration to a surface record free of contaminating
influences from land use change. In favour of thierpretation is the observation that reanalysitad
shows no difference in trends between rural andrutbcations. They found a century-scale difference
in minimum temperature trends between surface @&ahalysis data of +0.27 C, implying a false
warming much larger than had previously been es#icharhey attributed this, in part, to the factttha
agriculture is also a source of warming bias ingerature records, but is not picked up by tradéion
adjustment methods based on rural-urban comparisons

Trenberth (2004) criticized the Kalnay and Cai roefhby pointing out that land use change is not the
only thing left out of the reanalysis data: it atsuits information on many other potential influea@n
surface temperatures including changing greenhgaselevels, volcanoes, trends in cloud cover and
surface moisture changes. Kalnay and Cai (20®poreded that the omitted factors that matter, sisch
greenhouse gas and volcanic effects, are assidhilate the analysis via the atmospheric temperature
observations. Vose et al. (2004) pointed out thatdurface observations are affected by many ckange
in instrumentation and time of measurement. Whey tise data corrected for these factors (so-called
HCN records, which Kalnay and Cai did not use) they an even larger difference, implying the land
use impact is twice as large as Kalnay and Caifbadd. Vose et al. take this as evidemgminst
Kalnay and Cai’s results, on the grounds that tt@myt believe them.

“These estimates seem improbable and indicate tihatsthe NNR [reanalysis] trends are not
accurate. We infer this in part because there ienske evidence to support corrected HCN
trends...We are not aware of any evidence demongjratie reliability of the NNR surface
temperature trends.”

Kalnay and Cai (2004) would have been justifiegamting out that this argument is circular. Vosale
say they are unaware of evidence demonstratingetiadility of reanalysis data. They are awarels t
Kalnay and Cai paper, of course, but they deemoitto have demonstrated the reliability of the
reanalysis data since it disagrees with the HCM,dahich they assume to be valid. But since Kalnay
and Cai have shown the surface records to be dhle Vose argument requires the assumption hleat t
Kalnay and Cai results are incorrect. In other wdiety conclude Kalnhay and Cai are wrong on thesbas
of an argument that assumes Kalnay and Cai aregwron

Simmons et al. (2004) used a different reanalyscdyct, ERA-40, from the European Centre for
Medium-Range Weather Forecasts, and showed tipadvided a reasonably good match after 1980 to
the CRU data compared to the one between NCAR kgsasaata and the US data used by Kalnay and
Cai. Since ERA-40 assimilates more data into itedasting scheme than NCAR reanalysis data, they
argued that the Kalnay-Cai results may simply Hasen due to relatively poor quality reanalysis data
especially prior to 1979. This was the positioncesed by the IPCC in the AR4 (p 245):

Vose et al. (2004) showed that the adjusted statada for the region (for homogeneity issues,
see Appendix 3.B.2) do not support Kalnay and Cegaclusions. Nor are Kalnay and Cai's
results reproduced in the ERA-40 reanalysis (Sinsvaral., 2004). Instead, most of the changes
appear related to abrupt changes in the type of asgimilated into the reanalysis, rather than to
gradual changes arising from land use and urbammsahanges. Current reanalyses may be
reliable for estimating trends since 1979 (Simmenal., 2004) but are in general unsuited for
estimating longer-term global trends, as discugségppendix 3.B.5.
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The quoted paragraph is misleading in saying that\fose et al. results “do not support” those of
Kalnay and Cai: in fact they reinforce the KalnaydaCai results; Vose et al. simply dismiss them as
implausible.

There are two further salient points about the Somsnet al. paper. First, the ERA-40 reanalysis uses
CRU input data as an input to its own forecast sehéSimmons et al. paragraph [7]). Consequently, as
the paper itself notes, ERA-40 data are not egtirelependent of CRU data, whereas the reanalgsss d

in Kalnay and Cai are entirely independent of théaxe data they tested it against. Second, Ph#slo

of the CRU was the second author on the Simmonerpap well as Coordinating Lead Author of
Chapter 3 of the IPCC Report. Consequently the faat the IPCC endorsed the Simmons et al.
argument is meaningless, since it comes down teslendorsing his own study. One thing he especially
liked about the paper was that its results weredtyrfor CRU. In a 2004 email to Michael Mann
(1089318616.txt) with the subject line ‘HIGHLY CONFENTIAL’ he wrote the following:

From: Phil Jones <p.jones@XxXXXXXXXX.XXX>

To: "Michael E. Mann" <mann@ XXXXXXXXX.XXX>
Subject: HIGHLY CONFIDENTIAL

Date: Thu Jul 8 16:30:16 2004

Mike,

Only have it in the pdf form. FYI ONLY - don't pass on. Relevant paras
are the last 2 in section 4 on p13. As | said it is worded carefully due
to Adrian knowing Eugenia for years. He knows the'r e wrong, but he
succumbed to her almost pleading with him to tone i t down as it might
affect her proposals in the future !

| didn't say any of this, so be careful how you us e it - if at all. Keep
quiet also that you have the pdf.

The attachment is a very good paper - I've been pu shing Adrian over the
last weeks to get it submitted to JGR or J. Climate . The main results
are great for CRU and also for ERA-40. The basic me ssage is clear - you
have to put enough surface and sonde obs into a mod el to produce
Reanalyses. The jumps when the data input change st and out so clearly.
NCEP does many odd things also around sea ice and o ver snow and ice.

Zhou et al. (2004) used an improved version ofNBAR reanalysis data and applied the Kalnay and Cai
method to Chinese urban data, finding a warming bfaabout 0.05C/decade.

We can summarize this section as follows.
Kalnay and Cai argued that reanalysis data prodaldsely emulate surface temperature
conditions but are free of biases due to urbammatind land use change. They attribute the
difference between observed warming and the reaisatpmputed warming in eastern US data
to land use factors, and estimate a larger wars thian previous studies had using rural-urban
comparisons.
Vose et al. found that using homogeneity-adjustath ¢ielded an even larger estimate of the
land use effect, but claimed the Kalnay and Cahoetwas still wrong because they found the
results implausible.
Trenberth argued that the differences between hgsiaand surface data may reflect a number
of elements missing from the reanalysis systemyughoKalnay and Cai pointed out many of
them are effectively included via their effectstbha atmospheric temperature data.
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Simmons et al. found a smaller discrepancy betvERA-40 reanalysis data and CRU data in
recent decades, and argued that incomplete datmilas®n likely accounts for the trend
discrepancy Kalnay and Cai found. A weakness af #mgument is the overlap between input
data for CRU and ERA-40.

The use of reanalysis data asearpostest for surface temperature adjustments mayuyetdut

to be a valid tool. The IPCC rejection of the Kairemd Cai findings on the basis of Simmons
paper is uninformative since the second authoherSimmons paper was Phil Jones, who was a
Coordinating Lead Author of the relevant sectiorir@ IPCC report, and he had earlier praised
the paper as being “great for CRU” — indicatingekl of disinterested objectivity.

5.2.2. Calm vs windy conditions

UK Met Office scientist David Parker (2004, 2006)oposed anex posttest of the influence of
urbanization on surface data based on the arguthantvindy conditions mitigate the urban heat idlan
(UHI) effect. Therefore, the strength of the UHfeet could be measured by comparing temperature
trends on calm nights versus windy nights. Parkersd and found that while temperature levels were
lower on windy nights, the trend over time was shene as those on calm nights, indicating that tHe U
did not bias the trend.

Parker’'s argument rests on the premise that wiridyatés the UHI. He cited Johnson et al. (1991) for
the claim that “the influence of urbanization ontamperatures is greatest on calm, cloudless sigynd

is reduced in windy, cloudy conditions.” What Jobmt al. said was that calm, cloudless conditames
ideal for formation of a large gradient betweentégmaperature in an urban center versus a rural brga
they did not say they are the only conditions f@ating a UHI, nor that windy conditions preveruidl.

“IM]ost mid-latitude studies show that the healarsd intensity (the difference between the
temperature of the warmest location in the city #mel background rural value) of the surface
layer reaches its maximum a few hours after sumsetlm, cloudless summer nights”

(Johnson et al. 1991 p. 275). Parker’'s premisensesvhat different. Schematically, his results |tikk
the following.

Figure 5-2: Schematic version of Parker’s results:

temperature trends do not differ based on windspeed
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Parker’'s argument is that if the UHI had a strofigot on mean temperatures, then the lines in Eigu2
would not be parallel, instead they would look stimmg like this:

Figure 5-3: Schematic version of Parker’s premise:

a strong UHI effect should generate divergent tse®ihce we do
not observe divergence, therefore the UHI effeabisstrong.

For the premise to be true, it would have to becthge that we would expect to observe Figure 5-8 on
sample of urban sites over time, which would imiplgt increased urbanization was fully offset bydvin
In other words, while a UHI effect clearly exisitscannot grow (or at least it must grow more skyvdn
windy nights even as urbanization grows.

The main difficulty in evaluating this line of angientation is that Parker’s argument relies on anjge

not proven either by his source or by his analydis. technique does not involve measuring the UHI
effect directly, instead it assumes that wind cénoet any growth in the UHI, and then examines the
effect on observed trends effect of comparing wiadg calm nights. If a windy/calm trend differerise
not found, he concludes there is no UHI effect be global average. But the other alternative
interpretation is that there is a UHI effect, isjgrows on windy nights as well as calm nigHtd. it the
case that the UHI can grow even on nights with akss wind speed, then Figure 5-2 is consistent with
UHI contamination of the temperature record. Thpepaited by Parker as the basis for his premise is
Johnson et al. (1991). But they do not actuallytestthat wind obliterates the UHI under all
circumstances, they only state that calm conditiares ideal for forming the largest gradient between
urban and rural temperatures. In other wordseiims of Figure 5-2, Johnson et al. state that igtartte
between the arrows will be larger, the larger s tlifference in windspeed between calm and windy
nights. But they do not state that the presenae WHI effect in the data leads to a pattern likguFe 5-

3.

There has been very limited examination of Parkpr&mise. Pielke Sr. and Matsui (2005) argued that,
based on turbulent cooling mechanisms on the bayndger (within 10 meters of the surface) we
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should not necessarily expect differing trendsightland windy nights. But their analysis did nitrdy
what the profile should look like under the hypdatiseof no UHI effect, so the matter remains unseéttl

The IPCC cited Parker's analysis in support ofctsiclusions that the UHI effect did not bias global
trends over land. But as was the case with thetdaiaer the Kalnay and Cai hypothesis, the IPCC'’s
judgment is of no use in this instance, since Dduatker himself was a Lead Author of the report
section that dealt with his own material, and ha i®gular coauthor with Phil Jones, the Coordngati
Lead Author.

5.2.3. Socioeconomic gridding

A third hypothesis foex posttesting of climate data was offered separatelpakitrick and Michaels
(2004) and in de Laat and Maurellis (2004). Theinteal out that the spatial pattern of industriaima
over land does not match the spatial pattern ofmiag over land in response to greenhouse gas fprcin
as predicted by climate models. Also, data proogssiethods are supposed to remove the influence of
land use change, urbanization, and other factedstt population growth and economic development.
Therefore, a way to test if the homogeneity coroest are adequate is to compare the spatial patfern
trends in temperature data to the spatial pattémeasures of industrialization. If the data preoes
methods are adequate, there should be no correlagbveen warming patterns and socioeconomic
patterns.

de Laat and Maurellis (2004) used industrial carldarxide emissions as a proxy for the extent of
socioeconomic activity in a region. They showedwocingly that measured trends were higher in
regions with high emissions compared to region ¢atv emissions, irrespective of where they set the
threshold between high and low, but the gap wagekirwhen the threshold was set fairly high. They
found this difference in lower-tropospheric datavesl. Their 2006 follow-up paper confirmed these
results on a larger group of data sets.

McKitrick and Michaels (2004a, 2007) tested thecp@ey of the data adjustments by regressing the
observed 1979-2002 trends in 440 surface grid amilsa vector of climatological variables (lower
tropospheric temperature trends and fixed factarsh sas latitude, mean air pressure and coastal
proximity) augmented with a vector of socioeconomariables, including income and population
growth, Gross Domestic Product (GDP) per square édaucation levels, etc. If the data have been
adjusted to remove all non-climatic influences thies spatial pattern of warming trends should oy v
systematically with socioeconomic indicators. Battbpapers rejected, at very high significance lkve
independence of the surface temperature trendthergbcioeconomic variables, thus concluding thet t
adjusted surface climatic data likely still contaiesidual influences of industrialization on local
temperature records. They estimated that the noratit effects could account for between one-third
and one-half of the post-1979 average warming teemd land in the temperature data.

Benestad (2004) critiqued the McKitrick and Miclea¢P004a) findings on the basis of a sensitivity
analysis in which he discarded all the northernibphere data and many of the explanatory variables,
and then used the remaining data to try to pratietdiscarded observations. Upon finding the result
weak, he argued the original findings might be spg insofar as they cannot be reproduced on &l da
subsets. McKitrick and Michaels (2004b) pointed ¢t this was an extreme test for which no
precedent exists in the literature, and the modespd more reasonable versions of such a test.
McKitrick and Michaels (2007) developed a new aatgér version of the data base for testing the
hypothesis and found nearly identical results. LatcKitrick and Nierenberg (2010) showed that the
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original results were replicated across a large bamof different data combinations, including three
versions of the CRU surface data and two diffesaellite data sets. Consequently the claim that th
findings were not repeatable across different data was shown to be untrue.

The IPCC was dismissive of the issue, based onmanpported conjecture that there was a natural
explanation for the correlation between warming #rel spatial pattern of industrialization. McKikic
(2010a) tests this explanation and shows that smmtuof atmospheric oscillation patterns does not
invalidate the correlations with socioeconomic ¢®n

The only other author who has critiqued the MclkfMichaels and delLaat-Maurellis results was
Schmidt (2009). He argued that the surface temperdield exhibits spatial autocorrelation (SAC), a
effect in which a trend in one grid cell has areeffthat spills over to adjacent gridcells. Thiseef
reduces the “effective degrees of freedom” in tn@@e and biases the test statistics towards cadimgju
the data are contaminated. He also argued thabfube lower troposphere satellite series from Remo
Sensing Systems, denoted RSS) rather than frordnheersity of Alabama-Huntsville (denoted UAH),
reduces the significance of the coefficients, iatiiy a lack of robustness of the conclusions. Aad
argued that the results were spurious on the lehsicomparison with results obtained by swappime t
observed surface and tropospheric trends with mgele¢rated data from NASA’s Goddard Institute of
Space Studies (GISS) model E, denoted herein as$S-6ISThese model-generated data are, by
construction, uncontaminated by industrializatindeiced surface changes. Schmidt’'s hypothesis was
that if the GISS-E data yield the same regressmefficients as the observational data in MMO7, it
would indicate that the seeming correlations bebwgmatterns of warming and patterns of
industrialization were a fluke.

McKitrick and Nierenberg (2010) shows that the mgpatautocorrelation argument of Schmidt is
incorrect. Schmidt did not present any test stafisor re-estimations of the models. McKitrick and
Nierenberg show that controlling for the effectssphtial autocorrelation did not undermine the test
results, and in fact showed that the spatial strecof model predictions and observed data wert qui
distinct. In addition, the model-generated data wad yield a correlation pattern similar to that on
observed data, instead McKitrick and Nierenbergngbthat the model-generated pattern was opposite
to that observed. Also, the use of RSS rather WaH data did not undermine the conclusions: when a
few outlier observations were removed the RSS tesutre even stronger than the original UAH-based
ones.

The Benestad (2004) comment and the Schmidt (2p@@ers were the ones relied upon by the
University of East Anglia in its submission to thRiir Russell inquiry to defend the handling of this
topic by Phil Jones in his capacity as IPCC LeathAu The publication of the Schmidt (2009) payser i
notable since it did not contain any statisticaltgeto support the assertions made in the absiratt
conclusions. But even more problematic, the Unitersf East Anglia cites Schmidt (2009) as
independent support for Phil Jones’ CRU data, etdlimategate email archive shows Phil Jones was
the reviewer of Schmidt’s paper for the journawinich it was published.

Summarizing this topic:
Two independent teams, publishing in four differafimate journals, found evidence that
socioeconomic correlations exist in climatic datagermining the view that these patterns have
been removed in the adjustment process.

8 Seehttp://www.climate-gate.org/cru/documents/revievhrait.doc
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Unlike the Parker (2004, 2006) approach, the saoieemic gridding approach directly
measures activity that gives rise to urbanizatioe land surface modification.

The papers that have been published arguing agtiese findings have themselves been
rebutted.
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Appendix: Computational details

For the computations using GHCN and related ddtatke following source files were used:
GISTEMP: SBBX.Tsurf250, SBBX.Tsurf12Gth://data.qgiss.nasa.qgov/pub/gistemp/download/
CRU: CRUTEMS3.nahttp://hadobs.metoffice.com/crutem3/data/CRUTEM3.nc

GHCN: v2.mean, v2.mean_atp://ftp.ncdc.noaa.gov/pub/data/ghcn/v2

NOAA: grid_1880_2010.ddtp://ftp.ncdc.noaa.gov/pub/data/ghcn/v2/grid/

MAIN PROGRAM
PROGRAM ghcn_main
! Purpose:
! This program will load the GHCN mean, min or maxi
! temperature data, combine duplicate station recor
! grid the results.
1

! Record of revisions
! Date Programmer Description
1

i May 10, 2010 Chad Herman Original co

USE ghen_import, ONLY: get_parameters, get_station
USE ghcn_stat_comb, ONLY: consolidate_duplicates
USE ghen_grid_func, ONLY: gen_grid, gen_grid_index
USE ghcn_anomaly

USE ghcn_write, ONLY: write_netCDF

IMPLICIT NONE

CALL get_parameters

CALL get_stations

CALL load_station_data
CALL get_station_indices
CALL consolidate_duplicates
CALL gen_grid

CALL gen_grid_index

CALL grid_data

CALL get_anomaly

CALL write_netCDF

END PROGRAM ghcn_main

GHCN_IMPORT
MODULE ghcn_import

CONTAINS
VI
SUBROUTINE get_nlines(file, nlines)
! Purpose:

! This subroutine counts the number of lines ina g
1

! Record of revisions
! Date Programmer Description
1

i May 10, 2010 Chad Herman Original co
! July 10, 2010 Chad Herman Replaced US
! USE numeric_kinds.

USE numeric_kinds
IMPLICIT NONE

CHARACTER(LEN=*), INTENT(IN) :: file
INTEGER(KIND=i4b), INTENT(OUT) :: nlines

INTEGER :: ioerr

! Open the file. If it can't be opened then termina
OPEN(UNIT =1, FILE = file, STATUS ='OLD', IOSTAT
IF(ioerr /= 0)THEN

WRITE(*, fmt ='(a)" )’'Unable to open' // file

STOP
ENDIF

! Initialize the nlines variable to zero and begin
!'accumulating in nlines until the end of the file
nlines =0
DO WHILE(ioerr == 0)

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)

IF(ioerr == 0)THEN

nlines = nlines + 1

ENDIF

ENDDO

! Close the file.
CLOSE(UNIT =1)

mum monthly
ds and

of change

s, load_station_data, get_station_indices

, grid_data

i

iven file.

of change

de
E constants with

te the program.
= ioerr)

reading line by line
is reached.

51



END SUBROUTINE get_nlines
i

SUBROUTINE get_parameters

! Purpose:

! This subroutine loads the parameters file that co

! file names, start and end year for calculating th

! minimum number of months required to calculate th
1

! Record of revisions

! Date Programmer Description
1
! May 11, 2010 Chad Herman Original co

! May 24, 2010 Chad Herman Added read

! preferred start and end years.

! July 10, 2010 Chad Herman Replaced US

! USE numeric_kinds. Replaced KIND=Ig with KIND=i4b

USE numeric_kinds

USE ghcn_parameters, ONLY: outfile, year0_b, yearf
stat_list_file, stat_da
start_year, end_year

IMPLICIT NONE

INTEGER(KIND=i4b) :: ioerr
LOGICAL(KIND=i4b) :: exists, cont
CHARACTER(LEN=1) :: response

OPEN(UNIT =1, FILE = parameter_file, STATUS = 'OL
IF(ioerr /= 0)THEN
WRITE(UNIT = *, FMT ='(A)")'Unable to open the
STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)stat_list_f
IF(ioerr /= 0)THEN

WRITE(UNIT = *, FMT ='(A))'Unable to read the

' to read the stat_list_file variable.'

STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)stat_data_f
IF(ioerr /= 0)THEN

WRITE(UNIT = *, FMT = '(A)’)'Unable to read the

' to read the stat_data_file variable.'

STOP
ENDIF

READ(UNIT = 1, FMT = * IOSTAT = ioerr)outfile
IF(ioerr /= 0)THEN
WRITE(UNIT = *, FMT ='(A))'Unable to read the
' to read the outfile variable.'
STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)dlon
IF(ioerr /= 0)THEN
WRITE(UNIT = *, FMT = '(A)’)'Unable to read the
' to read the dlon variable.'
STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = icerr)dlat
IF(ioerr /= 0)THEN
WRITE(UNIT = *, FMT ='(A))'Unable to read the
' to read the dlat variable."
STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)year0_b
IF(ioerr /= 0)THEN
WRITE(UNIT = *, FMT = '(A)’)'Unable to read the
' to read the yearO_b variable.
STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)yearf_b
IF(ioerr /= 0)THEN
WRITE(UNIT = *, FMT ='(A))'Unable to read the
' to read the yearf_b variable.'
STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)min_n
IF(ioerr /= 0)THEN
WRITE(UNIT = *, FMT = '(A)’)'Unable to read the
' to read the min_n variable.'
STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)start_year
IF(ioerr /= 0)THEN

WRITE(UNIT = *, FMT ='(A))'Unable to read the

' to read the start_year variable.'

STOP
ENDIF

READ(UNIT = 1, FMT = *, IOSTAT = ioerr)end_year
IF(ioerr /= 0)THEN
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WRITE(UNIT = *, FMT ='(A))'Unable to read the
' to read the end_year variable.'
STOP

ENDIF

CLOSE(UNIT = 1)

! Check if the output file already exists. If it do
INQUIRE(FILE = outfile, EXIST = exists)

cont = .TRUE.
! If it does then ask the user if they want to over
IF(exists)THEN

DO WHILE(cont)

WRITE(UNIT = *, FMT ="'(A)")'The file ' // TRI
WRITE(UNIT =*, FMT ='(A)', ADVANCE = 'NO')'D
READ(UNIT = *, FMT ='(Al))response

IF(response == 'N' .OR. response == 'n")THEN
WRITE(UNIT = *, FMT = '(A)")'Program termina
STOP

ELSEIF(response == "Y' .OR. response =="y")TH
cont = .FALSE.

ELSE
WRITE(UNIT = *, FMT = '(A)")'Unrecognized re
WRITE(UNIT = *, FMT = '(A))

ENDIF

ENDDO
ENDIF
END SUBROUTINE get_parameters
VI T
SUBROUTINE get_stations
! Purpose:
! This subroutine loads the GHCN temperature invent
1

! Record of revisions
! Date Programmer Description
1

! May 10, 2010 Chad Herman Original co

! May 21, 2010 Chad Herman Added varia
! July 10, 2010 Chad Herman Replaced US
! USE numeric_kinds.

USE numeric_kinds
USE ghcn_data, ONLY : stations
USE ghcn_parameters, ONLY : stat_list_file, stat_|

IMPLICIT NONE
INTEGER(KIND=i4b) :: nlines, err, ioerr, i
WRITE(UNIT = *, FMT ='(A)', ADVANCE = 'NO')'Loadi

! Get the number of lines in the inventory file.
CALL get_nlines(stat_list_file, nlines)

! Now allocate memory for the meta type variable.
ALLOCATE(stations(nlines), STAT = err)
IF(err /= 0)THEN
WRITE(*, FMT = '(A)')'Unable to allocate memory
STOP
ENDIF

! Open the inventory file.
OPEN(UNIT = 1, FILE = stat_list_file, STATUS = 'OL
IF(ioerr /= 0)THEN
WRITE(UNIT = *, FMT = '(A)")'Unable to open the
STOP
ENDIF

! Begin reading in the data.
DO i =1, nlines

READ(UNIT = 1, FMT = stat_list_fmt, IOSTAT = ioe
stations(i)%cc,&
stations(i)%wmo,&
stations(i)%mod,&
stations(i)%name,&
stations(i)%lat,&
stations(i)%lon,&
stations(i)%elev,&
stations(i)%elev_int,&
stations(i)%pop_char,&
stations(i)%pop,&
stations(i)%topo,&
stations(i)%veg,&
stations(i)%loc,&
stations(i)%loc_coast,&
stations(i)%airport,&
stations(i)%airtowndis,&
stations(i)%grveg,&
stations(i)%brightness

IF(ioerr /= 0)THEN
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WRITE(UNIT = *, FMT ='(A)')'Unable to read the
STOP
ENDIF

ENDDO

! Close the file.
CLOSE(UNIT = 1)

WRITE(UNIT = *, FMT = '(A)’)'Done.’
END SUBROUTINE get_stations
VI
SUBROUTINE load_station_data

! Purpose:

! This subroutine loads the GHCN temperature data i
1

! Record of revisions

! Date Programmer Description

!

! May 10, 2010 Chad Herman Original co

! May 24, 2010 Chad Herman Code modifi
! a subset of the data by year.

! July 10, 2010 Chad Herman Replaced US

! USE numeric_kinds. Replaced KIND=Ig with KIND=i4b

USE numeric_kinds
USE ghcn_data, ONLY : cc, wmo, mod, dup, year, tem
USE ghcn_parameters, ONLY : stat_data_file, stat_d
ghen_missing, stat_dat
end_year

IMPLICIT NONE

INTEGER(KIND=i4b) :: nlines, err, ioerr, i, k
INTEGER(KIND=i2b), ALLOCATABLE, DIMENSION(:) :: ye
INTEGER(KIND=i4b) :: n_years_present, ntime
LOGICAL(KIND=i4b) :: subset

WRITE(UNIT = *, FMT ='(A)', ADVANCE = 'no')'Loadin

! Get the number of lines in the data file.
CALL get_nlines(stat_data_file, nlines)

! Open the data file.
OPEN(UNIT = 1, FILE = stat_data_file, STATUS = 'OL
IF(ioerr /= 0)THEN
WRITE(*,fmt="(a)")'Unable to open ' // stat_data
STOP

ENDIF

! If both start_year and end_year are defined then
! collect the years.
IF(start_year /= -1 .AND. end_year /= -1)THEN

subset = . TRUE.
ALLOCATE(years_present(nlines), STAT = err)

DO i =1, nlines
READ(UNIT = 1, FMT = stat_data_fmt_year, IOSTA
IF(ioerr /= 0)THEN
WRITE(*,fmt="(a)")’'Unable to read ' // stat_
STOP
ENDIF
ENDDO

REWIND(UNIT = 1)

! Get the number of years that are within the reque
! terminate.
n_years_present = COUNT(years_present >= start_y
IF(n_years_present == 0)THEN
WRITE(UNIT = *, FMT ='(A)")'There are no year
STOP
ENDIF

ntime = n_years_present
DEALLOCATE(years_present)
ELSE

subset = .FALSE.
ntime = nlines

ENDIF

! Now allocate memory for the data.

ALLOCATE(cc(ntime),&

wmo(ntime),&

mod(ntime),&

dup(ntime),&

year(ntime),&

temperature(ntime,12),&

STAT =err)

IF(err /= 0)THEN
WRITE(*,fmt="(a)")'Unable to allocate memory for
STOP

ENDIF
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k=1
! Read in the data.
DO i =1, nlines

IF(subset .EQV. .FALSE.)THEN
=i

ENDIF

READ(UNIT = 1, FMT = stat_data_fmt, IOSTAT = ioe
cc(k),&

wmo(k),&

mod(k),&

dup(k),&

year(k),&

temperature(k,:)

IF(ioerr /= 0)THEN
WRITE(*,fmt="(a)")'Unable to read ' // stat_da
STOP

ENDIF

IF(subset .AND. year(k) >= start_year .AND. year(

=k+1
ENDIF

ENDDO

CLOSE(UNIT =1)

WHERE(temperature == ghcn_missing) temperature = m
WRITE(UNIT = *FMT ='(A))'Done.'

END SUBROUTINE load_station_data

VI T

SUBROUTINE get_station_indices

! Purpose:

! This subroutine generates lower and upper indices

! each wmo/mod pair to faciliate the extraction of

!'year' and 'temperature’ arrays.
1

! Record of revisions

! Date Programmer Description
1

! May 10, 2010 Chad Herman Original co

! May 21, 2010 Chad Herman Added an in

! the index_0 and index_f variables to a missing va

! station is not found, then the other subroutines

! to use the station.

! July 10, 2010 Chad Herman Replaced US

I USE numeric_kinds. Replaced KIND=Ig with KIND=i4b

USE numeric_kinds
USE ghcn_data, ONLY : stations, wmo, mod

IMPLICIT NONE

INTEGER(KIND=i4b) :: i, j
LOGICAL(KIND=i4b) :: first, cont

WRITE(UNIT = *, FMT ='(A)', ADVANCE = 'no’)Genera

i=1
DO i = 1, SIZE(stations)

first = . TRUE.
cont = .TRUE.

stations(i)%index_0=-1
stations(i)%index_f =- 1

DO WHILE(cont)

IF(stations(i)%wmo == wmo(j) .AND. &
& stations(i)%mod == mod(j)) THEN

IF(first) THEN
stations(i)%index_0 = j
first = .FALSE.
ELSE
stations(i)%index_f =j
ENDIF
j=j+1
ELSE
cont = .FALSE.
ENDIF
ENDDO
IF(stations(i)%index_f == -1)THEN
stations(i)%index_f = stations(i)%index_0
ENDIF

ENDDO
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WRITE(UNIT = *, FMT ='(A))'Done.’
END SUBROUTINE get_station_indices
VI
END MODULE ghcn_import

STAT_COMB
MODULE ghcn_stat_comb
CONTAINS
VI
SUBROUTINE consolidate_duplicates
! Purpose:
! This subroutine will consolidate the multiple rec

! from the same station.
1

! Record of revisions

! Date Programmer Description

!

! May 10, 2010 Chad Herman Original co

! July 10, 2010 Chad Herman Replaced US

! USE numeric_kinds. Changed KIND=r8b to KIND=r8b.
! KIND=i4b. Replaced _r8b with _r8b.

USE numeric_kinds
USE ghcn_data, ONLY: stations, dup, year, temperat
USE ghcn_parameters, ONLY: missing_int

IMPLICIT NONE

INTEGER(KIND=i4b) :: nmonths

LOGICAL(KIND=i4b), DIMENSION(0:9) :: duplicate
INTEGER(KIND=i4b), DIMENSION(0:9) :: duplicate_ind
INTEGER(KIND=i4b) :: ndup

REAL(KIND=r8b), ALLOCATABLE, DIMENSION(:,:,:) :: t
REAL(KIND=r8b), ALLOCATABLE, DIMENSION(:,:) :: tem
INTEGER(KIND=i4b), DIMENSION(1:12) :: station_data
INTEGER(KIND=i4b), ALLOCATABLE, DIMENSION(:) :: in
INTEGER(KIND=i4b) :: i, j, k

INTEGER(KIND=i4b) :: err

WRITE(UNIT = *, FMT ='(A)', ADVANCE = 'NO')'Conso
DO i = 1, SIZE(stations)
IF(stations(i)%index_0 /= -1)THEN

! Initialize the duplicate array
duplicate = .FALSE.

! Fill'in the duplicate spots that correspond to ex
! stations(i).
DOj=0,9
IF(ANY (dup(stations(i)%index_0:stations(i)%ind
duplicate(j) = .TRUE.
ENDIF
ENDDO

! Count how many duplicate there are and create an
! each duplicate should be stored. This is done bec
' may be discontinuous. For example, the list could
! should be stored not in columns 0, 1, 4 and 5 bec
12 and 3 empty. They should be stored in columns 0
ndup =0
DOj=0,9
IF(duplicate(j)) THEN
duplicate_index(j) = ndup
ndup = ndup + 1
ENDIF
ENDDO

! Get the first and last year across all duplicates
stations(i)%year_0 = MINVAL(year(stations(i)%ind
stations(i)%year_f = MAXVAL (year(stations(i)%ind

! Calculate the number of months covered by all the
nmonths = 12*(stations(i)%year_f - stations(i)%y

! Allocate memory for the arrays to contain the tem
ALLOCATE(stations(i)%temperature(nmonths), stat
IF(err /= 0)THEN

WRITE(*, FMT = '(A)')'Unable to allocate memor
STOP
ENDIF

ALLOCATE(temp_mat(stations(i)%year_0:stations(i)
IF(err /= 0)THEN
WRITE(*, FMT = '(A)')'Unable to allocate memor
STOP
ENDIF

ALLOCATE(temp_col(nmonths, 0:(ndup-1)), stat = e
IF(err /= 0)THEN
WRITE(*, FMT = '(A)')'Unable to allocate memor
STOP
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ENDIF

! Initialize the temp_mat array with original GHCN
temp_mat = missing_int

! Load the data for stations(i) into temp_mat. Load
! year acts as the index.

DO j = stations(i)%index_0, stations(i)%index_f
station_data_year = temperature(j,:)
DOk=0,9

IF(dup(j) == k) THEN
temp_mat(year(j),1:12,duplicate_index(k))
EXIT

ENDIF
ENDDO
ENDDO

! Scale the data by 1/10 to convert to degree Celsi
temp_mat = temp_mat/10.0_r8b

! Copy temp_mat into temp_col
DOj=0,ndup-1

temp_col(:,j) = RESHAPE(TRANSPOSE(temp_mat(:,:

ENDDO

!'If there's only one existing duplicate, then just
! Otherwise, sent the data to combine_stations. Fir
! then the February data second, etc.

IF(ndup == 1)THEN

stations(i)%temperature = temp_col(:,duplicate
ELSE
ALLOCATE(indices(nmonths/12), STAT = err)
IF(err /= 0)THEN
WRITE(*, FMT ='(A))'Unable to allocate mem
STOP
ENDIF
DOj=1,12
indices = seq(j, nmonths, 12)
stations(i)%temperature(indices) = combine_s
ENDDO
DEALLOCATE(indices)
ENDIF

DEALLOCATE(temp_col)
DEALLOCATE(temp_mat)

ENDIF
ENDDO

WRITE(UNIT = *, FMT ='(A)')'Done.'

END SUBROUTINE consolidate_duplicates
VI

FUNCTION seq(x0, xf, x_step) RESULT(x)

! Purpose:

! This function generates a sequence of numbers sta
! proceeding in steps of x_step.

]

1 Record of revisions
! Date Programmer Description
1

! May 10, 2010 Chad Herman Original co
! July 10, 2010 Chad Herman Replaced US
I USE numeric_kinds.

USE numeric_kinds
IMPLICIT NONE

INTEGER(KIND=i4b), INTENT(IN) :: X0, Xf, x_step
INTEGER(KIND=i4b), DIMENSION( (xf - x0)/x_step + 1

INTEGER(KIND=i4b) :: i

x(1) = x0
DO i =2, SIZE(x)

X(i) = x(i-1) + x_step
ENDDO

END FUNCTION seq
YT

INTEGER FUNCTION common_obs(x1, x2)

! Purpose:

! This function calculates the number of common obs
! two temperature time series.

]

! Record of revisions

! Date Programmer Description

1

! May 10, 2010 Chad Herman Original co
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! July 10, 2010 Chad Herman Added USE n
! KIND=r8b with KIND=r8b. Replaced eps_d with eps_r

USE constants
USE numeric_kinds
USE ghcn_parameters, ONLY: missing_dec

IMPLICIT NONE

REAL(KIND=r8b), DIMENSION(:), INTENT(in) :: x1
REAL(KIND=r8b), DIMENSION(:), INTENT(in) :: x2

INTEGER(KIND=idb) :: i

! Check to make sure the sizes of x1 and x2 match.

IF(SIZE(x1,1) /= SIZE(x2,1))THEN
WRITE(*,fmt="(a)") The two stations passed to co
STOP

ENDIF

common_obs =0

! Loop over all time steps and compare both station
!'is non-missing.
DO i =1, SIZE(x1)

IF( ABS(x1(i) - missing_dec) > eps_r8b .AND. &

& ABS(x2(i) - missing_dec) > eps_r8b )THEN

common_obs = common_obs + 1
ENDIF
ENDDO

END FUNCTION common_obs
VI

FUNCTION get_N(stat_in) RESULT(N)

! Purpose:

! This function generates the design matrix for the
!involving calculate offsets for combining multipl

1

! Record of revisions

! Date Programmer Description

!

! May 10, 2010 Chad Herman Original co

! July 10, 2010 Chad Herman Replaces US

I USE numeric_kinds. Replaced KIND=r8b with KIND=r8
USE numeric_kinds
IMPLICIT NONE

REAL(KIND=r8b), DIMENSION(:,:), INTENT(in) :: stat
REAL(KIND=r8b), DIMENSION(SIZE(stat_in,2), SIZE(st

INTEGER(KIND=i4b), DIMENSION(SIZE(stat_in,2), SIZE
INTEGER(KIND=i4b) :: nstat
INTEGER(KIND=i4b) :: i, j, k

nstat = SIZE(stat_in,2)

! Initialize the design matrix to zero.
N_temp =0

!'It's best to read the documention of how the desi
! or just look at the code and you'll figure it out
DO =1, nstat

DO j =1, nstat

IF(i /= )THEN
N_temp(i,j) = -common_obs(stat_in(:,i),stat_
ELSE

DO k = 1, nstat
IF(k /= i) THEN
N_temp(i,j) = N_temp(i,j) + common_obs(s
ENDIF
ENDDO

ENDIF

ENDDO
ENDDO

! Now convert the data type to a double precision r
N = 1.0_r8b*N_temp

END FUNCTION get_N
VI

FUNCTION get_S(stat_in) RESULT(S)

! Purpose:

! This function calculates the response vector in r

' matrix N. See documentation elsewhere for more de
1

! Record of revisions

! Date Programmer Description
1

! May 10, 2010 Chad Herman Original co
! July 10, 2010 Chad Herman Added USE n
! Replaced KIND=r8b with KIND=r8b. Replaced eps_d w
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USE constants
USE numeric_kinds
USE ghcn_parameters

IMPLICIT NONE

REAL(KIND=r8b), DIMENSION(:,:), INTENT(in) :: stat
REAL(KIND=r8b), DIMENSION(SIZE(stat_in,2)) :: S

INTEGER(KIND=i4b) :: i, j, k
INTEGER(KIND=i4b) :: nstat, nobs

nstat = SIZE(stat_in,2)
nobs = SIZE(stat_in,1)

!'Initialize the S vector to zero.

! Calculate the sum of differences between each sta

July 2010

tion combination.

DO i =1, nstat
DOj =1, nstat
DO k =1, nobs
IF( ABS(stat_in(k,i) - missing_dec) > eps_r8 b .AND. &
& ABS(stat_in(k,j) - missing_dec) > eps_r8b )T HEN

S(i) = S(i) + (stat_in(k,i) - stat_in(k,j)
ENDIF
ENDDO
ENDDO
ENDDO
END FUNCTION get_S
VI
FUNCTION diag(x) RESULT(x_d)
! Purpose:
! This function takes vector x and replicates it on
! matrix whose sides are the length of x.
1

! Record of revisions

! Date Programmer Description

!

! May 10, 2010 Chad Herman Original co

! July 10, 2010 Chad Herman Replace USE

I USE numeric_kinds. Replaced KIND=r8b with KIND=r8
! _r8b.

USE constants

REAL(KIND=r8b), DIMENSION(:), INTENT(in) :: x
REAL(KIND=r8b), DIMENSION(size(x),size(x)) :: x_d

INTEGER(KIND=i4b) :: i, j

DO i =1, size(x)
DO j =1, size(x)
IF(i == j)THEN
x_d(i.j) = x(i)
ELSE
x_d(i,j) = 0.0_r8b
ENDIF
ENDDO
ENDDO

END FUNCTION diag
VI

SUBROUTINE svd(A, u, v, s)

! Purpose:

! This subroutine computes performs SVD on matrix A
!inversion of the design matrix N.

1

! Record of revisions

! Date Programmer Description

!

! May 10, 2010 Chad Herman Original co

! July 10, 2010 Chad Herman Replace USE

I USE numeric_kinds. Replaced KIND=r8b with KIND=r8

USE LA_PRECISION, ONLY: WP => DP
USE F95_LAPACK, ONLY: LA_GESDD
USE numeric_kinds

IMPLICIT NONE

REAL(KIND=r8b), DIMENSION(:,), INTENT(INOUT) :: A
REAL(KIND=r8b), DIMENSION(:,:), INTENT(OUT) :: u,
REAL (KIND=r8b), DIMENSION(SIZE(A,1),SIZE(A,1)) ::
REAL(KIND=r8b), DIMENSION(:), INTENT(OUT) :: s
INTEGER(KIND=i4b) :: info

CALL la_gesdd(A, s, u = u, vt = vt, info = info)

IF(info > 0)THEN
WRITE(*, FMT = '(a,i3,a))'Argument ', info, ' h

)

M
the diagonal of a

of change

de
constants with
b. Replaced _r8b with

M
to faciliate the

of change

de
constants with
b.

vt

ad an illegal value.'
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STOP

ELSE IF(info < 0)THEN
WRITE(*, FMT = '(a)') The algorithm did not conv
STOP

ENDIF

v = TRANSPOSE(vt)

END SUBROUTINE svd
VI

FUNCTION combine_stations(x) RESULT(x_comb)
! Purpose:

! This function accepts a number of stations, compu
! to adjust each series to bring them into alignmen

! one series.

1

! Record of revisions
! Date Programmer Description
1

! May 10, 2010 Chad Herman Original co

! July 10, 2010 Chad Herman Added USE n

! Replaced KIND=r8b with KIND=r8b. Replaced eps_d w
! KIND=Ig with KIND=i4b.

USE constants
USE numeric_kinds
USE ghcn_parameters, ONLY: missing_dec

REAL(KIND=r8b), DIMENSION(:,:), INTENT(IN) :: x
REAL(KIND=r8b), DIMENSION(SIZE(x,1)) :: X_comb

REAL(KIND=r8b), DIMENSION(SIZE(x,2),SIZE(X,2)) ::
REAL(KIND=r8b), DIMENSION(SIZE(x,2)) :: S, sing
REAL(KIND=r8b), DIMENSION(SIZE(x,2)) :: offsets

INTEGER(KIND=i4b) :: i, ntime, nstat, ncount
LOGICAL(KIND=i4b), DIMENSION(SIZE(x,2)) :: real_ma

ntime = SIZE(x,1)
nstat = SIZE(x,2)
N = get_N(x)
S = get_S(x)

! Use singular value decomposition to begin to inve
CALL svd(N, u, v, sing)

! Find entries that look like zero and set them to
! All other entries become reciprocals of themselve
WHERE(sing < 1000.0_r8b*eps_r8b)
sing = 0.0_r8b
ELSEWHERE
sing = 1/sing
ENDWHERE

! Now get the inverted matrix N_inv.

N_inv = MATMUL(MATMUL (v, diag(sing)), TRANSPOSE(V)

! Multiple N_inv with S to get the offsets.
offsets = SUM(N_inv*RESHAPE(S, (/ nstat, nstat/),

! Now combine the stations with the given offsets.
DOi=1, ntime

real_mask = ABS(x(i,:) - missing_dec) > eps_r8b
x_comb(i) = SUM(x(i,:) - offsets, MASK = real_ma
ncount = COUNT(real_mask)

IF(ncount > 0)THEN

x_comb(i) = x_comb(i)/ncount
ELSE

x_comb(i) = missing_dec
ENDIF

ENDDO
END FUNCTION combine_stations
i

END MODULE ghcn_stat_comb

MODULE ghcn_grid_func
CONTAINS
i

SUBROUTINE gen_grid

! Purpose:

! This subroutine generates a grid based on the val
! calculates the latitude/longitude values as well

! an array of normalize surface area bound by the g
1

! Record of revisions
! Date Programmer Description
1

IMay 10,2010  Chad Herman  Original co
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USE ghcn_parameters, ONLY: dlon, dlat
USE ghcn_data, ONLY: grid

IMPLICIT NONE

INTEGER :: err
INTEGER ::i

WRITE(UNIT = *, FMT ='(A)', ADVANCE = 'NO')'Gener

! Copy the incoming dlon/dlat into the grid_paramet
grid%dlon = dlon
grid%dlat = dlat

! Calculate the number of grid points.
grid%nlon = nint(360.0/grid%dlon)
grid%nlat = nint(180.0/grid%dlat)

! Allocate memory for all the allocatable variables
! grid_parameters type variable.
ALLOCATE(grid%lon(grid%nlon), STAT = err)
IF(err /= 0)THEN
WRITE(*,fmt="(a)")'Unable to allocate memory for
STOP

ENDIF

ALLOCATE(grid%lat(grid%nlat), STAT = err)
IF(err /= 0)THEN
WRITE(*,fmt="(a)")'Unable to allocate memory for
STOP

ENDIF

ALLOCATE(grid%lon_bounds(2,grid%nlon), STAT = err)
IF(err /= 0)THEN
WRITE(*,fmt="(a)")'Unable to allocate memory for
STOP

ENDIF

ALLOCATE(grid%lat_bounds(2,grid%nlat), STAT = err)
IF(err /= 0)THEN
WRITE(*,fmt="(a)")'Unable to allocate memory for
STOP

ENDIF

ALLOCATE(grid%area(grid%nlon,grid%nlat), STAT = er
IF(err /= 0)THEN
WRITE(*,fmt="(a)")'Unable to allocate memory for
STOP

ENDIF

! Now generate the grid's lat/lon values as well as
grid%lon(1) = -180.0 + dlon/2.0
grid%lat(1) = -90.0 + dlat/2.0

grid%lon_bounds(1,1) = grid%lon(1) - dlon/2.0
grid%lon_bounds(2,1) = grid%lon(1) + dlon/2.0

grid%lat_bounds(1,1) = grid%lat(1) - dlat/2.0
grid%lat_bounds(2,1) = grid%lat(1) + dlat/2.0

DO i = 2, grid%nlon
grid%lon(i) = grid%lon(i-1) + dlon
grid%lon_bounds(1,i) = grid%lon(i) - dlon/2.0
grid%lon_bounds(2,i) = grid%lon(i) + dlon/2.0
ENDDO

DO i = 2, grid%nlat
grid%lat(i) = grid%lat(i-1) + dlat
grid%lat_bounds(1,i) = grid%lat(i) - dlat/2.0
grid%lat_bounds(2,i) = grid%lat(i) + dlat/2.0
ENDDO

! Get the normalized area weights corresponding to
CALL areaweights(grid%lon_bounds, grid%lat_bounds,

WRITE(*,fmt="(a)')'Done.'
END SUBROUTINE gen_grid
i

SUBROUTINE areaweights(lon_bounds, lat_bounds, area
! Purpose:

! This subroutine computes normalized surface area

! set of latitude/longitude bounds.

]

! Record of revisions

! Date Programmer Description

1

! May 10, 2010 Chad Herman Original co

! July 10, 2010 Chad Herman Added USE n

! Replaced KIND=r8b with KIND=r8b. Replaced KIND=Ig
! Replaced eps_r8b with eps_r8b. Replaced deg2rad_r

! Replaced pi_d with pi_r8b.

USE numeric_kinds
USE constants

IMPLICIT NONE

Critical Review of Surface Temperature Data Prosluct July 2010
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REAL(KIND=r8b), DIMENSION(:,:), INTENT(in) :: lon_
REAL(KIND=r8b), DIMENSION(:,:), INTENT(in) :: lat_
REAL(KIND=r8b), DIMENSION(:,:), INTENT(out) :: are

INTEGER(KIND=idb) :: i, j

! Loop over the lat/lon bounds calculating the area
! the figures calculated are not exactly correct. T
!'still in degrees.
DO j =1, SIZE(lat_bounds,?2)

DO i =1, SIZE(lon_bounds,?2)

area(i,j) = (sin(deg2rad_r8b*lat_bounds(1,j))

& (lon_bounds(2,i) - lon_bounds(1,i))

ENDDO
ENDDO

! Multiply by the degrees-to-radians conversion fac
! 4P| to normalize the area to a unit sphere.
area = deg2rad_r8b*ABS(area)/(4.0*pi_r8b)

END SUBROUTINE areaweights
L

SUBROUTINE gen_grid_index

! Purpose:

! This subroutine determines which stations are in
1

! Record of revisions

! Date Programmer Description
1

! May 10, 2010 Chad Herman Original co

! May 21, 2010 Chad Herman Added .AND.

! to filter out the stations that aren't present in

! July 10, 2010 Chad Herman Replaced US

I USE numeric_kinds. Replaced KIND=Ig with KIND=i4b

USE numeric_kinds
USE ghcn_data, ONLY: stations, grid_index, grid

LOGICAL(KIND=i4b), DIMENSION(SIZE(stations)) :: ma
INTEGER(KIND=i2b), DIMENSION(SIZE(stations)) :: in
INTEGER(KIND=i2b) :: i, j, err

WRITE(UNIT = *, FMT ='(a)', ADVANCE = 'no')'Gener

index = (/(i,i=1,SIZE(stations))/)
ALLOCATE(grid_index(grid%nlon,grid%nlat,SIZE(stati
IF(err /= 0)THEN
WRITE(*, FMT ='(A))'Unable to allocate memory
STOP
ENDIF

! Set all the values in the grid_index to missing w
grid_index = -1

! Loop over all the grid boxes and look for station
! are within the given grid box bounds.
DO j =1, grid%nlat

DO i =1, grid%nlon

match_lat = stations%lat > grid%lat_bounds(1,j
match_lon = stations%Ilon > grid%lon_bounds(1,i
match = match_lat .AND. match_lon
IF(COUNT(match) > 0)THEN
Eg';\lrligﬁ:index(i,j,l:COUNT(match)) = PACK(index,

ENDDO
ENDDO

WRITE(UNIT = *, FMT = '(a)")'Done."
END SUBROUTINE gen_grid_index
i

SUBROUTINE grid_data

! Purpose:

! This subroutine takes the station data after all

! been consolidated and combines all the stations i
]

! Record of revisions

! Date Programmer Description

1

! May 11, 2010 Chad Herman Original co

! May 21, 2010 Chad Herman Added a mas
!'year_f calculation to filter out stations that do

! July 10, 2010 Chad Herman Added USE n

! Replaced KIND=r8b with KIND=r8b. Replaced eps_r8b

USE constants

USE numeric_kinds

USE ghcn_parameters, ONLY: missing_dec

USE ghcn_data, ONLY: grid, gridded_data, stations,
USE ghcn_stat_comb

IMPLICIT NONE

Critical Review of Surface Temperature Data Prosluct
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INTEGER(KIND=i4b) :: nmonths, nstat_in_box, statio
INTEGER(KIND=i4b), ALLOCATABLE, DIMENSION(:) :: nu
INTEGER(KIND=i4b) :: i, j, k, err

INTEGER(KIND=i4b) :: index_0, index_f
INTEGER(KIND=i4b) :: year_0, year_f
INTEGER(KIND=i4b), ALLOCATABLE, DIMENSION(:) :: in
REAL(KIND=r8b), ALLOCATABLE, DIMENSION(:,:) :: tem

WRITE(UNIT = *, FMT = '(a)', ADVANCE = 'no’)'Gridd

! Get the minimum and maximum temporal extent of th

! calculate how many monthly time steps there are.
year_0 = MINVAL(stations%year_0, MASK = stations%i
year_f = MAXVAL(stations%year_f, MASK = stations%i
nmonths = 12*(year_f - year_0 + 1)

! Write the temporal extent to the gridded variable
! knows when the data begins and ends.
gridded_data%start_year = year_0
gridded_data%end_year = year_f

! Allocate memory for the indices variable to enabl
! February-only, etc. values.
ALLOCATE(indices(nmonths/12), STAT = err)
IF(err /= 0)THEN
WRITE(UNIT = *, FMT ='(a)’)'Unable to allocate
STOP
ENDIF

! Allocate memory for the gridded data.
ALLOCATE(gridded_data%temperature(grid%nlon,grid%n
IF(err /= 0)THEN

WRITE(UNIT =*, FMT = '(a)")'Unable to allocate

STOP
ENDIF

! Allocate memory for the number_of_stations variab
ALLOCATE(gridded_data%number_of_stations(grid%nlon
IF(err /= 0)THEN

WRITE(UNIT = *, FMT ='(a)’)'Unable to allocate

STOP
ENDIF

! Allocate memory for the number of stations.
ALLOCATE(number_of_stations(nmonths), STAT = err)
IF(err /= 0)THEN
WRITE(UNIT =*, FMT = '(a)")'Unable to allocate
STOP
ENDIF

gridded_data%temperature = missing_dec
gridded_data%number_of_stations = 0

! Loop over all the grid boxes.
DO j =1, grid%nlat
DO i =1, grid%nlon

! Get the number of stations in the grid box. If it
nstat_in_box = COUNT(grid_index(i,j,:) /= -1)

IF(nstat_in_box > 0)THEN

! Allocate memory for the array to contain the stat
ALLOCATE(temp_data(nmonths,nstat_in_box), ST
IF(err /= 0)THEN

WRITE(UNIT = *, FMT = '(a)")'Unable to all
STOP
ENDIF

! Initialize the allocated array with missing value
temp_data = missing_dec

! Begin copying the station data into the array. Us
!'and the given station's start and end year to cal
! will be temporally aligned.
DO k = 1, nstat_in_box
station_index = grid_index(i,j,k)
index_0 = 12*(stations(station_index)%year
index_f = 12*(stations(station_index)%year
temp_data(index_0:index_f,k) = stations(st
ENDDO

! Get the number of stations reporting in the grid
number_of_stations = COUNT(ABS(temp_data - m
gridded_data%number_of_stations(i,j,:) = num

! Now combine the stations together. If there is on
! combination process.
IF(nstat_in_box == 1)THEN
gridded_data%temperature(i,j,:) = temp_dat
ELSE
DOk=1,12
indices = seq(k, nmonths, 12)
gridded_data%temperature(i,j,indices) =
ENDDO
ENDIF

DEALLOCATE(temp_data)
ENDIF

July 2010
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ANOMALY

ENDDO
ENDDO

WRITE(UNIT = *, FMT = '(a)’)'Done.’
END SUBROUTINE grid_data
VI
END MODULE ghcn_grid_func

MODULE ghcn_anomaly

CONTAINS

VIl

SUBROUTINE get_anomaly

! Purpose:

! This subroutine takes the gridded temperature and
! climatology at each grid point and removes it fro

! get the temperature anomaly.

1

! Record of revisions

! Date Programmer Description

!

! May 11, 2010 Chad Herman Original co

! May 22, 2010 Chad Herman Temperature

! because it won't be saved to netCDF. This will al

! memory which may be important when the anomalies

! are packed into 2-byte integers.

! July 10, 2010 Chad Herman Added USE n

! Replaced KIND=r8b with KIND=r8b. Replaced KIND=Ig
! Replaced eps_r8b with eps_r8b.

USE constants

USE numeric_kinds

USE ghcn_data, ONLY: gridded_data

USE ghcn_parameters, ONLY: year0_b, yearf_b, min_n
USE ghcn_stat_comb, ONLY: seq

IMPLICIT NONE

REAL(KIND=r8b), DIMENSION(yearf_b - year0_b + 1) :
LOGICAL(KIND=i4b), DIMENSION(yearf_b - yearO_b + 1
REAL(KIND=r8b), DIMENSION(12) :: climatology
REAL(KIND=r8b), DIMENSION(SIZE(gridded_data%temper

INTEGER(KIND=i4b) :: i, j, k
INTEGER(KIND=i4b) :: nlon, nlat, ntime, nreal
INTEGER(KIND=i4b) :: index0, indexf
INTEGER(KIND=i4b) :: err

! Get the size of the incoming temperature data.
nlon = SIZE(gridded_data%temperature, 1)

nlat = SIZE(gridded_data%temperature,2)
ntime = SIZE(gridded_data%temperature,3)

ALLOCATE(gridded_data%anomaly(nlon,nlat,ntime), st
IF(err /= 0)THEN
WRITE(UNIT = *, FMT ='(a)’)'Unable to allocate
STOP
ENDIF

! Get the first and last index along the time dimen

! that covers the base period.

index0 = 12*(year0_b - gridded_data%start_year) +
indexf = 12*(yearf_b - gridded_data%start_year + 1

WRITE(UNIT = *, FMT ='(A)', ADVANCE = 'NO')'Calcu

DOj=1, nlat
DO i =1, nlon

DOk=1,12

! Load the data for the (i,j) gridpoint. Calculate

! not missing. If there's at least min_n, then calc

! not, then flag it as missing.
temperatures = gridded_data%temperature(i,j,
real_temperatures = ABS(temperatures - missi
nreal = COUNT(real_temperatures)
IF(nreal >= min_n)THEN

climatology(k) = SUM(temperatures, MASK =

ELSE

climatology(k) = missing_dec
ENDIF

ENDDO

! Now replicate the climatology into an array with

! dimension of the incoming temperature data.
climatology_all = RESHAPE(climatology, SHAPE =

! Get the anomaly.
anomaly = gridded_data%temperature(i,j,:) - cl

! It's possible that the entire annual cycle was no

July 2010
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! are missing values in the original data OR missin g values in the climatology, then
! flag the corresponding time steps to missing.

WHERE(ABS(gridded_data%temperature(i,j,:) - mi ssing_dec) < eps_r8b .OR. &

& ABS(climatology_all - missing_dec) < eps _r8b) anomaly = missing_dec

! Now copy the result over the original data.
gridded_data%anomaly(i,j,:) = anomaly

ENDDO
ENDDO

! Deallocate the temperature data. We won't save it S0 it's just taking up scarce memory.
DEALLOCATE(gridded_data%temperature, stat = err)

WRITE(UNIT = *, FMT = '(A)’)'Done.’
END SUBROUTINE get_anomaly
VIl M

END MODULE ghcn_anomaly

GHCN_WRITE
MODULE ghcn_write
CONTAINS
VI M
SUBROUTINE check_nc_op(status)
! Purpose:
! Checks to see if the netCDF operation was success ful.
!
! Record of revisions
! Date Programmer Description of change
g ———
! May 11, 2010 Chad Herman Original co de
! July 10, 2010 Chad Herman Replaced US E constants with

! USE numeric_kinds.

USE numeric_kinds
USE netcdf

INTEGER(KIND=i4b), INTENT(IN) :: status

IF(status /= nf90_noerr)THEN
WRITE(UNIT = *, FMT = '(A))TRIM(nf90_strerror(s tatus))
STOP

ENDIF

END SUBROUTINE check_nc_op

VI M
SUBROUTINE write_netCDF

! Purpose:

! Copies the gridded data variables to a netCDF fil e.

1

! Record of revisions

! Date Programmer Description of change

e —

! May 11, 2010 Chad Herman Original co de

! May 22, 2010 Chad Herman Dropped tem perature variable. The
! remaining gridded variables are saved as short in tegers (16-bit). The
!'anomaly is packed with an add offset and scale fa ctor to recover the

! floating point representation.

! July 10, 2010 Chad Herman Added USE n umeric_kinds. Replaced

! eps_r4b with eps_r4b. Replaced _r4b with _r4b.

USE numeric_kinds
USE constants
USE ghcn_data, ONLY: gridded_data, grid

USE ghcn_parameters, ONLY: missing_dec, year0_b, y earf_b, min_n,&
stat_list_file, stat_da ta_file, outfile

USE netcdf

IMPLICIT NONE

CHARACTER(LEN=10) :: date
INTEGER(KIND=i4b) :: ncid

INTEGER(KIND=i4b) :: londimid, latdimid, timedimid , boundsdimid
INTEGER(KIND=i4b) :: lonvarid, latvarid, timevarid , lon_bndsvarid, lat_bndsvarid
INTEGER(KIND=i4b) :: anomalyvarid, numstatvarid, a reavarid
INTEGER(KIND=i4b), ALLOCATABLE, DIMENSION(:) :: ti me

REAL(KIND=r8b) :: dataMin, dataMax, add_offset, sc ale_factor
INTEGER(KIND=i4b), PARAMETER :: n_bits = 16

INTEGER(KIND=i2b), DIMENSION(SIZE(gridded_data%ano maly,1),&

& SIZE(gridded_data%ano maly,2),&

& SIZE(gridded_data%ano maly,3)) :: packed_anomaly
INTEGER(KIND=i4b) :: start_year, end_year, nyears, nmonths

INTEGER(KIND=i4b) :: i, j, k
INTEGER(KIND=i4b) :: err

WRITE(UNIT = *, FMT = '(A)", ADVANCE = 'no’)Writi ng data to netCDF ... "

! Get the date to write into the file.
CALL DATE_AND_TIME(date)
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date = date(1:4) // "' // date(5:6) // ' // dat

! Get the start and end year to calculate create a

!'in the form yearmonth (201001, 201002, 201003, et
start_year = gridded_data%start_year

end_year = gridded_data%end_year

nyears = end_year - start_year + 1

nmonths = 12*nyears

! Make space for the time variable.
ALLOCATE(time(nmonths), stat = err)

! Generate the time values.

DO i =1, nyears
DOj=1,12
time(k) = 100%(start_year +i- 1) +j
=k+1
ENDDO
ENDDO

! Get the minimum and maximum values for the anomal
dataMin = MINVAL(gridded_data%anomaly, MASK = ABS(
dataMax = MAXVAL(gridded_data%anomaly, MASK = ABS(

! Calculate the scale_factor and add_offset for the
scale_factor = (dataMax - dataMin)/(2**n_bits - 1)
add_offset = dataMin + (2**(n_bits - 1))*scale_fac

! Initialize the packed_anomaly variable with the m
packed_anomaly = missing_dec

! Pack the non-missing anomaly values into packed_a
WHERE(ABS(gridded_data%anomaly - missing_dec*1.0_r
& packed_anomaly = NIN

! Create the netCDF file.
CALL check_nc_op(nf90_create(path = TRIM(outfile),

! Define the longitude/latitude/time/bnds dimension
CALL check_nc_op(nf90_def_dim(ncid, "lon", grid%nl
CALL check_nc_op(nf90_def_dim(ncid, "lat", grid%nl
CALL check_nc_op(nf90_def_dim(ncid, "time", nf90_u
CALL check_nc_op(nf90_def_dim(ncid, "bnds", 2, bou

! Define the longitude/latitude variables and their
CALL check_nc_op(nf90_def_var(ncid, "lon", nf90_do
CALL check_nc_op(nf90_put_att(ncid, lonvarid, 'lon
CALL check_nc_op(nf90_put_att(ncid, lonvarid, 'sta
CALL check_nc_op(nf90_put_att(ncid, lonvarid, ‘uni
CALL check_nc_op(nf90_put_att(ncid, lonvarid, 'bou

CALL check_nc_op(nf90_def_var(ncid, "lon_bnds", nf
CALL check_nc_op(nf90_put_att(ncid, lon_bndsvarid,
CALL check_nc_op(nf90_put_att(ncid, lon_bndsvarid,
CALL check_nc_op(nf90_put_att(ncid, lon_bndsvarid,

CALL check_nc_op(nf90_def_var(ncid, "lat", nf90_do
CALL check_nc_op(nf90_put_att(ncid, latvarid, ‘lon
CALL check_nc_op(nf90_put_att(ncid, latvarid, 'sta
CALL check_nc_op(nf90_put_att(ncid, latvarid, ‘uni
CALL check_nc_op(nf90_put_att(ncid, latvarid, 'bou

CALL check_nc_op(nf90_def_var(ncid, "lat_bnds", nf
CALL check_nc_op(nf90_put_att(ncid, lat_bndsvarid,
CALL check_nc_op(nf90_put_att(ncid, lat_bndsvarid,
CALL check_nc_op(nf90_put_att(ncid, lat_bndsvarid,

! Define the time variable.

CALL check_nc_op(nf90_def_var(ncid, "time", nf90_i
CALL check_nc_op(nf90_put_att(ncid, timevarid, 'lo
CALL check_nc_op(nf90_put_att(ncid, timevarid, 'st
CALL check_nc_op(nf90_put_att(ncid, timevarid, 'un

! Define the anomaly variable and its attributes.

CALL check_nc_op(nf90_def_var(ncid, ‘anomaly’, nf9
CALL check_nc_op(nf90_put_att(ncid, anomalyvarid,
CALL check_nc_op(nf90_put_att(ncid, anomalyvarid,
CALL check_nc_op(nf90_put_att(ncid, anomalyvarid,
CALL check_nc_op(nf90_put_att(ncid, anomalyvarid,
CALL check_nc_op(nf90_put_att(ncid, anomalyvarid,
CALL check_nc_op(nf90_put_att(ncid, anomalyvarid,
CALL check_nc_op(nf90_put_att(ncid, anomalyvarid,
CALL check_nc_op(nf90_put_att(ncid, anomalyvarid,

! Define the number_of_stations variable and its at
CALL check_nc_op(nf90_def_var(ncid, 'number_of_sta
CALL check_nc_op(nf90_put_att(ncid, numstatvarid,
CALL check_nc_op(nf90_put_att(ncid, numstatvarid,

! Define the surface_area variable and its attribut
CALL check_nc_op(nf90_def_var(ncid, ‘area’, nfo0_d
CALL check_nc_op(nf90_put_att(ncid, areavarid, 'lo
CALL check_nc_op(nf90_put_att(ncid, areavarid, ‘st
CALL check_nc_op(nf90_put_att(ncid, areavarid, ‘or
CALL check_nc_op(nf90_put_att(ncid, areavarid, 'un

! Define global attributes.

CALL check_nc_op(nf90_put_att(ncid, nf90_global, '
CALL check_nc_op(nf90_put_att(ncid, nf90_global, *
CALL check_nc_op(nf90_put_att(ncid, nf90_global, '

e(7:8)

vector of time values
c)

y data.
gridded_data%anomaly - missing_dec*1.0_r4b) > eps_r
gridded_data%anomaly - missing_dec*1.0_r4b) > eps_r

anomaly data.
tor

issing value.

nomaly.
4b) > eps_r4b)&
T((gridded_data%anomaly - add_offset)/scale_factor)

cmode = nf90_clobber, ncid = ncid))

S.

on, londimid))

at, latdimid))
nlimited, timedimid))
ndsdimid))

bounds.

uble, londimid, lonvarid))
g_name', 'longitude’))
ndard_name', 'longitude"))
ts', 'degrees_east'))

nds', 'lon_bnds'))

90_double, (/boundsdimid, londimid/), lon_bndsvarid
‘long_name’, ‘longitude bounds'))

‘standard_name’, 'longitude bounds'))

‘units', 'degrees_east'))

uble, latdimid, latvarid))
g_name', 'latitude"))
ndard_name', 'latitude’))
ts', 'degrees_north'))
nds', 'lat_bnds"))

90_double, (/boundsdimid, latdimid/), lat_bndsvarid
‘long_name’, 'latitude bounds'))

‘standard_name', 'latitude bounds'))

‘units', 'degrees_north'))

nt, timedimid, timevarid))
ng_name', 'time"))
andard_name’, 'time"))
its', 'month as %Y%m’))

0_short, (/londimid, latdimid, timedimid/), anomaly
‘long_name', ‘anomaly'))

‘'standard_name', ‘anomaly'))

‘original_units', 'degC'))

‘units', 'degC'))

‘add_offset', add_offset))

‘scale_factor', scale_factor))

‘'missing_value', INT(missing_dec, KIND=i2b)))
'_Fillvalue', INT(missing_dec, KIND=i2b)))

tributes.

tions', nf90_short, (/londimid, latdimid, timedimid
‘long_name’, ‘number of stations'))
‘standard_name’, 'number of stations'))

es.

ouble, (/londimid, latdimid/), areavarid))
ng_name', 'normalized surface area'))
andard_name', 'surface area'))
iginal_units', 'normalized to unit sphere'))
its', 'normalized to unit sphere'))

Title', 'Derived from GHCN Air Temperature Data'))
History', 'File created ' // date))
Base_period_start', year0_b))

July 2010

4b)
4b)

varid))

/), numstatvarid))
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CALL check_nc_op(nf90_put_att(ncid, nf90_global, '
CALL check_nc_op(nf90_put_att(ncid, nf90_global, *
CALL check_nc_op(nf90_put_att(ncid, nf90_global, '
CALL check_nc_op(nf90_put_att(ncid, nf90_global, *
CALL check_nc_op(nf90_put_att(ncid, nf90_global, '

! Exit define mode.
CALL check_nc_op(nf90_enddef(ncid))

! Write the latitude, longtiude and time variables.
CALL check_nc_op(nf90_put_var(ncid, latvarid, grid
CALL check_nc_op(nf90_put_var(ncid, lonvarid, grid
CALL check_nc_op(nf90_put_var(ncid, timevarid, tim

! Write the latitude/longitude bounds variables.

CALL check_nc_op(nf90_put_var(ncid, lon_bndsvarid,
CALL check_nc_op(nf90_put_var(ncid, lat_bndsvarid,
! Write the temperature, anomaly, number of station

! CALL check_nc_op(nf90_put_var(ncid, tempvarid, g
CALL check_nc_op(nf90_put_var(ncid, anomalyvarid,
CALL check_nc_op(nf90_put_var(ncid, numstatvarid,
CALL check_nc_op(nf90_put_var(ncid, areavarid, gri

! Close the netCDF file.
CALL check_nc_op(nf90_close(ncid))

WRITE(UNIT = *, FMT = '(A))'Done.’
END SUBROUTINE write_netCDF
VI

END MODULE ghcn_write

GET_PARAMETERS

MODULE ghcn_parameters

! Purpose:

! This module contains definitions of the data form
!inventory list, the raw station data, missing dat

! original and assimilated data, the grid box size,

! range for the calculated climatology and the mini
! valued data points for calculating a valid climat

1

! Record of revisions

! Date Programmer Description

1

! May 10, 2010 Chad Herman Original co

! May 21, 2010 Chad Herman Added al to
! stat_list_fmt for ‘brightness'.

! May 24, 2010 Chad Herman Added start
! July 10, 2010 Chad Herman Replaced US

! USE numeric_kinds. Changed KIND=dp to KIND=r8b. R
USE numeric_kinds

VI

CHARACTER(LEN=*), PARAMETER :: parameter_file ='g

CHARACTER(LEN=*), PARAMETER :: stat_list_fmt = (i
&1x,16.2,1x,7.2,1x,i4,1x,i4,a1,i5,3(a2),i2,a1,i2,

CHARACTER(LEN=*), PARAMETER :: stat_data_fmt = (i
CHARACTER(LEN=*), PARAMETER :: stat_data_fmt_year

INTEGER(KIND=i4b), PARAMETER :: ghcn_missing = -99
INTEGER(KIND=i4b), PARAMETER :: missing_int = -999
REAL(KIND=r8b), PARAMETER :: missing_dec = -999.0_

CHARACTER(LEN=256) :: stat_list_file
CHARACTER(LEN=256) :: stat_data_file
REAL(KIND=r8b) :: dlat
REAL(KIND=r8b) :: dlon
CHARACTER(LEN=256) :: outfile
INTEGER(KIND=i4b) :: year0_b
INTEGER(KIND=i4b) :: yearf b
INTEGER(KIND=i4b) :: min_n
INTEGER(KIND=i4b) :: start_year
INTEGER(KIND=i4b) :: end_year
INTEGER(KIND=i4b) :: nc_cmode

VI T

END MODULE ghcn_parameters

Flgu re 1-3station count

rm(list = Is())
library(RNetCDF)

file = 'ghcn_bp_1961-1990_5x5_v2.mean.nc'
adj.file = 'ghcn_adj_bp_1961-1990_5x5_v2.mean.nc'

nc = open.nc(file, write = FALSE)

time = var.get.nc(nc, 'time’); ntime = length(time)
lon = var.get.nc(nc, ‘'lon’); nlon = length(lon)
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Base_period_end', yearf_b))
Minimum_number_of_years_to_calculate_climatology',
Station_inventory_file', TRIM(stat_list_file)))
Station_data_file', TRIM(stat_data_file)))
Conventions', 'Based on CF-1.4"))

%lat))
%lon))
e))

grid%lon_bounds))
grid%lat_bounds))

s and surface area variables.
ridded_data%temperature))
packed_anomaly))
gridded_data%number_of_stations))
d%area))

i

at for the station

a values for the

the temporal

mum number of real
ology.

of change

de
the end of the

_year and end_year.

E constants with
eplaced _dp with _r8b.

M
hen_parameters.dat'

3.3,i5.5,i3.3,1x,a30,&
al6,al)

3,i5,i3,i1,i4,12i5)'
="(12x,i4)’

99

0
r8b

i
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min_n))
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lat = var.get.nc(nc, 'lat’); nlat = length(lat)

num_stat = var.get.nc(nc, ‘'number_of_stations')
close.nc(nc)

nc = open.nc(adj.file, write = FALSE)

num_stat.adj = var.get.nc(nc, 'number_of_stations')
close.nc(nc)

nstat = matrix(NA, ntime, 3); colnames(avg) = c("GL
nstat.adj = nstat

north = which(lat >= 0)
south = which(lat <= 0)

time.steps = cbind( floor(time/100), time - 100*flo

for(i in 1:ntime){
nstat[i,1] = sum(num_stat],,i], na.rm = T)
nstat[i,2] = sum(num_stat[,north,i], na.rm = T)
nstat[i,3] = sum(num_stat[,south,i], na.rm = T)

}

for(i in 1:ntime){
nstat.adj[i,1] = sum(num_stat.adj[,,i], na.rm = T)
nstat.adj[i,2] = sum(num_stat.adj[,north,i], na.rm
nstat.adj[i,3] = sum(num_stat.adj[,south,i], na.rm

}

out.file = "ghcn_stat_count.dat"
out.file.adj = "ghcn_stat_count_adj.dat"
colnames = sprintf("%4s %5s %6s %6s %6s", "YEAR", "

header = rbind( c("GHCN Station Count"),
o)

)
data = sprintf("%4.0f %5.0f %6.0f %6.0f %6.0f", tim
write(header, file = out.file)
write(colnames, file = out.file, append = TRUE)
write(data, file = out.file, append = TRUE)

header = rbind( c("GHCN Station Count (Adjusted)"),
™)

data = sprintf("%4.0f %5.0f %6.0f
nstat.adj[,3])

write(header, file = out.file.ad))
write(colnames, file = out.file.adj, append = TRUE)
write(data, file = out.file.adj, append = TRUE)

%6.0f 9%6.0f", tim

Flgu re 1'6Airport count

PROGRAM ghcn_airport_stat_count

USE numeric_kinds

USE constants

USE ghcn_import, ONLY: get_parameters, get_station
USE ghcn_stat_comb, ONLY: consolidate_duplicates
USE ghcn_data, ONLY : stations

USE ghcn_parameters

IMPLICIT NONE

INTEGER(KIND=i4b) :: i, j, k

INTEGER(KIND=i4b), ALLOCATABLE, DIMENSIONC(:,:) ::
INTEGER(KIND=i4b), ALLOCATABLE, DIMENSION(:) ::
REAL(KIND=r8b), ALLOCATABLE, DIMENSION() :: value
INTEGER(KIND=i4b) :: ntime

INTEGER(KIND=i4b) :: err

INTEGER(KIND=i4b) :: index_0, index_f

CALL get_parameters

CALL get_stations

CALL load_station_data
CALL get_station_indices
CALL consolidate_duplicates

ntime = 12*(end_year - start_year + 1)

!'north = (/ # of airport, # of non-airport /)
ALLOCATE(north(ntime,2), south(ntime,2), global(nt
IF(err /= 0)THEN
WRITE(UNIT = 1, FMT = "(A)") "Unable to allocate
STOP
ENDIF

north =0
south =0
global = 0
temp=0

! Generate time variable.

DO i = start_year, end_year

Critical Review of Surface Temperature Data Prosluct

OBAL","NH","SH")

or(time/100) )

MONTH", "GLOBAL", "NH", "SH")

e.steps[,1], time.steps[,2], nstat[,1], nstat[,2],

e.steps[,1], time.steps[,2], nstat.adj[,1], nstat.a

s, load_station_data, get_station_indices

north, south, global, time
mp
s

ime,2), temp(ntime), time(ntime, 2), values(ntime),

memory for the count/time variables."
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nstat[,3])

STAT =err)

dit.2],

68



Critical Review of Surface Temperature Data Prosluct

DOj=1,12
time(k,:) = (/i.j/)
k=k+1
ENDDO

ENDDO

DO i = 1, SIZE(stations)

IF(ALLOCATED(stations(i)%temperature)) THEN

! Copy the station data into the values vector and

values = missing_dec

index_0 = 12*(stations(i)%year_0 - start_year) +
index_f = 12*(stations(i)%year_f - start_year + 1
values(index_0:index_f) = stations(i)%temperature

! Set temp to one for non-missing data and zero for

WHERE( ABS(values - missing_dec) > eps_r8b)
temp=1

ELSEWHERE

temp=0

ENDWHERE

Check which hemisphere the station is in. Then de
an airport.
|IF(stations(i)%lat > 0.0)THEN

IF(stations(i)%airport == "A")THEN
north(:,1) = north(:,1) + temp
ELSE

north(:,2) = north(:,2) + temp
ENDIF

ELSE
IF(stations(i)%airport == "A")THEN
south(:,1) = south(:,1) + temp
ELSE
south(:,2) = south(:,2) + temp
ENDIF
ENDIF
ENDIF

ENDDO

! Combine the north and south.

global = north + south

! Write the results to a file.

OPEN(UNIT =1, FILE ='ghcn_airport_count.dat’)

WRITE(UNIT = 1, FMT ='(A)') 'DATA: Number of GHCN

WRITE(UNIT = 1, FMT = '(A)) "

WRITE(UNIT = 1, FMT = '(5(A6,1x))’) 'YEAR', MONTH

DOi=1, ntime

WRITE(UNIT = 1, FMT = '(5(16,1x))") time(i,:), gl
ENDDO

CLOSE(UNIT =1)

OPEN(UNIT = 1, FILE = 'ghcn_non-airport_count.dat'
WRITE(UNIT = 1, FMT = (A)") 'DATA: Number of GHCN

WRITE(UNIT = 1, FMT = (A)) "

WRITE(UNIT = 1, FMT = '(5(A6,1x))’) 'YEAR', MONTH

DO i =1, ntime

WRITE(UNIT = 1, FMT = '(5(16,1x))") time(i,:), gl
ENDDO

CLOSE(UNIT = 1)

END PROGRAM ghcn_airport_stat_count

(Stata code to draw graph)

capture log close
log using airport.log, replace
clear

* READ AIRPORT COUNT DATA
insheet airport using ghcn_airport_count.dat
split airport
drop if _n==1|_n==
drop airport
destring, replace

rename airportl year

rename airport2 month

rename airport3 airport

rename airport4 air_nh

rename airport5 air_sh

drop airport6-airport8
sum

save airport ,replace

clear

* READ NON-AIRPORT COUNT DATA
insheet nonairport using ghcn_nonairport_count.dat
split nonairport
drop if _n==1|_n==
drop nonairport

align it.

1
)

missing data.

termine if it's at

stations at an airport.'
', 'GLOBAL', 'NH', 'SH'
obal(i,1), north(i,1), south(i,1)

stations not at an airport.'
', 'GLOBAL', 'NH', 'SH'
obal(i,2), north(i,2), south(i,2)

/I split columns, remove header

/I put proper names on var

/I split columns, remove head
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and destring

iables

er and destring
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destring, replace

rename nonairportl year

rename nonairport2 month

rename nonairport3 nonairport

rename nonairport4 nonair_nh

rename nonairport5 nonair_sh

drop nonairport6-nonairport9
sum

save nonairport,replace

clear
* MERGE DATA & REMOVE ZEROS AT END
use airport

merge using nonairport

sum

drop if year==2010 & month>6
sum

* MAKE CHARTS
generate ghcn =airport+nonairport

collapse ghcn airport nonairport air_nh air_sh nona
sum

generate pctairport=100*airport/ghcn
generate nh_air=100*air_nh/(air_nh+nonair_nh)
generate sh_air=100*air_sh/(air_sh+nonair_sh)

generate pct_nh=(air_nh+nonair_nh)/(air_nh+nonair_n

list year pctairport nh_air sh_air if year>1980
exit

line ghcn year , xlabel(1870(20)2010)
graph save ghcn,replace

line pctairport year , xlabel(1890(40)2010) ylabel(
graph save pct_air, replace

line nh_air year , xlabel(1890(40)2010) ylabel(0(20
graph save nh_air, replace

line sh_air year , xlabel(1890(40)2010) ylabel(0(20
graph save sh_air, replace

graph combine pct_air.gph nh_air.gph sh_air.gph, r(
graph save airports, replace

exit

Figure 1-7iaitude

rm(list=Is())

library(RNetCDF)

file = "noaa/ghcn_bp_1961-1990_5x5_v2.mean.nc"
nc = open.nc(file, write = FALSE)

lat = var.get.nc(nc, 'lat’); nlat = length(lat)

time = var.get.nc(nc, 'time'); ntime = length(time)
time.steps = chind(floor(time/100), time - 100*floo
num_stat = var.get.nc(nc, "number_of_stations")

close.nc(nc)

weights = cos(lat*pi/180)
weights = weights/sum(weights)

lat_mean_unweighted = rep(NA, ntime)
lat_mean_weighted = rep(NA, ntime)

for(i in 1:ntime){
temp = colSums(num_stat[,,i])
if(sum(temp) != 0) lat_mean_unweighted[i] = sum(te
if(sum(temp) != 0) lat_mean_weighted[i] = sum(temp
-999
}

out.file = "ghcn_mean_latitude.dat"
colnames = sprintf("%4s %5s %10s %10s", "YEAR", "MO

header = rbind( c("GHCN Mean Latitude"),
o)

)
data = sprintf("%4.0f %5.0f %10.4f %10.4f", time.st
write(header, file = out.file)
write(colnames, file = out.file, append = TRUE)
write(data, file = out.file, append = TRUE)

lat_mean_unweighted[lat_mean_unweighted == -999] =
lat_mean_weighted[lat_mean_weighted == -999] = NA

lat_mean_unweighted = ts(lat_mean_unweighted, start
lat_mean_weighted = ts(lat_mean_weighted, start = t

/I put proper names on variables

ir_nh nonair_sh , by(year)

h+air_sh+nonair_sh)

0(20)80)
)80)
)80)

1)

r(time/100))

mp*lat)/sum(temp) else lat_mean_unweighted[i] = -99
*lat*weights)/sum(temp*weights) else lat_mean_weigh

NTH", "UNWEIGHTED", "WEIGHTED")

eps[,1], time.steps|[,2], lat_mean_unweighted, lat_m

NA

= time.steps[1,], freq = 12)
ime.steps[1,], freq = 12)

July 2010

9
ted[i] =

ean_weighted)
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png("ghcn_mean_latitude_unweighted.png", bg="white" , width=600, height=600)

plot(lat_mean_unweighted, xlab = 'Year', ylab = 'La titude', main = 'GHCN Mean Latitude (Unweighted)', type =)
dev.off()

png("ghcn_mean_latitude_weighted.png”, bg="white", width=600, height=600)

plot(lat_mean_weighted, xlab = 'Year', ylab = 'Lati tude', main = 'GHCN Mean Latitude (Weighted)', type =1
dev.off()

png("ghcn_mean_latitude.png", bg="white", width=600 , height=600)

plot(lat_mean_unweighted, xlab = 'Year', ylab = 'La titude', main = 'GHCN Mean Latitude (Unweighted and Weighted)', type
="I', col = 'red', ylim = range(c(lat_mean_unweigh ted, lat_mean_weighted), na.rm = T))

lines(lat_mean_weighted, col = 'blue’)

legend(x="bottomleft" legend=c("Unweighted","Weight ed"),col=c("red","blue"),lty=1,lwd=2)

dev.off()

Figure 1-8atitude

PROGRAM ghcn_mean_altitude

USE numeric_kinds

USE constants

USE ghcen_import, ONLY: get_parameters, get_station s, load_station_data, get_station_indices
USE ghcn_stat_comb, ONLY: consolidate_duplicates

USE ghcn_data, ONLY : stations

USE ghcn_parameters

IMPLICIT NONE
INTEGER(KIND=i4b) :: i, j, k
INTEGER(KIND=i4b), ALLOCATABLE, DIMENSIONC(:,:) :: time
INTEGER(KIND=i4b), ALLOCATABLE, DIMENSION(:) :: te mp
REAL(KIND=r8b), ALLOCATABLE, DIMENSION() :: value s
REAL(KIND=r8b), ALLOCATABLE, DIMENSION(:) :: alt, alt_int
INTEGER(KIND=i4b), ALLOCATABLE, DIMENSION(:) :: h_ stat, n_stat_int
INTEGER(KIND=i4b) :: ntime
INTEGER(KIND=i4b) :: err
INTEGER(KIND=i4b) :: index_0, index_f
CALL get_parameters
CALL get_stations
CALL load_station_data
CALL get_station_indices
CALL consolidate_duplicates
ntime = 12*(end_year - start_year + 1)
ALLOCATE(time(ntime,2), values(ntime), temp(ntime) , alt(ntime), alt_int(ntime), n_stat(ntime), n_stat _int(ntime), STAT
=err)
IF(err /= 0)THEN
WRITE(UNIT = 1, FMT = "(A)") "Unable to allocate memory for the count/time variables."
STOP
ENDIF
! Generate time variable.
DO i = start_year, end_year
DOj=1,12
time(k,:) = (/i,j/)
k=k+1
ENDDO
ENDDO
alt=0
alt_int=0
n_stat =0
n_stat_int=0
DO i = 1, SIZE(stations)
IF(ALLOCATED(stations(i)%temperature)) THEN
! Copy the station data into the values vector and align it.
values = missing_dec
index_0 = 12*(stations(i)%year_0 - start_year) + 1
index_f = 12*(stations(i)%year_f - start_year + 1 )
values(index_0:index_f) = stations(i)%temperature
! Set temp to one for non-missing data and zero for missing data.
WHERE( ABS(values - missing_dec) > eps_r8b )
temp=1
ELSEWHERE
temp =0
ENDWHERE

IF(stations(i)%elev /= -999)THEN
n_stat = n_stat + temp

alt = alt + stations(i)%elev*temp
ENDIF

n_stat_int = n_stat_int + temp
alt_int = alt_int + stations(i)%elev_int*temp

ENDIF
ENDDO

! Get average altitude.
WHERE(n_stat /= 0)
alt = alt/n_stat
ELSEWHERE
alt =-999
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ENDWHERE

WHERE(n_stat_int /= 0)
alt_int = alt_int/n_stat_int
ELSEWHERE

alt_int = -999
ENDWHERE

! Write the results to a file.
OPEN(UNIT =1, FILE ='ghcn_mean_altitude.dat’)

WRITE(UNIT = 1, FMT ='(A)") 'DATA: Number of GHCN stations at an airport.'

WRITE(UNIT = 1, FMT = '(A)) "

WRITE(UNIT = 1, FMT = '(A4,1X,A5,1X,2(A12,1X))) ' YEAR', 'MONTH', ‘ALTITUDE', 'ALTITUDE_INT"
DO i=1, ntime

WRITE(UNIT = 1, FMT = '(14,1X,15,1X,2(F12.3,1x))" ) time(i,:), alt(i), alt_int(i)

ENDDO

CLOSE(UNIT =1)
END PROGRAM ghcn_mean_altitude

Figure 1-10: GHCN ADJ
rm(list = Is())

library(RNetCDF)
get.land.mask = function(file, lon.bounds, lat.boun ds){

nlon = ncol(lon.bounds)
nlat = ncol(lat.bounds)

# Load SSMI land mask
nc = open.nc(file, write = FALSE)

lon.ssmi = var.get.nc(nc, 'lon’); nlon.ssmi = leng th(lon.ssmi)
lat.ssmi = var.get.nc(nc, 'lat’); nlat.ssmi = leng th(lat.ssmi)

land.fraction = var.get.nc(nc, 'land_fraction')
close.nc(nc)

# Interpolate land mask.
land.fraction.new = matrix(NA, nlon, nlat)

for(i in 1:nlon){
for(j in 1:nlat){

lat.indices = which(lat.ssmi >= lat.bounds[1,j] & lat.ssmi <= lat.bounds|[2,j])
lon.indices = which(lon.ssmi >= lon.bounds[1,i] & lon.ssmi <= lon.bounds][2,i])
land.fraction.newfi,j]
sum(land.fraction[lon.indices,lat.indices])/(length (lat.indices)*length(lon.indices))
}
return(land.fraction.new)

}

file = 'ghcn_bp_1961-1990_5x5_v2.mean.nc'
adj.file = 'ghcn_adj_bp_1961-1990_5x5_v2.mean.nc'
land.mask.file = "../ssmi_land_mask.nc"

nc = open.nc(file, write = FALSE)

time = var.get.nc(nc, 'time'); ntime = length(time)
lon = var.get.nc(nc, ‘lon’); nlon = length(lon)

lat = var.get.nc(nc, 'lat’); nlat = length(lat)

lon.bounds = var.get.nc(nc, 'lon_bnds')
lat.bounds = var.get.nc(nc, 'lat_bnds")

add_offset = att.get.nc(nc, ‘anomaly’, ‘add_offset" )
scale_factor = att.get.nc(nc, ‘anomaly’, 'scale_fac tor’)
anomaly = add_offset + scale_factor*var.get.nc(nc, ‘anomaly’)

close.nc(nc)

nc = open.nc(adj.file, write = FALSE)

add_offset = att.get.nc(nc, ‘anomaly’, ‘add_offset' )
scale_factor = att.get.nc(nc, ‘anomaly’, 'scale_fac tor')
anomaly.adj = add_offset + scale_factor*var.get.nc( nc, '‘anomaly")

close.nc(nc)

area = matrix(cos(pi*lat/180), nlon, nlat, byrow = 1))

area = area/sum(area)

avg = matrix(NA, ntime, 3); colnames(avg) = c("GLOB AL","NH","SH")
avg.adj = avg

north = which(lat >= 0)
south = which(lat <= 0)

time.steps = cbind( floor(time/100), time - 100*flo or(time/100) )

land.mask = get.land.mask(land.mask.file, lon.bound s, lat.bounds)
area = area*land.mask

for(i in 1:ntime){
global.area = sum(area[lis.na(anomaly[,,i])])
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north.area = sum(areal[,north]*!is.na(anomaly[,nort h,i]))
south.area = sum(area[,south]*!is.na(anomaly[,sout h,i]))

if(global.area > 0){

avg[i,GLOBAL'] = sum(area*anomaly[,,i], na.rm = T)/global.area
Jelse{

}

if(north.area > 0){
avg[i,'NH'] = sum(area[,north]*anomaly[,north,i], na.rm = T)/north.area

avgli,GLOBAL = -999

Jelse{

}

if(south.area > 0){
avg[i,'SH'] = sum(area[,south]*anomaly[,south,i], na.rm = T)/south.area

avg[i,'NH] = -999

Jelse{

}

avgl[i,'SH'] = -999

for(i in 1:ntime){
global.area = sum(area[!is.na(anomaly.adjl,,i])])
north.area = sum(area[,north]*!is.na(anomaly.adj[, north,i]))
south.area = sum(area[,south]*!is.na(anomaly.adj[, south,i]))

if(global.area > 0){

avg.adj[i,' GLOBAL'] = sum(area*anomaly.adj[,,i], na.rm = T)/global.area
Jelse{

}

if(north.area > 0){
avg.adj[i,'NH'] = sum(area[,north]*anomaly.adj[,n orth,i], na.rm = T)/north.area

avg.adjfi GLOBAL = -999

Jelse{

}

if(south.area > 0){
avg.adj[i,'SH'] = sum(area[,south]*anomaly.adj[,s outh,i], na.rm = T)/south.area

avg.adjfi,NH = -999

Jelse{

}

avg.adj[i,'SH'] = -999
}
out.file = "ghcn_avgs.dat"

out.file.adj = "ghcn_avgs_adj.dat"
colnames = sprintf("%4s %5s %9s %9s %9s", "YEAR", " MONTH?", "GLOBAL", "NH", "SH")

header = rbind( c("GHCN Temperature Anomalies"),
c("Base period: 1961-1990"),
o)

)
data = sprintf("%4.0f %5.0f %9.4f %9.4f %9.4f", tim e.steps|,1], time.steps[,2], avgl[,1], avg[,2], avg[ ,3])
write(header, file = out.file)
write(colnames, file = out.file, append = TRUE)
write(data, file = out.file, append = TRUE)

header = rbind( c("GHCN Temperature Anomalies (Adju sted)"),
c("Base period: 1961-1990"),
o)

)
data = sprintf("%4.0f %5.0f %9.4f %9.4f %9.4f", tim e.steps|,1], time.steps[,2], avg.adj[,1], avg.adjl, 2], avg.adj[,3])
write(header, file = out.file.ad])
write(colnames, file = out.file.adj, append = TRUE)
write(data, file = out.file.adj, append = TRUE)



