
Description Logics for Natural Language ProcessingD. Fehrer, U. Hustadt, M. Jaeger, A. Nonnengart,H. J. Ohlbach, R. A. Schmidt, Ch. Weidenbach, and E. WeydertMax-Planck-Institut f�ur Informatik,Im Stadtwald66123 Saarbr�uckenGermany1 IntroductionIn this paper we focus on the application of descriptionlogics to natural language processing. In cooperationwith the pracma Project1 (SFB 314, Universit�at desSaarlandes, Germany) we have been developing a suit-ably extended knowledge representation system, calledmotel.In the late eighties inference in kl-one was shownto be undecidable. Since then the emphasis in researchhas been on developing and investigating systems thatare computationally well behaved, i.e. are tractable or atleast decidable.As a result many commonly used description logics(also known as terminological logics or kl-one-basedknowledge representation formalisms) have restricted ex-pressiveness and are in their current form not suitablefor natural language applications. This is evident, forexample, from Schmidt [1993] who links knowledge rep-resentation with a relational approach to natural lan-guage semantics. For encoding knowledge formulated ina very limited fragment of English we already need thefull expressive power of role constructs which have beeneliminated in many languages.In our approach to agent modelling and natural lan-guage processing we use an extension of the well-knowndescription language ALC. Our system motel serves onone hand as a knowledge base for the natural languagefront-end, and on the other hand, it provides powerfullogical representation and reasoning components. As ourapproach is logic based we hope that this enhances theoverall capabilities of the natural language processing(NLP) system.2 Natural Language ProcessingThe pracma project is concerned with pragmatic dia-logue processing between two agents. These agents havethe following properties:(1) They communicate in natural language.(2) They actively pursue complex goals, which may becon
icting.1pracma is short for `PRocessing Arguments betweenControversially Minded Agents.'

(3) They have the means of analyzing (some of) thepragmatic content of what is being said, i.e., theyhave a deeper understanding of `belief', `intension'or `argument'.Figure 1 shows the architecture of the pracma system.The system is decomposed into modules. Each moduleis realized as an autonomous problem solver.The module for recognizing propositional attitudesanalyses certain linguistic expressions, e.g. modal verbsand modal adverbs. The results are stored in the agentmodel.The module for assessment processing recognizes thepositive and negative assessments of the agents towardscertain objects, facts, and relations. The results arestored in the assessment knowledge base.Instances of the plan processing module are the actionplanner controlling the agent's activities, e.g. collectingfacts about objects, and the dialogue planner control-ling the dialogue behaviour of the agent, e.g. openingthe dialogue, raising a question. The planners rely onthe agent model and the assessment knowledge base. Inaddition, they use the conceptual knowledge base, theargumentation strategy knowledge base, and the EGOknowledge base. The EGO stores behavioural patterns,e.g. the degree of cooperativity.During the processing of a dialogue, each module canexist in multiple instantiations, called actors, working inparallel. The actors communicate and interact with eachother using a protocol based on communication acts, i.e.on message exchange.The test domain for the �rst prototype of the pracmasystem has been the processing of a dialogue between acar salesman and his customer. Figure 2 shows a smallpart of a dialogue and a schematic representation of itsprocessing.Note the following:(1) The agents are not only exchanging facts, but be-liefs, demands, etc. (e.g. `So I don't want to buyit.').(2) The beliefs of the salesman and the customer cancontradict each other. The agents are able to detectsuch contradictions and can try to resolve them (e.g.`No, that's not true.').80
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knowledge base [Donini et al.,1992; Kobsa,1992]. In mo-tel we formulate knowledge and belief as additionalmodal operators.We are using ALCNR [Baader and Hollunder,1990] asa base language. That is, we assume three disjoint alpha-bets, the set of concept names C, the set of role namesR, and the set of individual objects O. The set of conceptterms (or just concepts) and role terms (or just roles) isinductively de�ned as follows. Every concept name is aconcept term and every role name is a role term. Nowassume that C, C1, and C2 are concepts, and R, R1,and R2 are roles. Then C1 u C2, :C, 9R:C, 9�nR:C,and 9�nR:C are concept terms, and R1uR2, R�1, R Care role terms. The sentences of ALCNR are dividedinto terminological sentences and assertional sentences.If C1 and C2 are concepts and R1 and R2 are roles thenC1 v C2 and R1 v R2 are terminological sentences. If Cis a concept, R is a role, and O, O1, and O2 are individ-ual objects then O 2 C and (O1; O2) 2 R are assertionalsentences. As in [Baader and Hollunder,1990] we do notallow terminological cycles.For the extended language Mod-ALCNR we assumein addition that we have an alphabet M of modal op-erator names. Also, there is a distinguished subsetA of the individual objects, called the set of agents.We have a distinguished concept name `all ' denotingthe set of all agents with which we express mutual be-lief. The set of concepts and the set of roles of Mod-ALCNR contains all the concepts and roles of its sublan-guage ALCNR and in addition it contains the concepts2(m;a) C, 3(m;a) C, 2(m;C1) C2, and 3(m;C1) C2, and theroles 2(m;a)R, 3(m;a)R, 2(m;C)R, and 3(m;C)R, wherem is a modal operator name and a is an agent name.The set of terminological and assertional sentences ofMod-ALCNR contains all the terminological and asser-tional sentences of ALNCNR and in addition it con-tains the expressions 2(m;a) �, 3(m;a) �, 2(m;C1) �, and3(m;C1) �, where � is either a terminological or an as-sertional sentence.We use a translational approach to provide the usualinference mechanisms, i.e. solving the consistency, thesubsumption, the instantiation and the realization prob-lem. Obviously, ALCNR knowledge bases can be trans-lated into �rst-order logic theories. There are also well-known relational translation methods for modal logics.In [Hustadt and Nonnengart,1993] we have developed animproved translation method for Mod-ALCNR whichprovides an elegant translation of knowledge bases into�rst-order logic theories. In a prototypical implementa-tion, the motel system, we use a Prolog-based systemwith loop-checking as inference machine.4 Quantitative InformationIn motel we use the cardinality-based approach pro-posed by Owsnicki-Klewe [1990] for dealing with numberrestrictions. Unfortunately, this approach is incompletefor languages in which concept disjointness is expressible.The approach of Baader and Hollunder [1990], by con-

trast, provides a complete tableau method for ALCNR,but has some disadvantages:(1) The approach is not adequate for dealing with largenumbers. Consider the following example: Supposethe universe consists of at most thirty objects. Ifthere are at least twenty objects in C1 and there areat least twenty objects in C2, then there are at leastten objects in the intersection of C1 and C2.The human ability to draw this conclusion is com-pletely independent of the numbers we are using.Multiplying all numbers occurring in the exampleby a factor of 10 wouldn't make it any harder for uscome up with the correct answer. Quite the oppositeis true for the tableau method.(2) The basic inference mechanism provided by tableautheorem provers is consistency checking for knowl-edge bases. This is adequate for answering queriesthat can be solved by checking the consistency of asuitably extended knowledge base, for example, forproblems like subsumption, instantiation, and clas-si�cation.But the most suggestive class of queries for knowl-edge bases in ALCNR, e.g. the question `How manyobjects are in C1 and C2?' in the example above,cannot even be formulated.A promising approach to quantitative reasoning with nu-merical quanti�ers seems to be that of Hustadt et al.[1994], who investigate a translation technique whichtranslates modal logics with graded modalities into afragment of many-sorted �rst-order logic. For, ALCNRexpressions can be associated directly with modal ex-pressions.5 Probabilistic ReasoningAlthough Mod-ALCNR is a very sophisticated conceptdescription language, the relationships among conceptsthat can be described are purely qualitative. Only inclu-sion, equality or disjointness relationships among con-cepts can be expressed. Jaeger [1994] investigates an ex-tension of terminological knowledge representation lan-guages that incorporates probabilistic statements. Thelanguage PALC based on ALC allows the following twoadditional kinds of sentences. Probabilistic terminolog-ical sentences are expressions P(C1jC2) = p, where C1and C2 are concept terms and p 2 [0; 1]. Probabilis-tic assertional sentences are expressions P(a 2 C) = p,where a is an element of O and p 2 [0; 1]. A knowl-edge base KB in PALC consists of a set T of termino-logical sentencesrestricted to ALC, a set PT of proba-bilistic terminological sentences and a set Pa of prob-abilistic assertional sentences for every object name a:KB = T [ PT [SfPaja 2 Og.It is important to realize that these two kinds of prob-abilistic statements are completely di�erent from eachother. The former codi�es statistical information that,in general, is obtained by observing a large number ofindividual objects and checking their membership of the82



various concepts. The latter expresses a degree of uncer-tainty of our belief in a speci�c proposition. Its valueis usually justi�ed only by a subjective assessment oflikelihood.Both kinds of probabilistic statements are interpretedin one common probability space which essentially con-sists of the set of concept terms that can be formed inthe language of the given knowledge base. De�ning allthe probability measures on the same probability spaceallows us to compare the measure assigned to an objecta with the generic measure de�ned by the given statis-tical information. The most reasonable assignment of aprobability measure to a, we choose then, among all themeasures consistent with the constraints known for a isthe one that most closely resembles the generic measure.The key question to be answered, therefore, is how re-semblance of probability measures should be measured.We chose the method of minimizing the cross entropy ofthe two measures.6 Non-monotonic ReasoningWe have considered two di�erent extension of the lan-guage ALC and its inference mechanisms to incorporatenon-monotonic reasoning in motel.The �rst approach extends the language with an op-erator A of assumability. This operator can be appliedto any concept term or role term, but it can only occuron the left-hand side of terminological sentences. Theresulting language is called ALCP .A knowledge base KB in ALCP entails an assertiona 2 A(C) i� a 2 A(C) holds in all preferred models ofKB. Preference is de�ned with respect to the so-calledassumption order.In essence the implementation uses the negation asfailure operator of prolog.The second approach adds a new sententional operatorT to ALC and a new subset declaration symbol vT. IfC1 and C2 are concept terms and � is a terminologicalsentence, then C1 vT C2, and T� are terminologicalsentences.To provide a proof theory and a semantics for the ex-tended language, we de�ne a translation function map-ping knowledge bases KB to default theories (W;D),where W is the set of �rst-order formulae and D is a setof supernormal defaults. The semantics of a knowledgebase KB is the set of all possible extensions of (W;D). Aknowledge base KB entails a sentence � i� � is entailedby every extension of (W;D).7 Abductive ReasoningAbduction was introduced by the philosopher Pierce asone of the three main forms of reasoning (the othertwo being deduction and induction). Abduction haswidespread application in natural language processingsystems. For example, Guessoum et al. [1993] describethe use of abduction for pronoun resolution. Most of theexisting NLP systems use linguistic constraints for elim-inating candidate referents, but it is widely recognized

that non-linguistic knowledge is required to resolve ambi-guities in general (c.f. the textbook example `If the babydoesn't thrive on cows' milk, boil it'). More interestingfor our testbed is the work of Quaresma and Lopes [1993]on abduction of plans and intentions in dialogues.Hustadt [1993] proposes an abductive proof procedurefor disjunctive logic programs with integrity constraints.Extending the class of normal logic programs to a class ofprograms including disjunction and integrity constraintspermits arbitrary �rst-order problems to be stated inproper input format.8 Reason MaintenanceThere are at least two reasons why it is interesting to in-corporate reason maintenance into a system like the oneproposed here. The �rst is, that it may prove valuablenot to dispose of the answers found to queries, but tokeep them in order to be able to respond faster if thesame queries or instances thereof occur again (similar tothe use of lemmata in mathematics). As the knowledgebase, however, is of dynamic nature, lemmata are onlyuseful if their origins are remembered. The second reasonis that we can't be sure that a knowledge base is globallyconsistent. So it is worthwhile looking for nogoods andreporting them, so that the master component is awareof them, or at least it can be guaranteed that in a single`explanation' (proof) no inconsistent material is used (akind of paraconsistency).Fehrer [1993] shows how a reason maintenance systembased on an arbitrary basic logic can be described logi-cally. He also shows there, how an inference system canbe obtained, given a calculus (axioms and set of infer-ence rules) for the basic logic. As a special case we canget a system for ALC.At this stage this result is only of theoretical interest.The main advantage for using terminological logics, in-stead of full �rst order logics, lies in the fact that theyhave e�cient algorithms for decidable fragments. Thecompound logic resulting from putting the reason main-tenance ontoALC unfortunately cannot always make useof these algorithms (If we are content with only keepingtrack of the origins of lemmata generated so far, there isno problem, for the derived calculus inherits all the im-portant properties from its ancestor, so the algorithmscan be adapted in a simple manner). This is in essencedue to the fact that in order to check for nogoods wehave to generate all possible derivations of the falsum.If, however, we start with a possibly inconsistent knowl-edge base some proof strategies do not yield all possiblederivations, for example, strategies incorporating set ofsupport. But, since decidability as well as completenessis preserved in the compound system, it should be pos-sible to devise algorithms with acceptable properties forthat task.9 Future WorkWe want to focus on three parts of the architecture ofnatural language processing systems like pracma: The83



parser, the plan processing/NL generating modules, andknowledge representation system.The natural language generating part of the system[Reithinger,1992] is a classical hierarchical planning sys-tem. In the current state, it doesn't make any use of thereason maintenance and abductive reasoning abilities ofthe knowledge representation system. The integration ofthese services of our system should improve the pracmasystem considerably.The second prototype of pracma will use a parsertranslating natural language utterances into the seman-tic representation language NLL. The language con-tains a �rst-order logic core, Boolean sentential opera-tors, generalized quanti�ers, plural reference expressions,�-abstraction predicates, etc.On the one hand, NLL provides more expressivepower than we do in our terminological language. How-ever, on the other hand, our language has syntactic con-structs (like modal and probabilistic operators) not avail-able in NLL. If we would extend the syntax of bothlogics to a common language, we cannot provide cor-rect and complete inferential mechanism for this logic.Therefore, we will have a core logic (based on Mod-ALC)with correct and complete inference mechanisms and anextended logic (based on NLL) with neither correct norcomplete inference mechanisms.10 ConclusionWe share the view of Doyle and Patil [1991] who ar-gue for expressiveness as opposed to computational ef-�ciency. Our experience with users interested in agentmodelling and natural language simulations can be sum-marized as follows:(1) Users want expressiveness.(2) They want representation languages with more ba-sic features than just concepts, roles and individuals(i.e. A-Box elements) and operations on these.(3) And, they want special inference tools.References[Baader and Hollunder, 1990] F. Baader and B. Hollun-der. KRIS: Knowledge Representation and Infer-ence System. System Description. Technical MemoDFKI-TM-90-03, Deutsches Forschungszentrum f�urK�unstliche Intelligenz, Saarbr�ucken, Germany, 1990.[Donini et al., 1992] Francesco M. Donini, M. Lenzerini,D. Nardi, A. Schaerf, and W. Nutt. Adding Epis-temic Operators to Concept Languages. In B. Nebel,C. Rich, and W. Swartout, editors, Proceedings of theKR '92, pages 342{353, Cambridge, MA, 1992. Mor-gan Kaufmann.[Doyle and S., 1991] J. Doyle and Patil R. S. Two the-ses of knowledge representation: language restrictions,taxionomic classi�cation, and the utility of representa-tion services. Arti�cal Intelligence, 48:261{297, 1991.
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