
Brainstormers 2002 - Team DesriptionM. Riedmiller, A. Merke, A. Ho�mann,M. Nikshas, D. Withopf, and F. ZahariasLehrstuhl Informatik I, Universit�at Dortmund, 44221 Dortmund, GermanyAbstrat. The main interest behind the Brainstormers' e�ort in theroboup soer domain is to develop and to apply mahine learning teh-niques in omplex domains. Espeially, we are interested in reinforementlearning methods, where the training signal is only given in terms of su-ess or failure. Our �nal goal is a learning system, where we only plug in'win the math' - and our agents learn to generate the appropriate be-haviour. Unfortunately, even from very optimisti omplexity estimationsit beomes obvious, that in the soer domain, both onventional solutiontehniques and also advaned today's reinforement learning tehniquesome to their limit - there are more than (108 � 50)23 di�erent statesand more than (1000)300 di�erent poliies per agent per half time. Thispaper desribes a modular approah of the Brainstormers team to taklethis omplex deision problem at di�erent levels.1 The ArhitetureThe environment of the Soerserver testbed does onfront us with 3 ma-jor levels of diÆulty. These are: 1. maintenane of an up to date worldmodel, 2. development of individual abilities for the partiipating agents3. eÆient ombinations of agent abilities to a team winning strategy.The arhiteture of our agent does reet this subdivision into di�erent
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Fig. 1. Arhiteture of Brainstormers 2002 Agentlevels, f. �gure 1. To this end the agent is divided into independent mod-ules, whih are loosely oupled. Information ow between the modulestakes plae along the skethed arrows.



The main purpose of the world model module is the proessing of datafrom the environment and reation of an approximated view of the ur-rent Soerserver state1. The deision module is now onfronted with atime disrete (markov) deision proess. In the ideal ase it gets a fulldesription of the urrent state s(t) and generates a ommand a(t).The proedure of generating a ommand a(t) is subdivided into twosteps. The tatis module abstrats from basi Soerserver ommands(i.e. kik, turn, dash) and deides whih move within the skills moduleshould be applyed. A move generates then the basi ommand a(t), whihan be sent bak to the server.2 Reinforement Learning of MovesA move is a sequene of basi ations, that transforms a urrent situa-tion s(0) into a new situation s(t) some time steps later. The resultingsituation is one of a set of terminal states Sf , whih might be eitherpositive/desired outomes (S+) or negative/undesired situations (S�).The move ends, if either a terminal state is reahed (s(t) 2 Sf ), or thetime exeeds a ertain limit (t > tmax).For example, the move interept-ball terminates if either the ball is withinthe player's kik range (S+) or if it enounters a situation, where it isno more possible for the player to reah the ball (S�).Sine eah move has a learly de�ned goal, it is now possible to �ndsequenes of basi ommands, that �nally reah the de�ned goal. Thisan be done either by onventional programming, or, as it is the asein our approah, by reinforement learning methods. In both ases, it isimportant that the goal of a move is reasonably hosen, that means thatthe solution poliy is not too omplex (e.g. a move 'win that game' wouldbe desirable but its implementation will be as omplex as the originalproblem).The above move de�nition diretly allows to formulate the problem of'programming' a move as a (sequential) Reinforement Learning (RL)problem. The general idea of reinforement learning is that the agentis only told, what the eventual goal of its ating is. The agent is onlyprovided with a number of ations, that it an apply arbitrarily. In theourse of learning, it should inrementally learn a (losed-loop) poliy,that reahes the �nal goal inreasingly better in terms of a de�ned op-timisation riterion. Here we apply Real-Time Dynami Programmingmethods [1℄, that solve the problem by inrementally approximating theoptimal value funtion in repeated ontrol trials. A feedforward neuralnetwork is used to approximate the value funtion [4℄.In the urrent version of our agent �ve main moves use reinforementlearning tehniques: 1. a kik move whih an aelerate the ball to playit with high veloity in a desired diretion, 2. an interept ball move thatenables the agent to interset eÆiently the trajetory of a rolling ball,3. a dribble move that makes it possible to run without losing ontrolover the ball, 4. a goto position move whih reahes a partiular position1 This proedure is somewhat tehnial and is not disussed further in this paper.



while avoiding ollisions with other players and �nally 5. a stop ball movewhih is a supplementary move speialised in stopping high veloity balls.See [6℄ for more information about move learning in our team.3 Reinforement Learning of Team StrategiesHaving high quality moves is an important requirement for a suessfulteam strategy. But as the attention by moves is put on individual agentgoals (like interepting the ball) a higher level learning sheme is requiredto reah team oriented goals. As we already stressed in [3, 2℄ the teamlearning task annot be desribed by a markov deision proess anymore,one requires multi agent deision proesses (MMDP). In this paper wepresent one possibility to learn with individual learners (IL)2 in a MMDP.Using IL one looses theoretial guarantees about reahing optimality inlearning, but as we show in this paper, the results are enouraging tofurther explore in this diretion.We onduted experiments with di�erent numbers of attakers againstsome number of defenders (for example 7 attakers versus 8 defenders or3 attakers versus 4 defenders). In the following we report about exper-iments with 3 attakers against 4 defenders, as this problem is sophisti-ated enough to show the general tendeny. In Figure 2 we pitured
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L1 L3 L4L2Fig. 2. Starting positions of learning, dotted player owns the ball.four start position from whih we start our learning trajetories. Thenumber of visited states is atually muh larger due to the explorationof the agents and the stohasti nature of all ations. The learning isdone in epohes. We start with a random poliy whih hooses for eahattaker one of 10 ations. The ation set omprises going to one of eightdiretions, moving towards one's home position and interepting the ball.The defenders pursue a �xed poliy, that of the Brainstormers team 2000(runner up in the Melbourne ompetition, in whih they got just 4 goalsin 11 tournament games). This defending strategy has a parameter ofusing an aggressive o�side trap, whih is swithed o� during learning.The learning is now done using the following sheme1. set example set to E = ;. Eah example in E omprises of a situationand the orresponding reward.2. run urrent poliy until approximately 10 suessful trajetories ouldbe stored. Disard not suessful trajetories, but use situations2 Individual learners were alled blak box agents in [3℄.



where the ball was stuk as immediate negative examples (i.e. justthe �nal situation is punished, not the whole trajetory).3. add situations along a suessful trajetory to E. The ost of eahsituation depends on the time from that situation to the goal state.Exploit symmetries during generation of examples from trajetories.4. use the full set E for omputing the gradient in RPROP learning ofthe neural network for 5000 iterations.5. return to step 2At the moment we use all positions of the players and the position andveloity of the ball as input to a neural network (whih has 18 inputdimensions, 10 hidden units). Simultaneously we also work on a featureextration sheme, whih will enable us to ignore the exat number ofdefenders and to lower the dimension of the enoding input vetor. Onethe example set E is available learning is done in a supervised manner.The updates of the neural network are performed with a variant of thebakpropagation algorithm alled RPROP (f. [5℄). In step 3 of the abovealgorithm one ould objet that the set E should be emptied before eahnew RPROP learning epoh. But keeping the old examples prevents theagent from forgetting former suessful (but maybe not time optimal)trajetories. We observed that it is better to aumulate more examples(with partially slightly wrong values, but the right tendeny) to reahbetter generalisation results then to disard suh valuable experiene.
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T1 T3T2Fig. 3. Testing positions of learning, dotted player owns the ball.The results of our learning sheme are very promising. The main ques-tions of the above approah are1. are we able to generalise to di�erent situations on the �eld.2. are we able to generalise if playing against another teams.Answering the �rst question is simple: onsider di�erent representativesituations and test them. In our presentation we onentrate on just3 further situation depited in �gure 3, whih are di�erent enough toshow the atual tendeny. Answering the seond question is muh morediÆult. This an just be indiated by using another set of strong teams3,and we do this here by using the same sophistiated defending team, butwith the o�side trap turned on. This does not laim universality butjust indiates that the learned poliy is stable against deisive opponentstrategy hanges. The following table summerises our results by showingsuess rates in reahing a goal, and ompares them to the programmedo�ense used in the Melbourne ompetition.3 Confer [3, 2℄ for more details on this problem



Against known defense Against unknown defenselearned o�ense Melbourne o�ense learned o�ense Melbourne o�ensegoal stuk goal stuk goal stuk goal stukL1 0.585 0.025 0.01 0.925 0.645 0.03 0.0 0.97L2 0.43 0.005 0.4 0.08 0.225 0.145 0.01 0.505L3 0.485 0.0 0.01 0.94 0.45 0.04 0.0 0.965T1 0.605 0.0 0.4 0.04 0.655 0.01 0.31 0.205T2 0.55 0.01 0.485 0.14 0.39 0.035 0.14 0.0T3 0.52 0.005 0.515 0.08 0.445 0.05 0.145 0.4154 ConlusionThe urrent version is an intermediate step within our Brainstormersonept of a learning agent. The �nal goal is to have an agent, whih haslearned all of its deision behaviour by (reinforement) learning. How-ever, until then a lot of work has to be done in the �eld of multi-agentRL, on Semi- Markov Deision Proesses, partially observable domains(POMDPs) and on large-sale RL problems. Some of very reent RLideas have already been suessfully realised. For example, our moves-onept is losely related to Sutton's et.al 'options'-framework [7℄. Alsoour experiments with learning of an attaking team strategy are verypromising and an be extended to other game situations in the future.Referenes1. A. G. Barto, S. J. Bradtke, and S. P. Singh. Learning to at usingreal-time dynami programming. Arti�ial Intelligene, 72:81{138,1995.2. A. Merke. Reinforement Lernen in Multiagentensystemen. Master'sthesis, Universit�at Karlsruhe, 1999.3. A. Merke and M. Riedmiller. Karlsruhe brainstormers - a reinfore-ment learning way to roboti soer. In P. Stone, editor, RoboCup-2001: Robot Soer World Cup V, LNCS. Springer, 2001.4. M. Riedmiller. Conepts and failities of a neural reinforement learn-ing ontrol arhiteture for tehnial proess ontrol. Journal of Neu-ral Computing and Appliation, 8:323{338, 2000.5. M. Riedmiller and H. Braun. RPROP: A fast and robust bakpropa-gation learning strategy. In Marwan Jabri, editor, Fourth AustralianConferene on Neural Networks, pages 169 { 172, Melbourne, 1993.6. M. Riedmiller, A. Merke, D. Meier, A. Ho�mann, A. Sinner, O. Thate,C. Kill, and R. Ehrmann. Karlsruhe brainstormers - a reinforementlearning way to roboti soer. In A. Jennings and P. Stone, editors,RoboCup-2000: Robot Soer World Cup IV, LNCS. Springer, 2000.7. R. S. Sutton, D. Preup, and S. Singh. Between mdps and semi-mdps:A framework for temporal abstration in reinforement learning. Ar-ti�ial Intelligene, 112:181{211, 1999.


