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Imaging Below the Diffraction Limit:
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Abstract—The present paper is concerned with the statistical
analysis of the resolution limit in a so-called “diffraction-limited”
imaging system. The canonical case study is that of incoherent
imaging of two closely-spaced sources of possibly unequal bright-
ness. The objective is to study how far beyond the classical
Rayleigh limit of resolution one can reach at a given signal to
noise ratio. The analysis uses tools from statistical detection
and estimation theory. Specifically, we will derive explicit re-
lationships between the minimum detectable distance between
two closely-spaced point sources imaged incoherently at a given
SNR. For completeness, asymptotic performance analysis for the
estimation of the unknown parameters is carried out using the
Cramér-Rao bound. To gain maximum intuition, the analysis is
carried out in one dimension, but can be well extended to the
two-dimensional case and to more practical models.

Index Terms—Cramér-Rao bound, diffraction, estimation, hy-
pothesis test, imaging, Rayleigh limit, resolution, super-resolution.

I. INTRODUCTION

I N incoherent optical imaging systems the image of an
ideal point source is captured as a spatially extended

pattern known as the point-spread function (PSF), as shown
for the one-dimensional case in Fig. 1. In two dimensions, this
function is the well-known Airy diffraction pattern [1]. When
two closely-located point sources are measured through this
kind of optical imaging system, the measured signal is the
incoherent sum of the respective shifted point spread functions.
According to the classical Rayleigh criterion, two incoherent
point sources are “barely resolved” when the central peak of the
diffraction pattern generated by one point source falls exactly
on the first zero of the pattern generated by the second one. A
more detailed and complete explanation of incoherent imaging
and related topics can be found in [1] and [2].

The Rayleigh criterion for resolution in an imaging system is
generally considered as an accurate estimate of limits in prac-
tice. But under certain conditions related to signal-to-noise ratio
(SNR), resolution beyond the Rayleigh limit is indeed possible.
This can be called the super-resolution limit [3]. Indeed, at suf-
ficiently high sampling rates, and in the absence of noise, arbi-
trarily small details can be resolved.

To gain maximum intuition and perspective from the fore-
going analysis, all discussion herein will be carried out in the
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Fig. 1. Image of point source captured by diffraction-limited imaging.

one-dimensional case, which can later be extended to the two-
dimensional case. To begin, let us assume that the original signal
of interest is the sum of two impulse functions separated by a
small distance :1

(1)

As mentioned before, the image will be the incoherent sum of
two point spread functions, resulting from an imaging aperture
(or slit in one-dimensional case, as seen in Fig. 2)

(2)

where for our specific case of incoherent imaging
, but other PSF’s can

also be considered. Finally, the measured signal includes
discretized samples corrupted with additive (readout) noise.
Given samples at of the measured signal,
we can rewrite the measurement model as

(3)

where is assumed to be a zero-mean Gaussian white
noise process with variance .

With the present definition, the Rayleigh limit corresponds to
as can be seen in Figs. 1 and 2. This means that for values
, the two point sources are (in the classical Rayleigh sense)

1From now on we refer to � and � as intensities and also we assume that
�; � > 0. Also, note that this model (for now) assumes point sources symmet-
rically placed about the (known) origin. This model will be generalized later in
the paper.
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Fig. 2. Incoherent imaging of two closely located point sources.

“unresolvable.” It is important to note that the Rayleigh criterion
does not consider the presence of noise.

In the last forty years or so, there have been several attempts,
and more recently surveys, of the problem of resolution from
the statistical viewpoint. Of these, the most significant earliest
works were done by Helstrom [4]–[6]. In particular, in [5] and
[6], he derived lower bounds on the mean-squared error of un-
biased estimators for the source positions, the distance between
the sources, and the radiance values, using the Cramér-Rao in-
equality. In [5], he considered two separate situations. In the
first, the problem of whether any signal was present or not was
treated, whereas in the second, the question of whether one or
two sources were present was treated. (This second scenario
is, of course, what interests us in the present paper.) Helstrom
described a geometrical optics field model of the problem in-
volving a general radiance distribution and point spread func-
tion, for objects with arbitrary shape. To study the case of the
circular aperture and point sources, he applied a complex and
remarkable set of approximations and simplifications of the ini-
tial model. Also, he assumed that the distance between the point
sources is known to the detector.

In [3] and [7], an approximate statistical theory was given to
compute the required number of detected photons (similar to the
notion of signal to noise ratio) for a certain desired resolution,
and the value of achievable resolution by image restoration tech-
niques was also investigated by numerical and iterative decon-
volution. In these papers the definition of resolution was made
as the separation of the two point sources that can be resolved
through a deconvolution procedure. In [7], the analysis of the
achievable resolution in deconvolved astronomical images was
studied based on a criterion similar to Rayleigh’s.

In [9] and [12] two-point resolution of imaging systems was
studied using a model fitting theory where the probability of
resolution was computed based on the structural change of the
stationary points of the likelihood function. Also in [11] the
Cramér-Rao lower bound formulation was used to study the
limits to attainable precision of estimated distance between the
two point sources. Assuming a Gaussian PSF, they determined
a lower bound for the estimation error variance. Also, in [10],
the reader can find a very comprehensive review of past and
present approaches to the concept of resolution. In this paper,

we also compute the Cramér-Rao (CR) lower bound in exact,
closed form for two different cases. This analysis is in fact ex-
tendable to any point spread function.

Finally, an interesting, more recent paper [13] views the
resolution problem from the information theory perspective.
This line of thinking, again with simplifying approximations,
is used to compute limits of resolution enhancement using
Shannon’s theorem of maximum transferable information via
a noisy channel. The paper [13] considers the case of equally
bright nearby point sources and derives an expression relating
resolution (here defined as the inverse of the discernable
distance between two equally bright point sources), logarith-
mically to the SNR.

The results of our paper extend, illuminate, and unify the ear-
lier works in this field using more modern tools in statistical
signal processing. Namely, we use locally optimal tests, which
lead to more explicit, readily interpreted, and applicable results.
In addition, we study various cases including unknown and/or
unequal intensities, which have not been considered in their full
complexity before.2 The present results clarify, arguably for the
first time, the specific effects of the relevant parameters on the
definition of resolution, and its limits, as needed in practice.

In this paper we formulate the problem of two-point resolu-
tion in terms of statistical estimation/detection. Our approach is
to precisely define a quantitative measure of resolution in sta-
tistical terms by addressing the following question: what is the
minimum separation between two point sources (maximum at-
tainable resolution limit) that is detectable at a given signal-to-
noise ratio (SNR). In contrast to earlier definitions of resolu-
tion, there is little ambiguity in our proposed definition, and
all parameters (PSF, noise variance, sampling rate, etc.) will be
explicitly present in the formulation. Our earlier work on this
problem was presented in [14], which essentially covers the ma-
terial in Section IV-A of this paper.

The organization of the paper is as follows. Section II will
explain and formulate our definition, and the corresponding sta-
tistical framework and models, in detail. In Section III, in order
to use linear detection/estimation structures, we will discuss a
signal approximation approach. In Section IV, we will present
our statistical analysis for different cases of increasing gener-
ality. The asymptotic performance of the maximum likelihood
estimate of the unknown parameters in terms of the Cramér-Rao
lower bound will be discussed in Section V. Finally, some com-
ments and conclusion will be presented in Section VI.

II. STATISTICAL ANALYSIS FRAMEWORK

The question of whether one or two peaks are present in the
measured signal can be formulated in statistical terms. Specifi-
cally, for the proposed model the equivalent question is whether
the parameter is equal to zero or not. If then we only
have one peak and if then there are two resolved peaks
according to the Rayleigh criterion. So the problem of interest
revolves around values of in the range of . There-
fore, we can define two hypotheses, which will form the basis
of our statistical framework. Namely, let denote the null hy-

2Reference [9] considered the case of unequal intensities in a different frame-
work.
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pothesis that (one peak present) and let denote the
alternate hypothesis that (two peaks present)

(4)

Given discrete samples of the measured signal, we can rewrite
the problem as

(5)

where

(6)

(7)

This is a problem of detecting a deterministic signal with
unknown parameters ( , and , in general). From (5), since
the probability density function (PDF) under is not known
exactly, it is not possible to design optimal detectors (in the
Neyman-Pearson sense) by simply forming the likelihood
ratio. The general structure of composite hypothesis testing
is involved when unknown parameters appear in the PDF’s
[16, p. 248]. There are two major approaches for composite
hypothesis testing. The first is to use explicit prior knowledge
as to the likely values of parameters of interest and apply a
Bayesian method to this detection problem. However, there is
generally no such a priori information available. Alternately,
the second approach, the Generalized Likelihood Ratio Test
(GLRT) first computes maximum likelihood (ML) estimates
of the unknown parameters, and then will use these estimated
value to form the standard Neyman-Pearson (NP) detector. Our
focus will be on GLRT-type methods because of less restrictive
assumptions and easier computation and implementation; but
most importantly, because uniformly most powerful (UMP)
and locally most powerful (LMP) tests can be developed for
the parameter range .

To be a bit more specific, consider the case where it is known
that , with the parameter unknown. The GLRT
approach offers to decide if

(8)

where denotes the ML estimate of , and and
are PDF’s under and , respectively. Assuming

additive white Gaussian noise (AWGN) with variance and
we will have:

Therefore, will be chosen if

(9)

Equivalently,

(10)

where the ML estimate of in the above involves solving the
following minimization problem

(11)

It should be clear from the above that this detection/estimation
problem is highly nonlinear. However, since the range of interest
are the values of , these representing resolution be-
yond the Rayleigh limit, it is quite appropriate for the purposes
of the our analysis to consider approximating the model of the
signal around , and to apply locally optimal detectors.
This is the approach we take.

III. (QUADRATIC) MODEL APPROXIMATION

Much of the complexity we encountered in the earlier formu-
lation of the problem can be remedied by appealing to an ap-
proximation of the signal model. This approximate model is de-
rived by expanding the signal about the small parameter values
around . As alluded to earlier, this approximation is quite
adequate in the sense that all the parameter values of interest for
resolution beyond the Rayleigh diffraction limit are contained in
the range [0, 1] anyway.

We consider the Taylor series expansion of
around , with all other variables fixed.3 More specifically,

(12)

where and denote the first and second order deriva-
tives of and where for

(13)

(14)

3It is important here to note that this is an approximation about the parameter
of interest d, and not the variablex; as such it therefore is a global approximation
of the function.
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In the above approximation, we elect to keep terms up to order
2 of the Taylor expansion. This gives a rather more accurate
representation of the signal, and more importantly, if we only
kept the first order term, then in the case , the first order
term would simply vanish and no term in would appear in the
approximation. The reader can find a more detailed discussion
on the accuracy of this approximation in Appendix A. The pro-
posed approximation simplifies the hypothesis testing problem
to essentially a linear detection problem (as we will see in the
next section). The approximation is helpful in that we can carry
out our analysis more simply. In addition, it leads to a general
form of locally optimum detectors [16, p. 217] as will be dis-
cussed later.

Continuing with vector notation we have:

(15)

where

Writing in the form of hypotheses described earlier in (5)

(16)

where we distinguish from due to the approximated model.
According to this model, we define the measured signal-to-noise
ratio (per sample) as follows:

(17)

For any symmetric PSF and in the case of above-Nyquist
sampling, the following relations can be verified

Therefore, we can rewrite (17) in the following form:

(18)

where we define

(19)

(20)

(21)

as energy terms.4

4In above-Nyquist sampling, SNR is independent of N (and f ) since energy
terms are all proportional to f . See Appendix B for details and explicit com-
putations of these energy terms for the case of h(x) = sinc (x).

IV. DETECTION THEORY FOR THE APPROXIMATED MODEL

In this section, we develop detection strategies for the hypoth-
esis testing problem of interest based upon the approximated
model. It is illuminating to study the various cases of interest
in order. Our earlier assumptions were equal, known intensities,
symmetrically located point sources about a given center, and
the energy constraint . In the interest of clarity and
ease of exposition, we start with the case when all these assump-
tions hold. Then we will extend the discussion in order of in-
creasing levels of generality by relaxing an assumption in each
step. Namely, we will treat the problem for the following cases:

• the case of equal, known intensities , with
symmetrically located point sources;

• the case of unknown intensities but , with
symmetrically located point sources;

• the case of unknown intensities but , asymmet-
rically5 located point sources;

• the case of unknown intensities, asymmetrically located
point sources.

By considering (16), we notice that when is known to
the detector (the first three cases), is a common known
term in both hypotheses and it is independent from . Therefore,
we may simplify further

(22)

where . As we began to describe earlier,
when , the hypothesis test will be reduced to the case
of detecting a known signal with unknown positive amplitude

. For this case, there exist well-known optimal detec-
tion strategies.

A. The Case of Equal Intensities, Symmetrically Located Point
Sources

When , (22) is reduced to

(23)

It is readily shown that given this model, the ML estimate for
the parameter is given by

(24)

Next, the test statistic resulting from the (generalized) Neyman-
Pearson likelihood ratio is given by

(25)

We note that the expression for the test-statistic is essentially
an energy detector with the condition that the value of is in
fact estimated from the data itself. The detector structure, due to
our knowledge of the sign of the unknown distance parameter,
is effectively producing a one-sided test, and hence is in fact a
Uniformly Most Powerful (UMP) detector in the sense that it
produces the highest detection probability for all values of the
unknown parameter, and for a given false-alarm rate [16, p. 194].
Therefore, the above test-statistic can be simply replaced by

(26)

5Where point sources are located at �d and +d instead of �(d=2) and
(d=2).
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For any given data set , we decide if the statistic exceeds a
specified threshold

(27)

The choice of is motivated by the level of tolerable false alarm
(or false-positive) in a given problem, but is typically kept very
low.6 The detection rate and false-alarm rate for this
detector are related as [16, p. 254]

(28)

where

(29)

and is the right-tail probability function for a standard
Gaussian random variable (zero mean and unit variance); and

is the inverse of this function [16, p. 20]. A particularly
intriguing and useful relationship is the behavior of the smallest
peak separation , which can be detected with very high
probability (say 0.99), and very low false alarm rate (say )
at a given SNR. According to (18), (28), and (29), the relation
between and required SNR can be made explicit

(30)

(31)

The above expression gives an implicit relation between the
smallest detectable distance between the two (equal intensity)
sources, at the particular SNR. As an example, for

and for the specified choice of and
, if we collect equally spaced samples at within

the interval , at the Nyquist rate, we have

A plot of this function is shown in Fig. 3. It is worth noting that in
(31), the term involving dominates for small . Therefore,
a reasonably informative (but approximate) way to write SNR
is

(32)

where the coefficient is a function only of the selected and
. It is worth noting that for any sampling rate higher than the

Nyquist rate, we can rewrite in (32) as follows:

(33)

6In [9] and [12] a similar criterion (in a different framework) has been pro-
posed, where they applied a sign test (i.e., a fixed threshold) to decide if there
is one or two point sources present. This approach gives a detector with a fixed
false alarm rate.

Fig. 3. Minimum detectable d as a function of SNR (in dB) at the Nyquist rate
(exact and approximate).

Fig. 4. Minimum detectable d versus SNR (in dB) at Nyquist rate, and at twice
Nyquist rate.

A plot of the approximate expression in (32) is also shown in
Fig. 3 to be compared against the exact expression (31). The
above relation (32) is a neat and rather intuitive power law that
one can use to, for instance, understand the required SNR to
achieve a particular resolution level of interest below the diffrac-
tion limit. Fig. 4 shows the curves defined by (30) for different
sampling rates; namely Nyquist rate and twice Nyquist. As one
would expect, the minimum detectable becomes smaller as the
number of samples increases, but it does not do so at a very fast
rate because of the proportionality between SNR and the sam-
pling rate.7

B. The Case of Unknown and , Symmetrically Located
Point Sources

In this section we discuss a more general case where neither
the intensities and , nor the distance , are known.8 Equation

7Similar analysis for the two-dimensional extension of this problem is pre-
sented in [22].

8But we assume that �+ � = 2 is known to the detector.
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(22) leads to a detection problem defined in terms of a linear
model over the parameter set defined as follows:

(34)

(35)

(36)

where we note that the matrix has orthogonal columns.
Specifically, the detection problem is now posed as

(37)

where

(38)

The GLRT for this problem is given by ([16], p. 274):

(39)

(40)

where

(41)

The performance of this detector is characterized by

(42)

(43)

(44)

(45)

where is the right tail probability for a Central Chi-Squared
PDF with 2 degrees of freedom, and is the right tail
probability for a noncentral Chi-Squared PDF with 2 degrees of
freedom and noncentrality parameter . In order to perform the
same analysis as Section 4.1 (i.e., versus SNR curve), we
start by computing the required from the above expressions,
based on the fixed values of and . Then, using the relation
(18), we will have

(46)

where represents the required value of noncentrality
parameter as a function of the desired and . For instance,
for the case of , with and

we have

(47)

It is useful to compare the performance of this detector (in terms
of minimum detectable ) against the “best” case where the pa-
rameters and are actually known. In fact, a comparison in
Fig. 5 demonstrates that, happily (and perhaps rather unexpect-
edly), the curves are very close, implying that the performance

Fig. 5. d versus SNR (dB) for � = 1:2 and � = 0:8.

Fig. 6. GLRT for � 6= � and the case � = �, symmetric sources; d versus
SNR(dB).

of GLRT is very close to the optimal detector for which all pa-
rameters are known.

An interesting observation arises from a comparison of the
minimum detectable for the cases and , shown
in Fig. 6. It is seen that unequal and yield better detec-
tion. That is, for a fixed , the required SNR for resolving two
closely-spaced unequally bright point sources is smaller than
the SNR required to resolve two equally spaced sources. This
result seems counter-intuitive. Yet, the reason behind it is some-
what clear in hindsight. Equal and produce a perfectly
symmetric signal (without noise) and therefore result in redun-
dancy in the measured signal content. With unequal and ,
an anti-symmetric part is added to the signal information and
better decision is made possible. This phenomenon is a result
of by the assumption of symmetry of point sources around the
origin . If the center of the point sources is not known,
the results can be different, as we will explain in the next section.

C. The Case of Unknown Intensities But with
Asymmetrically Located Point Sources

With the earlier machinery in place, in this section, we study
the case where the point sources are not located symmetrically
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around the origin . We consider the following model for
this case:

(48)

where and are unknown and is the distance
between the point sources. The Taylor expansion for the signal
term in (48) around is given by

(49)

Here we consider the general case of unknown and but
is known to the detector. However, we assume that the

test for determining whether one peak is present or two peaks
are present is performed at some point located between the two
point sources. Hence, the hypothesis test can be expressed as

(50)

or equivalently (see (51) at the bottom of the page). By removing
the known common term , we have the following
linear model:

where

(52)

and where the subscript “ ” an is denoting the asymmetric
case, to be distinguished from (36). Then, the corresponding
hypotheses are given by

(53)

where

just as in Section IV-B. The GLRT for (53) will be

(54)

From (54), the performance of this detector is characterized by

(55)

Now, to obtain the relation between SNR and , we first
need to compute the SNR for the model of (48), which is given
by

(56)

The value of in (55) can be obtained for the desired and
. By substituting this value in (56) we will have (57), shown

at the bottom of the page. In order to present the results in this
case, let us assume that9 (i.e., we perform the test
at a point which is closer to the stronger peak.). It can be easily
shown that the value of in (55) is maximized for the case of

. This shows that when , the performance for
the case of equal intensities is better than the performance of
the case with unequal intensities. Fig. 7 confirms this result by
showing the curves for versus SNR for two cases: equal in-
tensities and unequal intensities (we assume ).
By comparing this results and that of the previous section, we
conclude that the assumption of symmetrically located point
sources around the test point plays a very important role in the
performance of the detector. Also, it is worth mentioning that
with the assumption of , we can approximate (57)
for the range of small and in the following informative
ways:

(58)

9See Appendix C for a justification.

(51)

(57)
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Fig. 7. d versus SNR(dB); d = d +d and�d = �d ; equal intensities
and unequal intensities.

D. The Case of Unknown Intensities, Asymmetrically Located
Point Sources

Here, we analyze the most general case in which we assume
that the energy of point sources is unknown to the de-
tector, as well as the individual , and . Recalling (51),
we can set up another linear model as follows:

where

(59)

and the subscript “ ” denotes the completely unknown param-
eters. The above setup leads to the following hypothesis test:

(60)

where

The GLRT for (60) will be

(61)

Fig. 8. d versus SNR(dB); d = d + d and �d = �d detectors with
and without the assumption of � + � = 2.

The performance of this detector is given by10

(62)

Consequently, the relation between ( , ) and SNR is given
by (63) as shown at the bottom of the page. By comparing (57)
and (63), it can be readily shown that because of the negative
term , the detector without the knowledge of
performs more poorly than the detector which knows .
Fig. 8 displays the performance of these two different detectors
in terms of the minimum detectable versus SNR for the case
of .

V. THE CRAMÉR-RAO LOWER BOUND ON ESTIMATION OF THE

UNKNOWN PARAMETERS

In the interest of completeness, in this section we present re-
sults on the estimation of the unknown parameters of the model.
In particular, we study the asymptotic performance of ML esti-
mate of the unknown parameters, using the Cramér-Rao lower
bound (CRLB). CRLB [15, p. 27] is a covariance inequality
bound which treats the parameters as unknown deterministic
quantities and provides a local bound on the mean square error
(MSE) of their estimate. Being able to compute a lower bound

10Note that according to the Cauchy-Schwarz inequality E E � E .

(63)
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Fig. 9. CRLB(d̂) versus d for two different cases.

on the variance of the parameter , in particular, is rather helpful
in verifying and confirming the earlier results of this paper. For
example we shall see how the difference between and af-
fects the variance of the estimate in different cases. Here, we
compute the CRLB for following cases:

• the signal model in (3), i.e., known intensities but un-
known ;

• the signal model in (48), i.e., unknown , and .
To verify the details of the calculations (carried out mostly in
the frequency domain), we refer the reader to Appendix B. Re-
calling (3), the CRLB for the parameter (assuming and
known), is given by (64) and (65) at the bottom of the page. To
compute the CRLB for the second case, when , and
are unknown, the Fisher Information matrix is computed.11 We
have

(66)

where is the 4 4 symmetric Fisher Information matrix with
its elements defined by the equations at the bottom of the next
page. The bound on the variance of and can be obtained
by taking the elements (1, 1) and (2, 2) of the inverse Fisher
information matrix , respectively. Also, the CRLB on

is computed from

(67)

11We thank Prof. Jeff Fessler for sharing with us his calculations for the con-
tinuous data case.

Fig. 10. CRLB(d̂) versus � for two different cases.

Fig. 9 shows the square-root of the CRLB (to maintain the same
units as ) for , for fixed values of the intensities and ,
versus the parameter value , for two different cases; namely, the
known intensity case with symmetrically located point sources,
and the unknown and case. In this figure, we observe
that the curves in each case are rather close for , and
they are distinct when is unknown and is smaller than 0.5.
In Fig. 10, the value of is fixed, and the square-root of
CRLB for is shown over a range of values of . The graph
demonstrates the effect of the difference of and on the
CRLB. As seen in this figure, the CRLB for the second case
(unknown and ) increases rapidly when moving away
from ; but for known and , there is a (rather
slow) decay away from the position . The observed
phenomenon is counter-intuitive, but can be readily explained
by looking at the derivatives we computed in the calculation
of the CRLB. When point sources are located symmetrically,
with unequal intensities, the shape of the overall signal is dra-
matically different than the case when . This dif-
ference is accentuated further as the value of becomes
larger. Whereas for second case, because of uncertainty about
the center and intensities of point sources, if , the
overall shape looks more like a single peak is present. The ob-
served behavior is consistent with what we saw before where we
demonstrated that unequal and yields improved detection if
the center is known and vice versa.

VI. CONCLUSION

We have set out in this paper to address the question of
resolution from a sound statistical viewpoint. In particular, we

(64)

(65)
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have explicitly answered a very practical question: What is
the minimum detectable distance between two point sources
imaged incoherently at a given signal-to-noise ratio? Or equiv-
alently, what is the minimum SNR required to discriminate
two point sources separated by a distance smaller than the
Rayleigh limit? Based on different assumptions and models, we
explicitly studied four different cases in our detection-theoretic
approach, from the simplest to the most general case. We
employed a hypothesis testing framework using like locally

most powerful tests, where the original highly nonlinear
problem was approximated using a quadratic model in the
parameter . We also discussed asymptotic performance for
estimation of the unknown parameters. The analysis has been
carried out in one dimension to facilitate the presentation and
to yield maximum intuition. We have begun the analysis in
2-D, including studies as a function of different aperture shapes
and lenses, and the complete 2-D (spatial integration) sampling
model. This 2-D analysis is not so different in spirit from the
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1-D case, but is significantly more messy; so we have elected
to defer its presentation to the near future.

The major conclusion of this paper is that for a given imaging
scenario (in this case, incoherent imaging through a slit), with
required probabilities of detection and false alarm, the minimum
resolvable separation between two sources from uniformly sam-
pled data can be derived explicitly as a function of the SNR per
sample of the imaging array, and the sampling rate. The most
useful rule of thumb we glean from these results is that for the
case of equal intensities (or for the case of unequal intensities
with a proper choice of test point), the minimum resolvable dis-
tance is essentially proportional to the inverse of the SNR to
the fractional power of . The proportionality constant was
shown to be a function of the probabilities of detection and false
alarm, and the point spread function. In deriving these results,
we have unified and generalized much of the literature on this
topic that, while sparse, has spanned the course of roughly four
decades.

Many interesting questions remain to be studied. Of these,
the analysis of the problem as a function of the sampling rate
and sampling strategy come to mind. For instance, it is useful
to study the performance in the presence of aliasing (i.e., sub-
Nyquist sampling). It would also be interesting to study the ef-
fect of nonuniform sampling on performance.

It is important to note that the strategy for the analysis of res-
olution we have put forward here is very generally applicable to
other types of imaging systems. Once the point-spread function
of the imaging system is known, the signal model is de-
termined, and the same line of reasoning can be carried out. The
optical imaging scenario we have described here should really
be thought of as a canonical example of the application of the
general strategy we propose for studying resolution. Extensions
of these ideas can also be considered to study limits to resolu-
tion for indirect imaging such as in computed tomography.

As for other extensions and applications in optical imaging,
an appealing direction is to study the limits to super-resolution
from video [23]–[25]. The analysis presented here can help an-
swer questions regarding the ability of image super-resolution
methods to integrate multiple low resolution frames to produce
a high resolution image from aliased data.

Finally, we wish to mention that this paper, we hope, repre-
sents one step forward in an overall methodology for studying
imaging and image processing that appeals directly to concepts
in information theory. This approach and point of view has been
sorely lacking in the imaging community, and we hope that it
will become more pervasive in the years to come.

APPENDIX A
ON THE ACCURACY OF THE QUADRATIC APPROXIMATION

Here, we present an analysis to demonstrate the accuracy of
the Taylor expansion proposed in Section 3. We consider the
general model of (48) and its Taylor expansion in (49). Let us de-
fine residual percentage error of the approximation as follows:

(68)

Fig. 11. Residual percentage error of the quadratic model; �d = �d .

Fig. 12. Residual percentage error of the quadratic model; � = � = 1.

Consider the case when (See Appendix C). Fig. 11
shows the upper bound when for as a
function of for (Note that again for above-
Nyquist sampling, is independent from the sampling rate.).
The maximum of is less than 20% in any case. Also, as seen
in this figure, the approximation error for is always less
than 2.5%. Fig. 12 shows the curve for versus which indicates
that the approximation error is quite acceptable for the range of
interest near . To have a picture of the local error in the
approximation, the error term

is shown in Fig. 13 for two different values of over the range
of the variable in .

APPENDIX B
FREQUENCY DOMAIN REPRESENTATION; PARSEVAL’S

THEOREM FOR THE SIGNAL

Considering the sampled signal of the general model, where
the point sources are located at and we have

(69)
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Fig. 13. Difference between the actual signal and the quadratic model; � =
� = 1.

For the case of above-Nyquist sampling,12 in the fre-
quency domain we will have the following -periodic
representation (see (70) at the bottom of the page) where

is the DTFT of
when and sampling rate is . Correspond-
ingly, for this case, the functions and can be
written in the frequency domain as

(71)

(72)

Using Parseval’s identities [19]:

(73)

(74)

we can easily compute the following terms:

(75)

(76)

(77)

(78)

12To recover exactly s(x; d)would mathematically require an infinite number
of measurements (or samples) s(n; d) [21]. But since we have considered a
fairly large range (�10 to 10) for sampling, and since the energy in the tails
of the function in the range is very small, the effect of aliasing is essentially
negligible.

Note that in every case the energy terms are proportional to
the sampling rate. It can be shown [20] that the energy of any
uniformly (super-critically) sampled version of a band-limited
signal is proportional to the sampling rate.

APPENDIX C
IS A REASONABLE ASSUMPTION?

Suppose that we first wish to determine a location at which
we carry out our hypothesis test. A reasonable way to find a
good candidate is to compute the correlation of the signal with a
shifted version of and find the point where the correlation
is maximum (this would yield a point near the brighter of the
two peaks). Consider

(79)

(80)

(81)

where and are the cross-correlation and autocorrela-
tion functions, respectively, and

(82)

is a noise term (with zero mean). It should be clear form the
model that would be maximized at . Also, since
and are assumed to be small, by using the Taylor expansion
around and , we will have

(83)

(84)

where , and are some constant coefficients of the above
Taylor expansion. Also, it can be shown that . Therefore,
we can write (81) as follows:

(85)

Taking derivative of with respect to and
setting it to zero will result in:

(86)

Hence, a proper selection of (i.e., the test point) will lead to
.

(70)
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