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ABSTRACT

We present an iterative algorithm for robustly estimating the ego-
motion and refining and updating a coarse, noisy and partial depth
map using adepth based parallax modeland brightness deriva-
tives extracted from an image pair. Given a coarse, noisy and
partial depth map acquired by a range-finder or obtained from a
Digital Elevation Map (DEM), we first estimate the ego-motion by
combining a global ego-motion constraint and a local brightness
constancy constraint. Using the estimated camera motion and the
available depth map estimate, motion of the 3D points is compen-
sated. We utilize the fact that the resulting surface parallax field is
an epipolar field and knowing its direction from the previous mo-
tion estimates, estimate its magnitude and use it to refine the depth
map estimate. Instead of assuming a smooth parallax field or lo-
cally smooth depth models, we locally model the parallax magni-
tude using the depth map, formulate the problem as a generalized
eigen-value analysis and obtain better results. In addition, con-
fidence measures for depth estimates are provided which can be
used to remove regions with potentially incorrect (and outliers in)
depth estimates for robustly estimating ego-motion in the next iter-
ation. Results on both synthetic and real examples are presented.

1. INTRODUCTION

3D scene reconstruction and ego-motion estimation has been an
active area of research over the past few decades. Dynamic scene
analysis requires estimation of the relative motion between the
camera, scene and the scene structure in the form of a depth map.
Motion estimation of a camera moving in an environment is useful
for tasks such as navigation, obstacle-detection etc. and recover-
ing the scene structure helps in enhanced visualization and build-
ing 3D models of the scene. With increased use of range scanners
and DEM’s, there is considerable interest in fusing the depth in-
formation provided by them with the information from the image
sequences to develop robust algorithms for building enhanced 3D
models. The available depth information, however, is often noisy,
coarse and partial (may lack data at certain regions). In this pa-
per, we address the problem of using such noisy, coarse and partial
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depth information along with intensity images to estimate the ego-
motion and the depth map of the scene.

Several researches have worked on the problem of ego-motion
estimation and depth recovery using intensity images. Feature
based methods [1][2] use features or tokens to get depth informa-
tion and motion. Flow based methods [3][4] assume that optical
flow is available. Direct methods [5][6][7][8][9][10][11] do not
require intermediate steps such as feature extraction or flow com-
putation and work directly with spatial and temporal image gra-
dients. Most of the previous approaches assumes locally smooth
depth models for estimating depths [7][10] or small depth varia-
tions compared to the distance from the camera [3][8]. However,
these assumptions are violated when the depth variations may be
large (for example, in urban environments) and at depth bound-
aries. The effect of noise in available data may require a non-
smooth local depth refinement. We show how to use the epipolar
constraint and model the parallax field appropriately to deal with
such cases. Parallax based approaches proposed in [9][11] assume
a dominant planar region to be present in the image or the presence
of a small planar region for motion estimation [12]. Our approach
does not require any such assumptions. Also, many of the previous
methods use the information from the entire image for estimating
ego-motion which may not be useful and can even contribute to
errors. We show how to discard potentially erroneous image re-
gions that may include incorrect depth estimates and ambiguities
arising from the presence of local edge structure in the direction of
the focus of expansion by incorporating a confidence measure in
estimating depths.

We describe our algorithm in detail in Section 2. Section 3
presents results on both synthetic and real models and comparisons
of the recovered depth map and ego-motion using the proposed
model with those obtained using a constant parallax model. This
is followed by conclusions in section 4.

2. ALGORITHM

Our method is a direct approach that uses two intensity images
(referred to askeyandoffsetframes) and an initial coarse, noisy
and partial depth map (referred to asreference depth map) to esti-
mate the ego-motion and the depth map in an iterative fashion (we
call these iterationsglobal iterations). We start with estimating the
ego-motion given the reference depth map and refining the avail-
able depth map using the estimated ego-motion iteratively, until
the motion estimates converge or a specified number of iterations
have been reached.

Assuming brightness constancy, we haveI(r , t) = I(r−u, t−



1) whereI(r , t) andI(r , t − 1) denote the key and offset frames
respectively. Then the 2D image motionu is given by [6]

u = AhT + BΩ (1)
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and (T ,Ω) denote the translational and rota-

tional velocities. For estimating ego-motion and depth, we mini-
mize the deviations from the brightness constancy equation

E =
∑
R

(I(r , t)− I(r − u, t− 1))2 (2)

over suitable regionsR. A way to minimize (2) is to perform it-
erative Gauss-Newton minimization (we call these iterationslocal
iterations). Let δu denote the incremental 2D motion for a local
iteration due to motion refinement or depth refinement. The ap-
propriate motion (or depth) refinement can be estimated by mini-
mizing

E =
∑
R

(∇IT δu + ∆I)2 (3)

with respect toδu, where∇I = [Ix, Iy]T denotes the spatial im-
age derivatives and∆I = I(r , t) − I(r − u, t − 1) denotes the
difference of the key image and the warped offset image according
to current depth and motion estimates. In what follows, we de-
scribe the motion estimation and depth refinement steps in detail.

2.1. Ego-Motion estimation given a depth map

Let Zi denote the current estimate of the depth map (reference
depth map or estimated from a previous global iteration) withi de-
noting the global iteration index. To estimate the ego-motion, we
minimize (2) with respect toT andΩ usingZi as the depth map.
The regionR is decided on the basis of the confidence measure
provided by the depth refinement phase as described in section 2.2
(for the first global iteration we use the entire image region).

Let Ti, Ωi denote the ego-motion estimate from the previous
global iteration (for the first global iteration, we useT = [0, 0, 1]T

, Ω = [0, 0, 0]T ). Within each global iteration, we refine the ego-
motion estimate by performing local iterations as follows. Let
δT, δΩ be the incremental ego-motion update for a local iteration.
Using (1), we haveδu = AhiδT + BδΩ wherehi = 1

Zi
. δT, δΩ

can be obtained by minimizing (3) with respect toδT, δΩ with δu
as above. This is a linear system inδT, δΩ and a least square solu-
tion is obtained. The local iterations are performed until the error
E in (3) stops decreasing.

2.2. Depth refinement using ego-motion

We now show how to refine the depth map given an estimate of
the ego-motion and the available depth information. LetTi, Ωi

denote the current ego-motion estimate andZi denote the available
depth map estimate. LetδZ be the incremental depth map estimate
andZ = Zi + δZ be the refined depth map. Using equation (1)
incremental 2D motion can be written as

δu = A(h− hi)Ti (4)

whereh = 1
Z

. Thus, the incremental motion due to depth re-
finement (surface parallax field) is in the direction of the focus

of expansion (FOE), i.e it is an epipolar field. Since we have an
estimate of the FOE (defined as(xf , yf )) from Ti, for each pixel
(x, y) we have

δu = βdu (5)
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notes the parallax direction andβ denotes the parallax magnitude.
Using (5), (3) can be written as

E =
∑
R

(Ipβ + ∆I)2 (6)

whereIp = ∇IT du denotes the projection of the intensity gradi-
ent on the parallax direction. The regionR for depth refinement
is chosen to be a local neighborhood ofN × N pixels. We first
minimize (6) to get an estimate ofβ and then use it to obtainZ
from (4) and (5). Thus, the ambiguity arising from the aperture
problem has been resolved because the incremental 2D motion is
constrained to lie along a line passing through the FOE.

For estimation problems such as above, a smoothness con-
straint is generally applied. For example, in optical flow estima-
tion, it is often assumed that the flow is constant within a neigh-
borhood or is a parametric function [13] that imposes smooth flow.
The smoothness constraint on depths can be applied by assuming
a smooth depth model (constant or planar) over the neighborhood
(as in [7][10]) and directly using (4) and (3) to estimateZ. How-
ever, these assumptions are violated at depth boundaries. Also, the
effect of noise in available depth map estimate (from a range finder
or from the previous iterations) may require a non-smooth depth
refinement within the neighborhood. Thus in such cases, the paral-
lax magnitude isnot smooth over the neighborhood. From (4) and
(5), we observe that the parallax magnitudeβ has a dependence
on 1

Z2
i

. Therefore, we propose to use the followingdepth based

parallax model (DBPM)

β = a0 +
a1

Zi
+

a2

Z2
i

(7)

where the parametersa0, a1 anda2 are assumed to be constant
within the neighborhood. Note that even though we use a paramet-
ric model, it allows the parallax magnitude to vary non-uniformly
within the region since the model is based on depth values that can
vary non-uniformly within the region. This in turn, allows discon-
tinuity preserving depth refinement within the region.

We minimize (6) by formulating it as a generalized eigen-
value problem to obtain a total least squares (TLS) solution. Let

γ = [β1, β2]
T = Bp, whereB =

[
1 hi h2

i 0 0 0
0 0 0 1 hi h2

i

]

andp = [a0, a1, a2, a3, a4, a5]
T denote the parameters to be es-

timated. The parallax magnitudeβ will then be given byβ =
β1
β2

. Equation (6) can be written asE =
∑

N×N γT ggT γ where

g = [Ip, ∆I]T . To avoid the trivial solutionγ = 0, the constraint
γT γ = 1 is imposed. Using Lagrange multipliers, the error func-
tion can be written as

E = pT
∑

N×N

(BT ggT B)p + λ(1− pT BT Bp) (8)

Differentiating with respect top, we getGp = λDp, whereD =
BT B andG =

∑
N×N BT ggT B. Since the rank ofD is two,

there will be only two valid generalized eigen-value/eigen-vector
pair. Let λ1 ≥ λ2 be the valid generalized eigen-values. The
generalized eigen-vector corresponding toλ2 will be the solution
for p. Consider the following scenarios:



1. Homogeneous regions: No intensity variation in spatio tem-
poral direction.λ1 = λ2 = 0

2. Intensity gradient is in direction perpendicular to the paral-
lax direction, i.e.Ip = 0. λ1 > 0, λ2 = 0

3. Intensity variation in accordance with∆I. λ1 > 0, λ2 = 0

4. Intensity variation in all directions. No sufficient structure.
λ1 > 0, λ2 > 0

Confidence measures based on eigen-values and/or condition
number have been proposed in [13][14]. We useC = (λ1−λ2

λ1+λ2
)2

as the confidence measure for depth estimation. Homogeneous re-
gions (case1) can be identified by using a threshold on the sum of
eigen-values. Regions where local edge structure is aligned along
the parallax direction (case2) can be identified by thresholding
Ip. For all such regions,C is set to zero. Thus,C is close to
one when the parallax magnitude can be estimated reliably (case
3) and small otherwise (case1, 2, 4). The regionR for estimat-
ing ego-motion in section 2.1 is chosen as those pixels whereC
exceeds a pre-defined threshold.

3. EXPERIMENTS

3.1. Synthetic Example

We conducted experiments on the Yosemite sequence and a semi
synthetic 3D model (with real textures) of an urban environment.
Only the results on Yosemite data are presented here due to space
constraints. Figure 1 shows the key image, the true depth map
for the key image and the initial reference depth map (the cloud
regions are not included in the experiment). The reference depth
map was obtained by first smoothing the true depth map with a
constant filter of size25 × 25 pixels to get a coarse depth map.
Gaussian noise (σ = 0.07) was then added to it. A rectangular
region in the center (Figure 1(c)) of the coarse and noisy depth
map was modified to a constant depth value which is equivalent to
having no depth information in that region. Thus our initial depth
map is coarse, noisy and lacks information at certain regions.

We use only one local iteration for depth refinement and a to-
tal of 10 global iterations. The true FOE and rotational parame-
ters are(0, 0.17) and (0,−0.0017, 0.0003) respectively. Figure
2(a) shows the convergence of FOE estimates(xf , yf ) with global
iterations for a constant parallax model (CPM) and DBPM. Esti-
mated rotational parameters using DBPM at the end of global iter-
ations are(0,−0.0018, 0.0005) which are close to the true val-
ues. The FOE estimate converges to the true value for DBPM
but not for CPM indicating that our model is more robust. Fig-
ure 2(c) shows the mean confidence over the entire image using
DBPM which increases as depths get refined and becomes stable.
The confidence threshold for choosingR for ego-motion estima-
tion was set to0.3. The estimated depth maps at the end of global
iterations using DBPM and CPM are shown in Figure 1(d) and
(e) respectively. Qualitatively, depth map estimated using CPM is
much more noisy than the one estimated using DBPM indicating
that DBPM can handle noise in available data much better. Also,
the artificial depth discontinuities in the center of reference depth
map are not removed by CPM (the true depth map does not have
those) but are handled properly by DBPM. Thus a more realistic
3D model can be obtained using DBPM when depth information is
missing from certain regions. We define the relative mean square
error (RMSE) between the true depth mapZtrue and any other

Fig. 1. (a) Key image (b) True depth map (c) Reference depth map
(d) Estimated depth map using DBPM (e) Estimated depth map
using CPM (f) Regions (in white) whereC ≥ 0.1 for (d)

depth mapZ asRMSE = 100
N

∑N
1 (Ztrue−Z

Ztrue
)2 whereN de-

notes the number of pixels. Table 1 gives the RMSE between the
true depth map and the estimated depth maps using DBPM and
CPM and shows that DBPM performs much better. These num-
bers are calculated at pixels where the confidenceC at the end of
global iterations is greater than0.1 (shown in Figure 1(f)).

3.2. Real Example

A DEM model of (inner harbor area) Baltimore downtown was
rendered inOpenGLand the reference depth map was obtained us-
ing theZ buffer as shown in Figure 3(b). Figure 3(a) shows the key
frame from the video sequence which was captured using a Sony
camcorder placed on a cart (not mounted) moving across a street.
The dominant translational motion was in the camera’sZ direction
with vertical motion close to zero. The estimated ego-motion us-
ing DBPM and CPM are shown in Figure 2(b). Figure 2(c) shows
the mean confidence over the entire image using DBPM which in-
creases and converges with global iterations. Figure 3(c) and 3(d)
shows the estimated depth maps (brighter regions are farther) us-
ing DBPM and CPM respectively. Note the correctly estimated
pole in the center and the lamp post in the top right corner. The
depth map estimated using DBPM is more accurate, less noisy and
depth boundaries are preserved better.

4. CONCLUSIONS

An iterative algorithm is presented for estimating ego-motion and
depth recovery from a noisy, coarse and partial depth map and im-



1 2 3 4 5 6 7 8 9 10
−0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Global Iterations

FO
E (

xf,y
f)

xf DBPM
yf DBPM
xf CPM
yf CPM

1 2 3 4 5 6 7 8 9 10
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Global Iterations

FO
E(x

f,yf
)

xf DBPM
yf DBPM
xf CPM
yf CPM

1 2 3 4 5 6 7 8 9 10
0.72

0.74

0.76

0.78

0.8

0.82

0.84

Global Iterations

Co
nfid

en
ce

YOS
REAL

Fig. 2. Convergence of FOE estimates (a) Yosemite example
(b) Real example (c) Mean confidence over the entire image for
Yosemite and Real example using DBPM

Fig. 3. Real Example (a) Key image (b) Reference depth map (c)
Estimated depth map using DBPM (d) Estimated depth map using
CPM

RMSE with True Depth Map
Reference 59.40

Estimated using CPM 32.17
Estimated using DBPM 02.27

Table 1. RMSE between true depth map and the reference and
estimated depth maps using DBPM and CPM

age derivatives. A new depth based parallax model is proposed for
modeling the parallax field and a TLS solution along with confi-
dence measures are derived for the model. Results and compar-
isons with locally smooth depth model on synthetic and real ex-
ample shows the effectiveness of our approach. Future efforts will
focus on extending the algorithm to multiple frames beyond the
current two-frame approach.
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