
Modelling Customer Retention with StatisticalTechniques, Rough Data Models, and GeneticProgrammingA. E. Eiben1 T. J. Euverman2 W. Kowalczyk3? F. Slisser41 Dept. of Comp. Sci., Leiden Universitye-mail: gusz@wi.leidenuniv.nl2 Faculty of Economics and Econometry, University of Amsterdame-mail: teije@fee.uva.n l3 Dept. of Math. and Comp. Sci., Vrije Universiteit AmsterdamDe Boelelaan 1081A, 1081 HV Amsterdam, The Netherlandse-mail: wojtek@cs.vu.nl4 Strategic Management and Marketing, University of Amsterdame-mail: slisserf@fee.uva.nlAbstractThis paper contains results of a research project aiming at modelling the phe-nomenon of customer retention. Historical data from a database of a big mutualfund investment company have been analyzed with three techniques: logistic re-gression, rough data models, and genetic programming. Models created by thesetechniques were used to gain insights into factors inuencing customer behaviourand to make predictions on ending the relationship with the company in ques-tion. Because the techniques were applied independently of each other, it waspossible to make a comparison of their basic features in the context of datamining.1 IntroductionBanks, as many other companies, try to develop a long-term relationship withtheir clients. When a client decides to move to another bank it usually impliessome �nancial loses. A climbing defection rate is namely a sure predictor of adiminishing ow of cash from customers to the company{even if the companyreplaces the lost customers{because older customers tend to produce greatercash ow and pro�ts. They are less sensitive to price, they bring along newcustomers, and they do not require any acquisition or start-up costs. In someindustries, reducing customer defections by as little as �ve percents can doublepro�ts, Reichheld (1996). Customer retention is therefore an important issue.? The corresponding author



2 Eiben, Euverman, Kowalczyk, SlisserTo be able to increase customer retention the company has to be able to predictwhich clients have a higher probability of defecting. Moreover, it is important toknow what distinguishes a stopper from a non-stopper, especially with respectto characteristics which can be inuenced by the company. Given this knowledgethe company may focus their actions on the clients which are the most likely todefect, for example, by providing them extra advice and assistance. One way ofobtaining such knowledge is analysis of historical data that describe customerbehaviour in the past.In our research, which was carried out in a cooperation with a big mutualfund investment company 1 we have analyzed a fragment of a database contain-ing information about more than 500.000 clients. In our analysis we have usedthree di�erent techniques: logistic regression, e.g., Hair et al. (1995), rough datamodels, Kowalczyk (1996a), and genetic programming, Koza (1992).Logistic regression is a well-known, \classical" method of analyzing data andrequires no further explanations.Rough data models have been introduced recently by Kowalczyk (1996a,1996b). They consist of a simple partitioning of the whole data set, an orderingof elements of this partition and some cumulative performance measures. In asense rough data models can be viewed as an extension of the concept of roughclassi�ers, Lenarcik and Piasta (1994).Genetic Programming, introduced by Koza (1992), is also a relatively newtechnique which is based on evolutionary principles. It aims at �nding complexexpressions which describe a given data set as good as possible (with respect toa prede�ned objective criterion).All the techniques were applied to the same data set independently, provid-ing us, in addition to the main objective of the project (analysis of retention), aunique opportunity of comparing their various features (accuracy, comprehensi-bility of results, speed, etc.).Our research was carried out in di�erent phases, similarly to earlier projects,Eiben et al. 1996:1. de�ning the problem and designing conceptual models with particular at-tention to relevant variables;2. acquiring and arranging data;3. exploratory data analysis;4. building models by three techniques;5. analysis and interpretation of the obtained models.The organization of this paper reects the order of these steps. In the nextsection we describe the problem and the available data. Sections 3-5 describeresults obtained by the three techniques. In section 6 we discuss all the resultsand compare the techniques.1 For con�dentiality reasons we are not allowed to disclose the name of this company.Also other details like the exact meaning of some variables and their actual valuesare not given.



Modelling Customer Retention 32 Problem and Data DescriptionThe company collects various data about their clients since many years. On thebasis of these historical data we were supposed to investigate the following issue:What are the distinguishing (behavioural) variables between investorsthat ended their relationship with the company (stoppers) from investorsthat continued (non-stoppers) and how well can di�erent techniques/modelspredict that investors will stop the relation within the next month.The company o�ers at this moment about 60 di�erent investment formswhich attract customers with di�erent pro�les. Due to this diversity of clientsand investment forms we had to restrict our research to a homogeneous groupof clients that invest money in a speci�c form. In particular, we have focused onclients which were \real investors" (i.e., clients which had only a simple savingsaccount or a mortgage were not considered). Further, we restricted our attentionto clients that stopped their relation between January 1994 and February 1995(14 possible \stop months). These restrictions led to a data set with about 7.000cases (all stoppers). As we were interested in discriminating stoppers from non-stoppers, the data set has been extended by about 8000 \non-stopper" cases.Each record in the dataset contained the history of a single client over a periodof 24 months before the moment of stopping (for non-stoppers dummy \stop-moments" were generated at random). By a \history" we mean here sequences(of length 24) of values which represent various measurements like the numberof transactions, monthly pro�t, degree of risk, etc. Additionally, some \static"variables were stored, e.g., client's age, starting capital, etc. The dataset we�nally extracted from databases consisted of 15.000 records, each record having213 �elds. Some of the most relevant variables are listed in Table 1.3 Statistical analysis of dataWhen statistical methods are applied on very large data sets, the emphasis is onthe explanatory signi�cance rather than statistical signi�cance. For example, acorrelation of .001 can be statistically signi�cant without having any explanatorysigni�cance in a su�ciently large data set. Statistical estimation becomes com-putation of meaningful statistics. In this section we shall describe the sequenceof actions which we undertook in order to arrive at an intelligible model.3.1 Data reductionWe separately analysed each set of dynamic attributes trying to reduce the num-ber of variables in each set. Using growth curve analysis, see, e.g., Timm (1975),we tried to discover di�erent average polynomial trends for the two groups ofstoppers and non-stoppers in order to retain only those that were discriminatingbetween groups. Necessary for the existence of such salient components is a suf-�ciently large multivariate di�erence between the group averages. A meaningful



4 Eiben, Euverman, Kowalczyk, Slisserstatistic is Wilks' 1��, which ranges from zero to one. It may be conceived as amultivariate generalisation of 1�R2. A value near zero means that the di�erencebetween groups is negligible compared to the di�erences within groups. In thatcase there is no gain in information when two groups are distinguished insteadof envisaging just one group of clients with stoppers and non stoppers mixedtogether. The values of 1� � of the sets of dynamic variables ranged from .003to .06. These meaningless magnitudes led us to consider only aggregate valuesover time of each set.3.2 Univariate explorationInspection of the outcomes of standard data exploration techniques has led usto categorise some of the aggregated variables in order to enhance the inter-pretabily. For this categorisation we took into consideration the distributionalcharacteristics as well as the domain of content. For the next �ve variables weexplain our categorisation.investmentsOne category was formed for about 35% of the clients for which this vari-able did not change over time. The remaining �ve categories were based onquintiles.riskOne category was formed for about 25% of the clients for which the variabledid not change over time. Quintiles were used for the remaining clients.number of transactions AOne category was formed for about 40% of the clients for which there wereno transactions of this type over time. Almost all of the remaining clientshad a mean number of such transactions within the interval (0; 1]. A furthersubdivision was therefore not considered as meaningful. So a two-categoryvariable was constructed.number of transactions BA two-category variable similar to the preceding one.fundsFor almost 60% of the clients for which the number of funds did not changeover time �ve categories were formed corresponding to 0, 1, 2, 3, 4. The sixthcategory was formed of the clients that varied their number of funds overtime. The quintiles in this remaining group formed no meaningful separation(resp. .522, .870, 1.435, 2.391 ).We veri�ed the meaningfulness of the recodings in two ways. Firstly, by averi�cation of non-uniformness of each bar chart with each bar representing therelative frequency of stoppers. Secondly, by a two-dimensional correspondenceanalysis (Krzanowski 1993) in order to study the placing of the categories inone-dimensional space in relation to stoppers and non-stoppers categories.



Modelling Customer Retention 53.3 Simple logistic regressionsWe carried out ten logistic regressions, one for each variable. We used threeindices for judging the results:1. R2logistic regression, which can be interpreted as the proportional reduction ofthe lack-of-�t by incorporating the variable of interest above a model basedonly on the intercept parameter (Agresti, 1990). It is de�ned as:R2logistic regression = 1� log(likelihoodintercept+variable))log(likelihoodintercept) :2. �logistic regression, which can be interpreted as the proportional reduction oferrors in classi�cation by incorporating the variable of interest above a modelwith only an intercept. A model with only an intercept classi�es all clientsin the group with the largest observed frequency, being the non-stoppers inthe present case. This means that all stoppers are misclassi�ed and regardedas errors (see, e.g., Menard, 1995). So it is de�ned as:�logistic regression = #errorsintercept �#errorsintercept+variable#errorsintercept :3. logistic regression, which can be interpreted as a measure of ordinal associ-ation between the predicted probabilities of being a stopper and actuallybeing a stopper. The measure is widely used for cross-tabulations. It wasproposed by Goodman and Kruskal (1954). It measures a weak monotonic-ity and ignores ties. It is easily interpretable as it ranges from -1 to +1. Itis based on the number of concordant pairs C and discordant pairs D. Apair (non-stopper, stopper) is concordant when the predicted probability fora non-stopper is lower than for a stopper and disconcordant in the reversecase (see , e.g., Coxon (1982) for a discussion on measures for association).It is de�ned as: logistic regression = C �DC +D:An overview of the results is given in Table 1.Except for the categorised aggregated dynamic variables the Table displaysbad results for R2 and �. These �gures gave us reasons to try to improve theresults. We decided to do a quintile-categorisation for all variables for whichR2 and � were zero in two decimals. A quintile-categorisation for duration ofinvestment relation did not produce interpretative results in the sense that thedi�erences between the values were too small to justify an interpretation ina scale running from \extremely short" to \extremely long" for example. Theresults of the categorisations are displayed in the next Table.As can be seen in Table 2, slight improvements were achieved.



6 Eiben, Euverman, Kowalczyk, SlisserTable 1. An overview of results.R2 � investments .07 .10 .42risk .05 .11 .35transactions A .02 .00 .32transactions B .08 .18 .59funds .04 .05 .37pro�t A .00 .00 .18pro�t B .00 .00 .11emotion index A .00 .00 .31emotion index B .00 .00 .34duration of relation A .02 .00 .15duration of relation B .00 .00 .06starting capital .00 .00 .31Table 2. Results of quintile categorization.R2 � pro�t A .02 .00 .24pro�t B .01 .00 .14emotion index A .05 .14 .31emotion index B .06 .17 .37duration of relation A .01 .00 .13starting capital .04 .07 .313.4 Multiple logistic regressionIn the �nal model we used only one pro�t and one emotional variable in or-der to prevent redundancy in the model and for reasons of interpretation. Weused pro�t B and emotion index A because they had the best performance inthe univariate regressions. Consequently, ten variables were put into the logisticregression model. The use of categories for most of the variables means thatchoices for interesting contrasts were made possible. We do not go into detailshere, because this article is mainly meant to compare di�erent methods of mod-elling on the same data set. It is possible to improve (slightly) the predictivepower of a logistic regression, but the main advantage of classical techniques inthe present context is to build an interpretative model with su�cient predic-tive power. Note that individual statistical signi�cance of each variable or theircategories is of less importance, although one can state that non-signi�cant re-sults for such large data sets may cast doubts on the importance about theinclusion of the variable. The following values of the indices were obtained forthis training set: R2 = :15; � = :25;  = :52. Another useful statistic is alsothe Spearman's correlation coe�cient � between the predicted probabilities andobserved relative frequencies. We categorised the predicted probabilities usingpercentiles. Within each category the observed relative frequency was computed



Modelling Customer Retention 7and between these 100 values the value of n was calculated. In the training set� = :974. In the validation set we obtained the following values for the variousstatistics: � = :24;  = :53; � = :923.4 Analysis of data with Rough Data ModelsThis section contains a brief presentation of the concept of Rough Data Mod-els, Kowalczyk (1996a, 1996b), and results our experiments. A more detaileddescription of these experiments can be found in Kowalczyk and Slisser (1997).4.1 Rough Data ModelsInformally, a Rough Data Model consists of a collection of clusters that form apartition of the data set, some statistics calculated for every cluster (e.g., clustersize, number of elements of speci�c type), and a linear ordering on clusters. Thisordering is supposed to reect cluster importance and is used for calculatingvarious cumulative performance measures. To de�ne the concept of RDM moreformally we need some notation and terminology used in the theory of roughsets, Pawlak (1991). Let us consider a decision tableT = (U;A;d);where U is a �nite collection of objects (the universe), A = fa1; : : : ; akg is a setof attributes on U , i.e., every ai is a function from U into a corresponding setof attribute values Vi; ai : U ! Vi, for i = 1; : : : ; k, and d is a decision functionwhich takes values in a �nite set of decisions D = fd1; : : : ; dng; d : U ! D.Elements of U are often called patterns and associated decision values types,thus if d(u) = d1 then u is called a pattern of type d1. Let R denote the in-discernibility relation which is de�ned by the set of attributes A, i.e., for anyu1; u2 2 U;R(u1; u2) i� ai(u1) = ai(u2); for i = 1; : : : ; k. The relation R deter-mines a partition of U into a number of (pairwise disjoint) equivalence classesC1; : : : ; Cm, which will further be called clusters. Every cluster may contain ele-ments of di�erent types. However, elements that belong to the same cluster are,by de�nition, not distinguishable, so they will be classi�ed (by any classi�er) aselements of the same type. Therefore, any classi�er is determined by assigningto every cluster C its type, class(C), which is an element of D. Given a par-titioning of the universe and a classi�cation function class, a number of usefulparameters which characterise clusters can be introduced:{ cluster size, size(Ci), which is just the number of elements of Ci,{ number of elements of a given type, size(Ci; dj), which is the number ofelements of type dj that are members of Ci,{ number of correctly classi�ed elements, corr(Ci), which is the number ofelements of Ci which are of type class(Ci),{ cluster accuracy, accuracy(Ci) which is de�ned as the ratio corr(Ci)=size(Ci).



8 Eiben, Euverman, Kowalczyk, SlisserThese parameters can be used for ranking clusters according to some, userspeci�ed, criteria. For example, clusters might be ordered according to theirsize (the bigger the better), according to their accuracy or according to thepercentage of elements of speci�c type.Now we can formally de�ne a rough data model of a decision table T =(U;A; d) as a triple: T =< C; class;�>;where{ C is a set of clusters,{ class : C ! D is a function that assigns to every cluster its type,{ � is a linear ordering on C.Performance of rough data models can be measured in many di�erent ways,Kowalczyk (1996a). In addition to some problem independent measures like cu-mulative accuracy, gain curves, response curves, etc., one can introduce problemspeci�c measures, for example, the percentage of elements of speci�c type in\best" (in sense of the � relation) clusters which cover 10% of all cases.There are two important features of RDMs:1. there are almost no restrictions on the form of performance measure whichis used for evaluating model quality; this measure is de�ned by the user andis problem dependent,2. computational complexity of generating RDMs is very low (linear in the sizeof the data set); this feature allows for exploring huge number of alternativeRDMs and focusing on these models that optimise the given performancecriterion.In practice, the process of generating high quality models consists of threemajor steps:1. formulation of a performance measure that should be optimised (e.g., clas-si�cation rate, percentage of correctly classi�ed cases of the given type inspeci�c fragment of the model, total misclassi�cation cost, etc.).2. determination of a search space, i.e., a collection of models which should besearched to �nd an optimal one (for example, a collection of models whichare based on k attributes which are taken from a set of n attributes, or acollection of models determined by various discretization procedures, etc.)3. determination of a search procedure (for example, exhaustive search, localsearch, branch & bound, etc.)Usually rough data models are used as an e�cient tool which helps to get aninsight into data sets. The user �rst speci�es some objective function, then pro-poses a number of data transformations, formulates some restrictions on modelcomplexity (e.g., \the model should be based on at most four attributes") andthen models which satisfy all these criteria are automatically generated and eval-uated. In spite of its simplicity, this approach often provides models which haverelatively high accuracy.



Modelling Customer Retention 94.2 Retention and Rough Data ModelsTo get some idea about the importance and relationships between various at-tributes a number of standard tests were carried out. First of all, we have gen-erated numerous plots which are routinely used in statistical data analysis: fre-quency histograms, means, density estimates, etc., see Hair et al. (1995). Vi-sual inspection of these plots led to the discovery of a large group of clients(4809) which behaved di�erently from the rest. Therefore, we decided to splitthe whole data set into two subsets and analyse them independently. We willrefer to both groups as to A-clients and B-clients. In order to identify most im-portant attributes we have calculated, for every attribute, values of three impor-tance measures: correlation coe�cients, coe�cients of concordance and informa-tion gain. Correlation coe�cients measure linear dependency between attributes,are widely used and require no further explanations. Coe�cient of concordance(sometimes called the CoC index or just the c index) measures the degree of sim-ilarity of an ordering (of all cases) which is induced by values of the measuredattribute and the ordering induced by the decision attribute. Information gainmeasures the amount of information provided by a (discrete-valued) attributeand is explained in Quinlan (1986). As a result of this analysis we have identi�ed8 attributes which were used as the basis for construction of RDMs. To guidethe search process we had to specify some performance measure that should beoptimized. After some discussions with bank experts we took the percentage ofstoppers that can be found in the top 10% of cases as our objective function.We have restricted our attention to models that were based on all combinationsof 2, 3 or 4 attributes taken from the set of 8 important attributes mentioned insection 3. Each attribute has been discretized into 5 intervals, according to the'equal frequency' principle. Unfortunately, a model which is based on 4 variableswhich are discretized into 5 intervals may have 5*5*5*5=625 clusters{too manyto expect good generalisation. Therefore, we allowed each attribute to be splitinto 3 intervals only; ends of these intervals were taken from 6 points determinedby the discretization into 5 intervals. Thus every attribute could be partitionedinto 15 ways, which leads to 15*15*15*15=50.625 various models which are basedon 4 variables. Moreover, there are 70 ways of selecting 4 attributes out of 8,so the total number of models based on 4 variables is about 3.5 million; addingmodels which are based on 2 or 3 variables does not increase this �gure toomuch. Due to computational simplicity of RDMs we could systematically gener-ate all these models, evaluate them and select the best one. It turned out thatthe performance of best models which were based on 4 attributes was almost thesame as of models based on 3 attributes. Moreover, in both groups of modelsthere were several models which were very close to the optimal ones. All thesemodels have been carefully analysed on basis of their performance curves andthe structure of clusters. Figure 6.2 contains plots of response curves which arebased on best models. Clusters, together with their de�nitions (formulated interms of values of attributes which determine them) can be used for formulat-ing some rules about the data. For example, the best cluster from the model ofB-clients captured clients who were investors for a long time, invested money in



10 Eiben, Euverman, Kowalczyk, Slisserfunds with very small risk, and got small pro�ts-all of them have stopped theirrelation with the company. Clearly, a detailed analysis of all clusters provided agood insight into customer behaviour.Additionally, the models have been tested on an independent validation set inorder to evaluate their generalisation capabilities. Not surprisingly (models basedon 3 attributes had only 27 clusters), they generalised very well (performancedropped less than 1%).4.3 Rule extractionAs mentioned above, clusters which are determined by best models can be di-rectly translated into decision rules. However, such rules do not cover largefragments of the model. In order to identify some general rules we have runa systematic search algorithm which generated rules in the formif (a < X1 < A)&(b < X2 < B)&(c < X3 < C) then decision(whereX1,X2 andX3 are attribute names and a, A, : : :, c, C are some numbers),and tested them in terms of the number of covered cases and accuracy. The searchprocess was restricted to rules such that:1. attributes X1, X2 and X3 were arbitrary combinations of attributes takenfrom the set of 8 most important attributes,2. splitting points a, A, : : :, c, C were determined by an 'equal frequency'discretization of the corresponding attributes into 7 intervals: they could bechosen from the set of ends of these intervals,3. rules were allowed to involve only 2, 3, 4 or 5 'splitting points'.Out of several million rules generated in this way (only for the group of B-clients) we have focused on rules which were 'interesting' in the following sense:they had to cover at least 10% of all cases and had accuracy at least 80% (i.e., atleast 80% of all cases which were covered by the rule had to be 'stopper'-cases).The resulting collections of rules were relatively small ( 1, 24, 98 and 132 ruleswhich involved 2, 3, 4 and 5 splitting points, resp.). A similar collection of ruleshas been found for A-clients. All rules have been carefully analysed by expertsand their analysis led to the discovery of some interesting patterns in customerbehaviour.5 Genetic ProgrammingGenetic Programming is a new search paradigm which is based on evolution-ary principles, Koza (1992). Potential solutions (individuals) are represented by(usually complex) expressions which are interpreted as de�nitions of functions(models). The quality of individuals (�tness) is measured by evaluating perfor-mance of the corresponding models (e.g., classi�cation rate). The search processmimics the evolution: a collection of individuals (population) \evolves" over time



Modelling Customer Retention 11and is subjected to various genetic operators. In our research we used the systemOMEGA which is developed by Cap Volmac, Holland.OMEGA is a genetic programming system that builds prediction models intwo phases. In the �rst phase a data analysis is performed, during which sev-eral statistical methods are carried out to �nd the variables with the highestindividual predictive power. In the second phase the genetic modelling engineinitializes with a targeted �rst generation of models making use of the informa-tion obtained in the �rst phase. After initialization, further optimization thentakes place with a �tness de�nition stated in terms of practical objectives.In modelling applications the most frequently applied measure for evaluatingthe quality of models is `accuracy', which is the percentage of cases where themodel correctly �ts. When building models for binary classi�cation the so-calledCoC measure is a better option for measuring model quality. The CoC (Coef-�cient of Concordance) actually measures the distinctive power of the model,i.e. its ability to separate the two classes of cases, see 1994 for the de�nition.Using the CoC prevents failures caused by accepting opportunistic models. Forinstance, if 90 % of the cases to be classi�ed belongs to class A and 10 % to classB, a model simply classifying each case as A would score 90 % accuracy. Whenthe CoC is used, this cannot occur. Therefore, we used the the CoC value ofthe models as �tness function to create good models. Let us note that selectionof the best model happened by measuring accuracy (on the test set), and thatthe �nal comparison between the four di�erent techniques was also based onthe accuracy of the models. Yet, we decided to use the CoC in order to preventover�tting and some control experiments (not documented here) con�rmed thatevolving models with a �tness based on accuracy results in inferior performance.As stated previously, OMEGA builds prediction models in two phases. The�rst phase, a data analysis, selects the variables that are of interest out of all sup-plied variables. Of these selected variables a summarisation of their performancemeasured in CoC is shown in Table 3.Table 3. Values of CoC for 6 variablesrelation A 60.4relation B 62.0start capital 64.9funds 62.7investments 71.1risk 70.7By the data analysis carried out in the �rst phase OMEGA is able to createa good initial population by biasing the chances of variables to be included in atree. The initial models were generated into 2 populations of 20 expressions each.During this initialization, the 40 models varied in performance from 72.3 till 79.9measured in CoC. Computing the accuracy of the best model on the training



12 Eiben, Euverman, Kowalczyk, Slisserset gave the value of 73%. The relatively good CoC values after initializationshow an increased joint performance compared to the best individual variableperformance (which was 71.1 for investments). This is due to the use of specialoperators that act on the variables and the optimised interactions between theselected variables in the models. Till sofar, no genetic optimization has takenplace and several satisfactory models have been found.During the genetic search we were using 0.5 crossover rate, 0.9 mutation rateand 0 migration rate between the two sub-populations, that is no migration tookplace. The two populations were only used to maintain a higher level of diver-sity. The maximum number of generations was set to 2000. After the geneticsearch process the best performing tree had a CoC value of 80.8 and a corre-sponding accuracy of 75% on the training set. For this particular optimizationproblem the genetic optimization phase does not show a dramatic improvementin performance as the initialization did.6 Analysis of the resultsIn this section we evaluate the outcomes from two perspectives. Firstly, we willconcentrate on the original problem of modelling customer behavior. Secondly,we compare the predictive power of our genetically created model to the bestmodels the other techniques obtained. In this analysis other models are com-petitors of the genetic model.6.1 Interpretation of the modelsWhen evaluating the results it is important to keep in mind that the companyproviding the data is not only interested in good predictive models, but also inconclusions about the most inuential variables. Namely, these variables belongto customer features that have the most impact on customer behaviour. In caseof models built with logistic regression the interpretation of results was straight-forward: we simply had to look into coe�cients involved in these models. Roughdata models were also easy to interpret: the meaning of cluster characteristicsand extracted rules was obvious. The situation was a bit more complicated withgenetic programming. The resulting models (complex expressions) were very dif-�cult to interpret. Therefore we performed a sensitivity analysis on the variablesinvolved in the generated models by �xing all but one variables of the best modeland varying the value of the free variable through its domain. The changes inthe performance of the model are big for very inuential variables, and smallfor variables with less impact. The results of the sensitivity analysis are given inTable 4, where a high value indicates a high inuence, while lower values showa lower impact.Comparing the interpretations of the di�erent techniques, i.e. (dis)agreementon the importance of variables we observed a high level of agreement. Basedon this observation it was possible to bring out a well-founded advice for thecompany that speci�c risk values in the portfolio substantially raises the chance



Modelling Customer Retention 13Table 4. Results of sensitivity analysis.relation B 4.32%relation A 14.37%start capital 13.50%funds 2.88%investments 18.56%risk 82.35%of ending the business relationship. This conclusion allows the company to adaptits policy and perform directed actions in the form of advising customers tochange the risk value of their portfolio.6.2 Comparison of applied techniquesThe three techniques can be compared to each other with respect to variouscriteria. In our study we have focussed on the following aspects: accuracy of thegenerated models, their interpretability, time needed for their construction andexpertise required by each technique.Accuracy. Model accuracy was measured by creating cumulative response ratetables for each technique. The results are presented in Figure 6.2. It can benoticed that the model provided by genetic programming was slightly better thanthe best rough data model. The best model produced with statistical techniqueswas much worse that the previous two. It should be noted that the best roughdata model was based on 3 variables only, in contrast to 9 variables used inthe model generated by logistic regression and 24 variables used by the \geneticmodel.Interpretability. In all cases it was possible to provide an interpretation ofthe generated model. Logistic regression provided a list of most inuential vari-ables (or their combinations) together with their weights. The OMEGA systemgenerated a complex formula that was too di�cult to interpret. Instead, a sensi-tivity analysis provided a list of most signi�cant variables. Rough Data Modelsprovided the best insight into the analyzed data. They provided a lot of infor-mation about meaningful combinations of variables, lists of signi�cant clustersand explicit rules.Time. The computer time needed for generating models was di�erent for dif-ferent techniques. Calculations necessary for logistic regression took about 30min., but a lot of conceptual work (about one week) was needed �rst. The timerequired by the other two techniques was signi�cantly longer (a few days). Pre-cise comparison is not possible because both systems (OMEGA and TRANCE)were running on di�erent computers (PC and UltraSparc).
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Fig. 1. Predictive power of the best models created by the four techniquesNecessary expertise. In case of logistic regression an extensive statisticalknowledge and some acquaintance with a statistical package (in our case: SPSS)was indispensable. Almost no knowledge was necessary for building rough datamodels. However, due to the current status of the TRANCE system (a pro-totype implemented in MATLAB), a lot of programming work (scripting) andknowledge of the MATLAB system were necessary. In contrast, the use of theOMEGA system is very simple. This commercial tool has a friendly user in-terface and experiments can be run by a user with no extensive knowledge ofgenetic programming.7 Concluding RemarksIn this paper we described an application oriented research project on applyingdi�erent modelling techniques in the �eld of marketing. Our conclusions andrecommendations can be summarized as follows.{ Cross-validation on the most inuential variables based on models devel-oped with other techniques raises the level of con�dence. In our project weobserved good agreement between conclusions of the three approaches.{ Non-linear techniques such as genetic programming and rough data mod-elling proved to perform better than linear ones with respect to the predictive
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