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Abstract. Soft constraints are recognised as being important for many
constraints applications. These include (a) over-constrained problems,
where we cannot satisfy all the constraints, (b) situations where a con-
straint can be partially satisfied, so that there are degrees of satisfaction,
and (c) where the identity of a constraint is uncertain, so that it can be
uncertain whether a constraint is satisfied or not by a tuple.

This paper takes a logic-based approach to partially satisfied constraints,
for situations where a tuple can be assigned partially ordered degrees of
satisfaction for a constraint. A semantics is defined, which determines
which constraints can be inferred from a set of constraints, and a sound
and complete proof theory is given. This formalism is closely related to
idempotent semiring-based CSPs and lattice-valued possibilistic logic.

1 Introduction

Soft constraints are recognised as being important for many constraints appli-
cations. Situations which soft constraints are intended for include the following:

(a) Over-constrained problems, where we cannot satisfy all the constraints. In
this case a degree might be associated to a tuple, which depends on the
set of constraints that it falsifies, representing perhaps a cost of failing to
satisfy those constraints. Approaches to this kind of problem include those
described in (Freuder and Wallace, 92) [9].

(b) Situations where a constraint can be partially satisfied, so that there are
degrees of satisfaction; fuzzy constraint satisfaction [5] is intended for this
type of situation.

(¢) Situations where the identity of a constraint is uncertain, so that it can be
uncertain whether a constraint is satisfied or not by a tuple, see e.g., [8].

This paper takes a logic-based approach to partially satisfied constraints for
situations where a tuple can be assigned partially ordered degrees of satisfaction
for a constraint. Allowing partially ordered degrees of satisfaction increases the
representational flexibility; it allows one not to have to always decide if the degree
to which a tuple satisfies a constraint is more or less than the degree to which
the tuple satisfies another constraint. A semantics is defined, which determines
which constraints can be inferred from a set of constraints, and a sound and



complete proof theory is given. The consequent formalism is closely related to
idempotent semiring-based CSPs and in particular, set-based CSPs, as well as
lattice-valued possibilistic logic.

In section 2, finite CSPs are expressed as a logic with a simple sound and
complete proof theory. This is generalised to deduction for partially satisfied
constraints in section 3. In the case where the partially ordered set of degrees
is a distributive lattice, the proof theory from section 2 generalises in a very
simple way, as shown in section 3.1. The close links with idempotent semiring-
based CSPs and lattice-valued possibilistic logic are described in section 3.2
and 3.3, respectively. Section 3.4 considers the general case of partially ordered
degrees, by constructing embeddings of partially ordered sets into a particular
distributive lattice; this enables one to use the computational approach of 3.1 for
the general case. This paper focuses on deduction of constraints; however this is
often not what one is primarily interested in, but in finding solutions (though
deduction can be used to guide the search); 3.5 looks briefly at the problem
of finding optimal complete tuples. Section 4 describes an alternative semantic
consequence relation for partially satisfied constraints.

2 Finite CSPs as a Logic

Let V be a finite set of variables, where each variable V; € V has finite domain
Vi. For U C V, define U to be the set of possible assignments to variables U,
that is, Hvi cv Vi- By convention, the empty set of variables is defined to have a
single value ¢. In this framework, we define a constraint ¢ to be a subset of V,
for some set of variables V., C V. A complete tuple z is an element of V. For
U C V let 2V be the projection of z to variables U. Associated with constraint
c is the constraint ¢!V = {x € V : 2!V¢ € ¢} on variables V. ¢ may be considered
as a more compact representation of ¢!V, Similarly, for U such that V, CU C V,
define ¢!Y to be {yeU: ytVe € ¢}, where ytVe is the projection of partial tuple
y to variables V.

For example, let V- = {V1, V5, V3, V4, Vs }, fori = 1,...,5,let Vi = {a;, b;}. Let
U = {V1,Va}. Then U = {(a1,a2), (a1,b2), (b1, az), (b1,b2)}. Define constraint ¢
by: Ve = {V1,Va}, ¢ = {(a1, a2), (b1,b2)}. © = (a1, az, b3, a4, bs) is an example of
a complete tuple. z € ¢! since ztVe = (a1, a) is in ¢

Semantics

A model is intended to represent a possible state of the world. We will define
what a model is, and which constraints it satisfies. Then constraint d will be
said to be a consequence of set of constraints C' (written C' |= d) if every model
of C'is a model of d. There are different natural notions of model.

Semantics(I): A model is a complete tuple, i.e., an element of V. x | ¢ if and
only if 2 € ¢!V if and only if #tV* € c.



This semantics is appropriate if the variables are uncertainty variables, rather
than choice/decision variables: it assumes a unique true (but unknown) complete
tuple x.

Semantics(II): If we have control over the variables then models in the above
sense do not represent mutually exclusive and exhaustive possible states of the
world: no complete tuple x may satisfy the constraints, or many might. So it is
then natural to define a model M to be a subset of V. M |= ¢ if and only if
M C ¢!V, In this semantics each constraint is viewed as a restriction on possible
complete tuples. M represents the correct set of all adequate tuples.

One way of viewing this is that we have a particular purpose in mind, and
certain choices, represented by complete tuples, will be adequate, and some not.
So a possible state of the world is the set of complete tuples that is adequate
for that purpose. Each constraint is then interpreted as restricting this set of
choices, telling us that some of these choices are not adequate.

In either case we say C' |= d if and only if every model of C is a model of d.
The two semantics are equivalent in the sense that the same constraints d follow
from C.

Note that for any constraint ¢, ¢ is satisfied by the same models as ¢!V, so ¢
and ¢!V are equivalent. In particular the empty constraint @y is equivalent for
each U, so that 0y is equivalent to @y : the only model satisfying it is M = @ (in
the first semantics it has no models).

C is called satisfiable if and only if there exists some complete tuple z € V.
with = satisfying each element of C' (i.e., x | C in Semantics(I)), which is if
and only if there exists some non-empty M with M | C in Semantics (II).
Otherwise C' is said to be unsatisfiable. C' is unsatisfiable if and only if C' = (.
The consequence relation thus determines satisfiability for sets of constraints.

The construction ensures certain basic properties of the consequence relation
=: it is reflexive (if d € C then C = d), transitive (if C |= d for all d € D and
D E e then C k= ¢), and monotonic (if C' = d then CU D = d).

Combination of constraints. For constraints ¢ and d, define ¢ A d to be the
constraint ¢!V Nd!Y on variables U = V, U V,;. So y € U is in ¢ A d if and only
if ytVe € ¢ and y'Y* € d. ¢ A d is essentially intersection, as ¢!V is essentially
the same constraint as c¢. This operation is commutative and associative, so for
finite set of constraints C' we write A C for the result of applying A sequentially
the elements of C'.

Projection of constraints For constraint ¢, and U C V,, define ¢!V | the projection
of ¢ to U, to be {ytV : y € c}.

Identity (trivial) constraints For U C V let 1y be the constraint U. (Every
U-tuple is allowed.) This gives us no information, and is satisfied by all models.



Proof theory Define the proof theory by the following axiom and inference
rules:
Axiom: 1y .

Inference Rules:
From ¢ and d deduce c \ d.

For each constraint ¢ and U C V. the following inference rule:
From ¢ deduce c'V.

When V, =V, and ¢ C d:
From c deduce d.

In the usual fashion we say that d can be proved from C' if there exists a
sequence of elements in the language (constraints) dy,...,d, with d, = d and
each d; being either an element of C, an axiom, or the result of applying one of
the inference rules to earlier elements in the sequence.

Theorem 1. The above proof theory is sound and complete: C |= d if and only
if d can be proved from C.

Deletion Inference rule A generalised arc consistency can be expressed in terms
of derived inference rules: the combination of projections of constraints to a single
variable. Another important derived inference rule is deletion of a variable. Let
V; € V. Combine all constraints involving that variable and project to U —{V;}:
(ANceC: V. s VDU~V where U = J{V. : c€ C,V. > ¢} is the set of
variables involved in the combination.

It can be shown that (C' A 1y;,)!V4 can be computed by repeated deletion of
the variables not in Vjy; this follows because combination and projection obey
the Shenoy-Shafer axioms (Shenoy and Shafer, 90) [14, 13]; this is an instance of
the fusion algorithm [15] (c.f. also Dechter’s Bucket Elimination [11]), which for
this case corresponds to the adaptive consistency algorithm [12,11]. Therefore
the deletion inference rule gives a sound and complete proof procedure. This
approach is efficient if one can find a hypertree cover which doesn’t involve too
large sets for the constraints’ variable sets hypergraph {V. : ¢ € C} since then
none of the combinations need involve too many variables. One can also use the
Shenoy-Shafer approach to efficiently find, for example, all the possible values
in each domain.

Relationship with propositional logic embedding. This logical representation might
be viewed as a partial embedding of Finite CSPs in propositional logic. To rep-
resent as a propositional theory (c.f., section 14 of (Mackworth, 92) [10]), one
can create a propositional variable for each element in each domain, with mutu-
ally exclusivity and exhaustivity axioms between elements in the same domain.
So for each variable V; € V we have |V;| associated propositional variables,
{pi»c : k € V;}. Mutual exclusivity of elements in domain V; are expressed as ax-
ioms —(pF A pl) for all k,1 € V; with k # [. Exhaustivity of V; is expressed

by the axiom Vk:evi p¥. A partial tuple is represented as a conjunction of these
propositional variables, and a constraint as a disjunction of partial tuples. So a



constraint ¢ C V, is represented by the formula \/, .. p(y) where p(y) is the for-

mula /\% cv. pi’(v"). Combination of constraints then is essentially conjunction,
but where we ‘multiply out’ to maintain the disjunction of conjunctions form
(simplified by the fact that one only has to consider compatible pairs of partial
tuples). Projection corresponds to omitting some conjuncts of partial tuples in
a constraint.

Alternative Notation A constraint ¢ as defined above can also be viewed as
a function from V, to {0,1}: assigning 1’s to partial tuples in the constraint.
Similarly, models can be viewed as functions from V to {0, 1}. To emphasise the
link with the partially satisfied constraints framework of section 3, we give the
previous definitions in terms of this alternative notation.

M = cif and only if M < ¢!V i.e., for all complete tuples z € V, M(x) <
¢V (z), which is if and only if for all z € V, M(x) < c(ztVe).

¢ A d is the constraint on V. U Vy given by: for y € V.UV, (c Ad)(y) =
c(ytVe)Ad(y'V), where the last A is logical AND (i.e., min). For U C V., ¢!V, the
projection of ¢ to U, is given by: for u € U, ¢!V(u) = \/ {c(y) : y € Ve, y'V = u},
where \/ in the last equation is logical OR (i.e., max). 1y is the constraint on
variables U which is everywhere equal to 1: for all w € U, 1y(u) = 1. The only
difference in the notation in the proof theory is that the subset inference rule is
replaced by:

When V., = V; and ¢ < d: From ¢ deduce d,

since: ¢ < d, ie., for all y € V¢, c(y) < d(y), if and only if every tuple in ¢ is a
tuple in d.

3 Partially Satisfied Constraints

Suppose we now want to allow degrees of satisfaction of constraints. We choose
a finite partially ordered set A = (A, <,0,1) to represent these degrees, where
A contains a unique a maximal element 1 and a unique minimal element O.
Define an A-constraint c to be a function from V. to A, for some set of variables
V. C V. A value of 1 is intended to mean that the tuple completely satisfies the
constraint, and a value of 0 means that the tuple doesn’t satisfy the constraint
at all.

Semantics We would like to say what A-constraints d can be deduced from a set
of A-constraints C. The intuition that this is based on is as follows: we imagine
that the constraints are for a particular purpose, and that there exists some
unknown function M : V. — A which says the true degree that each complete
tuple z € V is adequate for our purposes. Each constraint ¢ in our set C' is then
taken to restrict the possible such models M. A constraint ¢ with V, = V is
interpreted as telling us that for all z € V, the true degree of adequacy M (x)
is bounded above by c¢(x), i.e., M(z) =< ¢(x). Other constraints, with V., # V



are considered as more compact representations of the constraint ¢!V defined by
c!V(x) = c¢(x'V+). Hence c is interpreted as telling us that for all z € V, the true
degree of adequacy M () is bounded above by ¢!V (z) = c(xtV<).

So we say that M |= ¢ (M satisfies c) if and only if M < ¢!V, that is, for all
r eV, M(z) = c!V(x), in other words: M (z) < c(zt"<). For set of A-constraints
C and A-constraint d we define C |= d if and only if every model M of (every
constraint in) C' is also model of d. If C is a singleton set {c}, we may write
¢ | d instead of {c} = d.

There is a natural ordering between constraints ¢ and d with V, = V, ex-
tending =< pointwise: we say ¢ =< d if for all y € V;, ¢(y) < d(y).

An alternative notion of semantic consequence is explored in section 4, based
on a similar intuition, but allowing a model M to take values in a partially
ordered set that extends A.

The semantic definition is not very helpful for computing the consequences d
of C'; we need some more computationally useful characterisation of consequence.
To do this end we consider a special case first, in 3.1, when A is a distributive
lattice. The formalism is then very closely related to idempotent semiring-based
CSPs [2] with the natural notion of consequence being the same, as discussed in
section 3.2. Also, for this special case, the formalism is very closely related to
lattice-valued possibilistic logic [7], as shown in section 3.3. In 3.4 the general
case for A is considered, by embedding the partially ordered set in a particular
distributive lattice, and using the formalism of 3.1 to determine consequence.
3.5 considers briefly the problem of finding tuples with degree greater than a
particular «, and finding optimal complete tuples.

3.1 The case when A is a distributive lattice

We first look at this special case of a partial order. The definition of semantic
consequence given above is a direct generalisation of that for FCSPs: with the
alternative notation, just replacing < by =. It turns out that the proof theory,
soundness and completeness, and associated algorithms generalise in exactly the
same way, when A = (A,0,1, <) is a distributive lattice.

For finite A, (A,0,1, <) is a distributive lattice if and only if any «, 5 € A
have a greatest lower bound A8 in A (so that v < a, § implies v < a A 3), and
a least upper bound a V 3 (so that «, 8 < v implies a V 8 =< ), which satisfy
the distributivity property: for all a, B,y € A, y A (aV B) = (yAa) V (v A B).

An important example of a distributive lattice is a subset lattice: let A be
a set of subsets of a set @, which is closed under intersection and union: i.e., if
a, 3 € Athen o, 3 C O and anNg,aUB € A. In fact, any finite distributive lattice
is isomorphic to such a subset lattice (using e.g., the construction in section 3.4).

The lattice properties enable us to define combination and projection of A-
constraints, with the same form as before.

Letc: V., — Aand d: V; — A be two A-constraints. Their combination ¢Ad
is the A-constraint on variables V. U Vy given by, for y € V.U Vg, (c Ad)(y) =
c(ytVe) Ad(yt").



For U C V,, ¢!V, the projection of ¢ to U, is given by: for u € U, ¢!V (u) =
V{c(y) : y € Ve, y*¥ = u}, where \/ in the last equation is the V in the lattice
A. The degree of the projection is the meet of ¢(y) over all y which project to w.

1y is the constraint on variables U which is everywhere equal to 1: for all
ueU, 1U(u) =1.

Proof theory

Define the proof theory by the following axiom and inference rules:
Axiom: 1y .
Inference Rules:
From ¢ and d deduce c \ d.
For each constraint ¢ and U C V. the following inference rule:
From ¢ deduce c'V.
When V, =V, and ¢ < d:
From ¢ deduce d.

The following lemma gives some basic properties.

Lemma 1. Let M be a model for A-constraints, let ¢ and d be A-constraints,
and let C be a set of A-constraints.

(i) For all models M, and U CV, M = 1y.

(i) cANly =cV; MEc <= MEcV.

(i) M = C if and only if M = N\ C.

(iv) ¢ = d if and only if 'V =< d"V if and only if for allz € V., c(ztVe) < d(2z'Ve).
(v) If V. = Vy then ¢ |=d if and only if for ally € V., c(y) < d(y).

(vi) If U C V. then c |= c'V. o

(vii) If V. D Vg then c = d <= c'Ve =d.

The following proposition follows from the application of parts (iii), (i), (vii)
and (v) of the lemma.

Proposition 1. C |= d if and only if \ C |= d if and only if (N C A 1y,)*Ve < d.
If Upee Ve 2 Vi then C [=d if and only if (N C)*V2 < d.

Theorem 2 (Soundness and Completeness). C = d if and only if d can be
proved from C using the axiom and inference rules.

Soundness follows from parts (i), (iii), (v) and (vi) of the above lemma.
Completeness follows from the proposition since we can prove 1y, from 1y using
the projection inference rule; then from 1y, and C we can prove A C'Aly, using
the combination inference rule and then (/A C' A 1y,)!"e using the projection
inference rule. So, if C' = d we can deduce d from C using finally the < inference
rule, showing completeness.

Again we have a form of arc consistency as sound inference rules. Also
the Shenoy-Shafer axioms are satisfied by combination and projection for A-
constraints (see in particular theorems 18 and 19 of (Bistarelli et al, 97) [2]).
This implies that the deletion inference rule leads again to a sound and com-
plete inference procedure which is efficient if there’s a nice hypertree cover of
the hypergraph {V. : c € C}.



3.2 Relationship with idempotent semiring-based CSPs

It is clear that there is a close relationship between the formalism in 3.1 and
idempotent semiring-based CSPs (Bistarelli et al, 97) [2], as the combination
and projection operations defined above are the same as those used in semiring-
based CSPs. In this section we show that the notion of consequence defined above
is the same as the natural notion of consequence in idempotent semiring-based
CSPs.

In an idempotent semiring-based CSP the primary objects are A-constraints,
with the degrees A forming a distributive lattice (see [2] theorem 10). Without
loss of generality, we can consider A to be finite (if it is not we can consider
instead the (finite) sublattice generated by the degrees in A that appear in a
finite set of constraints.)

A constraint problem, for an idempotent semiring-based CSP, is defined to
be a pair (C,U) where C' is a set of A-constraints and U C V. The solution of
this pair is defined to be the A-constraint Sol({(C,U)) = (A C)'V. For constraint
problems (Cy,U) and (Cs,U), the relation (C1,U) C (C,U) is said to hold if
Sol({(C1,U)) < Sol({Co,U)). Equivalence between constraint problems is defined
as follows: (Cy,U) = (Co,U) if (C1,U) C (Cy,U) and (C2,U) C (C1,U), i.e., if
Sol({C1,U)) = Sol((Co,U)).

There is a natural definition for deduction of constraints in this system.

Proposition 2. Let C U {d} be a set of A-constraints such that Vo 2 Vg,
where Vo = U,cc Ve. Then the following are equivalent: (i) (N C)*V* =< d;
(i) (NC) = d A Ly (iid) Sol((C.Va)) < d: (in) (C.Va) T {{d}.Vabi (v)
(C,Ve) T {d, 1y}, Ve); (vi) (CU{d}, Vo) = (C,Ve); (vii) for any U C Vg,
(Cu{d},U) =(C,U); (viii) (NC)nd=N\C.

For set C of A-constraints and A-constraint d with .. Ve 2 Va, we can say
that d is a consequence of C if Sol((C,Vy)) < d (or any other of the equivalent
forms in the proposition). Using part (viii), this can be seen to tally with the
entailment relation defined in (Bistarelli et al, 02) [4] (see definition 6).

By part (i) of this proposition and the previous proposition, this notion of
consequence is the same as the consequence defined earlier: C' |= d. Therefore the
framework described above, for the distributive lattice case, gives a semantics
for consequence in idempotent semiring-based CSPs.

This semantics differs in a fundamental way from the model-theoretic seman-
tics for semiring-based Constraint Logic Programming given in (Bistarelli et al,
2001) [3]. In the semantics described above (both in the hard constraints and
soft constraints cases), a constraint is taken to restrict allowable tuples, and so
conveys only negative information: a tuple not in the constraint is inadequate,
tuples in the constraint may or may not be adequate. Consequently, there exists
a unique maximal model of a set of constraints C, i.e., (A C)"V. In contrast, in
the logic programming-based semantics of [3], constraints are expressed using a
set of facts expressing known instances of the constraints, which is not assumed
to be an exhaustive set of instances; these therefore express positive informa-
tion, and there exists a unique minimal interpretation of such a set of facts, and



more generally a program; we then query to see if there exists a known common
instance (i.e., a solution) of the set of constraints. Which of the two semantics
is more appropriate will depend on the application.

3.3 Relationship with lattice-valued possibilistic logic

This logic of soft constraints is also closely related to a form of possibilistic logic
[7] which takes values in a distributive lattice, see (Dubois et al, 91) [6], and
(Dubois et al, 94) [7] section 4.3.

Let A = (A, =,0,1) be a complete distributive lattice. Define an A-possibility
distribution over set {2 to be a function 7 from (2 to A. Define the associated
A-possibility measure to be the function Poss, : 2 — A given by Poss,(X) =

Vi{r(w) : we X}

A lattice-valued possibilistic logic over FCSPs. We might embed FCSPs in propo-
sitional logic and then use possibilistic logic over lattices. Here we take a more
direct approach, defining such a possibilistic logic over the language of FCSPs.
Possibilistic logic usually involves lower bounds on the necessity values of propo-
sitions; these are equivalent to upper bounds on the possibility values of the
negated propositions, and for convenience, these are used here.

Let £ be the set of pairs (y,«) for @ € A and partial tuple y € U for some
U C V. The intended meaning of this pair (y,«) is that the possibility measure
of y is at most a. For A-possibility distribution 7 over V., U C V, partial tuple
y € U, and a € A, define 7 |= (y, ) if and only if Poss,({r € V : 2!V = y}) =
a. Therefore 7 |= (y, a) if and only if for all z such that 2!V =y, 7(x) < . For
' ACLwesay I'=EAifandonlyif | Aforall m suchthat n =T (v =T
if and only if 7 = (y, «) for all (y,a) € I'.)

Relationship with logic of partially satisfied constraints An A-constraint ¢ : V, —
A corresponds to a set of pairs ¢* C L, where ¢* = {(y,c(y)) : y € V.}. For set
of such soft constraints C, write C* = J . ¢*. A-possibility distributions 7 are
just models in the partially satisfied constraints logic defined above, and, for
A-constraint ¢, 7 |= ¢ in the soft constraint logic if and only if 7 = ¢*. Hence we
have C' = d if and only if C* |= d*. Thus deduction for lattice-valued constraints
can be considered as lattice-valued possibilistic deduction.

This result suggests the application of the more general partially ordered case
(sections 3.4 and 4) to produce a poset-valued-possibilistic logic, of a different
form to that produced by Benferhat et al., [1].

3.4 The General Partially Ordered Set Case

Here we consider the general case: where A = (4,0, 1, <) is an arbitrary partially
ordered set that has a unique minimal element 0 and a unique maximal element
1. The idea is to embed the partially ordered set into a lattice of subsets in such
a way that the ordering information is maintained, but without adding any extra



ordering of elements. Then we can use the proof procedures for the subset lattice
case to make deductions for this general case.

Let < be a partial order on set A. For B C A and v € A we write B = ~ if
every lower bound of (every element of) B is a lower bound of 7, i.e., if @ € A
is such that o < B, then o < v (where a < B iff for all 8 € B, a =< f3). Let C
be a set of A-constraints: i.e., each ¢ € C is a function from V, to A, for some
V. C V. For z € V define C(z) to be the set {c(z!"*) : c € C}.

Proposition 3. With the above notation, C' = d if and only if for all x € V,
C(x) = d(z'V?).

This proposition expresses deduction in terms of the relation =. To prove
the “if” part: if C(x) = d(x!V?) and M = C then for all x € V, M(z) < C(z) so
by the definition of =, M(x) < d(z'"*); this shows M |= d, proving C k= d. For
the converse, suppose that it is not the case that for all z € V., C(z) = d(z'"4).
Then there exists o € V and a € A such that o < C(zg) but a £ d(z}").
Define model M by M (xo) = o and for all x # z¢, M(x) = 0. It can be easily
seen that M = C but M £ d, proving that C - d.

This leads to the following result, essentially because the condition that
Npep Xp € X, is equivalent to the condition {Xs : € B} = X, (in the
subset lattice), and the proposition tells us that deduction only depends on =-.

Theorem 3. Suppose we have a function x from A to 2% for some finite set ©,
which we write as o — X,. For each c : V. — A define cX : V, — 29 to be ¢
followed by x, so that cX(y) = X.,). Let C be a set of A-constraints. Define CX
to be {cX : c € C}. Suppose further that function x satisfies the condition: for

all BC A andy € A,

B=~y < [ X3CX,.
BEB

Then C = d if and only if CX |= dX.

(Note that the the latter |= is based on models M : V — 2€.)

What this theorem shows is that if we have the appropriate property on the
embedding x then we can determine deduction of the A-constraints by using
considering deduction of the 2€-constraints; for the latter we have the results
of the previous section: a simple sound and complete proof theory which gives
rise to an efficient computational procedure given appropriate structure on the
constraints’ variables.

It is easy to find an embedding with the appropriate properties. In particular
we can define © to be A and X, to be {f € A : B < a} (see below). However,
if A is large, working with subsets of A can be computationally expensive. In
the following subsection we give a way of constructing such an embedding which
can lead to much smaller © than A.



An algorithm for embedding a partial-ordered set into a lattice of
subsets.

First we give natural sufficient conditions for the above required property on the
embedding .

Lemma 2. Suppose a— X, satisfies the following properties:

(i) a 2B < Xo C Xp;

(i) For any B C A and 6 € (\scp X, there evists a € A with § € X, C
MNoen Xo-

Then for any BC A and v € A, B= v < n,BeBXﬁ CcX,.

To prove this: because of (i), B = v can be written as: for all «, [X, C
Npep Xp implies X, C X, ]. This clearly is implied by (.5 Xg € X,. For
the converse, consider any 6 € ﬂﬁeB Xpg; by (ii) there exists a with § € X, C
Npep X so 8 € Xo C X, proving (s p Xg C X,

We will consider embeddings of a particular form. Let A’ be a subset of A.
For a € Alet X2 be the set {o/ € A’ : @’ < a}. It can easily be seen that for
any A’, the mapping o +— X7 satisfies (ii) above (using o = #), and half of
(i): if o < B then X2 C XE‘ , (by transitivity of <). Setting A’ = A — {0} (or
indeed A’ = A) we get the other half of (i): if X2 C XE‘/ then « < 3. However,
we can very often find a much smaller A’ that still satisfies both conditions (i)
and (ii) of the lemma, as shown below.

If set of elements B C A have a unique greatest lower bound a then X2 =
Npe X 5‘ . A monotonicity property also holds: for A” C A’ X4 C X /‘34 implies
XA c Xg‘” (because XA = XA N A”). This makes the construction of a
particular A" much easier: we can add elements to A’, knowing that this can’t
lead to any extra orderings X2 C X 5‘ .

Construction of a particular A’ that satisfies the desired conditions
We list the elements of A in an order compatible with =<, starting with 0, so
that oy = 0, and if a; < «a; then ¢ < j. We build up A’, element by element,
with the final set A" being Ajaj_1. We set Ag = (). For each i =0,...,|A| -1 we
will have 4; C {ao,...,a;}, with Ag C--- C A;_1 € Aj--- C A4 1. We will
also arrange that for j, &k < 1, X;‘; - X{;‘; implies o; < a. The monotonicity
property ensures that when we increase A;, this property still holds. In particular,
for each i, we just need to check that this property holds for j, k < i with either
j =1 or k = i: because for j,k < i — 1 we have by induction ij’l - Xé?,j’l
implies a; = ay, so by monotonicity, XC‘:‘]? C X;:‘; implies a; <X o.
If we have for all j, k < i with either j =i or k =1,

A

i A1 . .
X&' C Xa, ' implies o < ay,

then we can set A; = A;_1. Otherwise we add extra elements that restore the
property. The violations of this property are of two types, according to whether



j =1 or k =1i.In the former case we can restore the property by including a; in
A;; in the latter case by including «; in A;.

If Xﬁf’l - X,f,f’l for some k < i (and by the definition of the ordering we
don’t have a; < ) then we can correct this by adding «; to A;, ensuring that
X &L‘f Z X &4;, since X (’;‘j contains a; but X &413 doesn’t.

Suppose Xé?j‘l - Xff‘l for some j < ¢ such that o; A a;. Then we correct
this by adding o; to A;, ensuring that X,fji Z Xo“};.

So, in summary, we define, for each i = 1,..., A4 -1, A4 = 4,1 UY; U Z;
where we set Y; = {a;} if there exists k < ¢ with X;‘j’l - Xf,j’l; otherwise we
set Y; = (0. We set Z; to be the set of all j such that (a) j < i, (b) o A o,
and (c) Xo’?ji‘l - XaAj‘l,

The monotonicity property then ensures that, with A’ = Aj4_1, we have
X ,;4/ cX g‘/ implies o < (3, as required. As remarked earlier we have the converse,
so XA ¢ Xg‘/ if and only if @ < 8. In particular o — X/ is one-to-one.

To summarise, we have shown that this embedding o — X, when X, =
{o/ € A’ : &/ < «} satisfies the properties (i) and (ii) of the above lemma, and
hence the conditions of the theorem. So by the theorem, we can use this embed-
ding to compute consequences of sets of A-constraints, by using the proof theory
of section 3.1 applied to the lattice of subsets {X, : a € A}.

This particular construction also has the following nice property (« is said
to cover @ if i.e., a = [ and there does not exist v with o > v = f3):

Proposition 4. If (A,=,0,1) is a finite distributive lattice then A’ as defined
in the above algorithm is the set of all « € A such that there exists a unique
element 3 which o covers. We then have Xog =0, X1 = A’, and for all o, 3 € A,
Xang = Xa NXg and Xoyp = Xo U X, so that o — X, is an isomorphism
between distributive lattices.

The purpose of the construction is to produce an embedding into not too
large a set. In the worst case, when < is a total order, the set A’ is just A — {0},
so |A’] = |A| — 1. The other extreme is when A is the lattice of all subsets of a
set 2. Then A’ is the set of singleton subsets of (2, so |A'| = |2] = log, |4|.

3.5 Finding complete tuples with degree greater than o, and
finding optimal tuples

For any o € A, we can use standard FCSP algorithms to find tuples x € V sat-
isfying each constraint at least to degree . These are the tuples satisfying set of
(conventional) constraints C, = {co : ¢ € C}, where ¢ ={y € V. : c(y) = a}.
Complete tuple z € V might then be considered optimal if it satisfies C,, for
some « maximal such that C, is satisfiable; (one might also further constrain
the solutions with additional maximality criteria). Such maximal « can be found
using an iterative algorithm.



4 A Different Semantics for Partially Satisfied
Constraints

Consider partially ordered set (A,0,1, <) with A = {0,1,a,8},and 0 < o, 8 < 1,
but no order between aw and 3. Consider constraints ¢; and ¢y on a single boolean
variable given by: ¢i(a) = c2(a) = 1, c1(b) = a, c2(b) = B. With the semantics
given in the previous section, {c;, ¢} entails the constraint d given by d(a) = 1,
d(b) = 0, which states that value b is impossible. This is because, for model M,
M E ¢ if and only if M(b) <X «, and M | ¢ if and only if M(b) < 8. So
M = {c1,c2} if and only if M(b) < «, 3, hence M(b) = 0, since 0 is the only
element of A which is a lower bound for both a and (.

Now this is perfectly correct, and also reasonable if the constraints were con-
sidered as restricting possible A-valued assignments. However, often the intention
will not be precisely that: our input information may consist in the constraints
which assign elements to partial tuples, and where we are given some ordering
information between some of these elements. We can then generate the par-
tially ordered set (A,0,1,=), where A is the set of elements mentioned in the
constraints. However, these partially ordered elements may have come from an
unknown larger partially ordered set (A’,0,1, =") which extends (4,0, 1, <), i.e.,
A’ D A, and for o, 3 € A, a < 3 implies o =’ 3.

This leads to the following semantics for A-constraints. A model M is a
function from V to A’ where (A’,0,1, <’) extends (4,0, 1, <X). For A-constraint
¢, we then define M |= ¢ (M is a model of ¢, or M satisfies ¢) if for all z € V|
M(z) = c(xtVe). For set of constraints C' and constraint d we then say C' =* d
if M = d for any M satisfying every constraint in C'.

We can proceed in a similar fashion as in 3.4. Suppose BU {7y} C A and
(A’,0,1, =) extends (A4,0,1,<X). A lower bound in A’ of v is an element o € A
with o/ =</ ~. Similarly a lower bound in A’ of B is a lower bound of every
element of B. We define B =* « if for every (A’,0,1, =X’) extending (4,0, 1, <),
every lower bound in A’ of B is a lower bound of . We give two intermediate
results.

Proposition 5. Let CU{d} be a set of A-constraints. With the above notation,
C =* d if and only if for allz € V, {c(x!Ve) : c € C} =* d(zt"?).

Lemma 3. Suppose BU {v} C A. Then B =* ~ if and only if there exists
B € B with 8 < 7.

Bringing the proposition and lemma together we have

Theorem 4. Let CU{d} be a set of A-constraints. Then C =* d if and only if
for all x € V, there exists c € C with c(x'V) < d(xtV?).

This result indicates that the consequence relation =* will often be much
weaker than the consequence = defined in section 3, since =* will often be a
much weaker relation than = (the antecedents B for =* don’t interact).



Proposition 6. C |=* d if and only if for all z € Vg, {cza) : c€ C}U{z} is
unsatisfiable.

The result can be written in a different way, as this proposition shows. This
gives a computational procedure to determine the entailment C' |=* d: for each
z € V4 we check the satisfiability of a set of standard constraints. This can
be done using any of the standard methods, such as the approach described in
section 2.

The naturalness of this consequence relation depends on what we know and
don’t know about the partially ordered set. If (A4,0,1, <) is a lattice, then this
consequence relation will often not be appropriate as it can be unnecessarily
weak: this is because we are only requiring the extension to extend the ordering
relation =<, whereas it is often natural to only consider extensions that also
extend V and A; for example, one might expect that a statement that (for a
constraint ¢) ¢(y1) is the greatest lower bound of ¢(y2) and ¢(ys) should not just
hold in A, but in any extension we consider.

This will lead to =* just being = and consequence being the same as that
defined in section 3. However, this suggests that sometimes a richer representa-
tion of a partially ordered set may be appropriate, for example, as A = (4,0, 1, <
, A\, V) where A and V are partial operations on A: they are only defined for some
pairs of elements. When aA 8 is defined, the result should be the greatest lowest
bound not only in A but in any extension of A; extensions A’ should extend
these partial functions as well as the ordering relation. We can then apply the
same approach as used above, but based on only these extensions.

This extra structure can be used, for example, to define mutual exclusivity
between elements in A: a« A 3 = 0, so that a constraint ¢ with ¢(y) = « and a
constraint d with ¢(y) = 8 will jointly imply that y is impossible: M (y) = 0.

5 Summary

It has been shown that a logical formulation of finite CSPs, involving a semantics,
proof theory and computational procedures, generalises in a very simple way to
a logic of partially satisfied constraints. This formalism allows one to reason
with soft constraints that assign arbitrary partially ordered degrees to tuples,
representing the degree that the tuple satisfies the constraint.

In the case where the partially ordered set is a distributive lattice, the
logic can be viewed as a lattice-valued possibilistic logic of constraints, and
has the same consequence relation as that generated by idempotent semiring-
based CSPs. The logic can therefore be considered as giving a new semantics for
idempotent semiring-based CSPs.
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