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Abstract

Spatial reuse TDMA is a collision-free access scheme
for ad hoc networks. The idea is to let spatially sepa-
rated radio terminals reuse the same time slot when the
resulting interferences are not too severe. In this paper
we describe the properties a distributed STDMA algo-
rithm must have to be efficient, and describe the first
step towards such an algorithm. Furthermore, we eval-
uate this first step and show that it can give the same
capacity as a a centralized reference algorithm.

1 Introduction

There are many situations where a fixed communication
infra-structure cannot be relied upon for wireless com-
munication, and where self-configurable networks must
be deployed quickly, e.g., emergency relief or military
networks. Common features of these networks are that
they are not pre-planned, and area coverage is achieved
by letting the radio units relay the messages, i.e. mul-
tihop networks. These kind of networks are often re-
ferred to as ad hoc networks. One of the most challeng-
ing problems in ad hoc networks is to guarantee Quality
of Service (QoS).

One problem in a radio network is the interferences
caused by simultaneously transmitting nodes. An im-
portant issue is therefore to design the medium access
control (MAC) that controls the use of the channel.

An interesting MAC protocol that has great poten-
tial for QoS is spatial reuse TDMA (STDMA), which
is an extension of TDMA. In STDMA the capacity
is increased by spatial reuse of the time slots. An
STDMA schedule describes the transmission rights for
each time slot. Different algorithms for generating
STDMA schedules have been proposed [1, 2, 3, 4].

However, in an ad hoc network, the nodes will be

moving, and a schedule that is conflict-free at one mo-
ment will probably not be that later. Therefore the
STDMA schedule must be updated whenever some-
thing changes in the network. This can be done in a
centralized manner, i.e. all information is collected into
a central node which calculates a new schedule [3, 4, 5].
Unfortunately, for fast moving or large networks this is
usually not possible — by the time the new schedule
has been propagated to all nodes it is already obsolete
due to node movements.

Another way to create STDMA schedules is to do
it in a distributed manner [1, 2], i.e. when something
changes in the network, only the nodes in the local
neighborhood of the change act upon it and update their
schedules without the need to collect information into a
central unit.

In this paper we describe the properties a distributed
STDMA algorithm must have to be efficient and de-
scribe a basic algorithm that is the first step towards
such an algorithm. Furthermore, we evaluate this al-
gorithm and show that it can give the same capacity as
a centralized reference algorithm. We also show that for
the limited information case we do get a decrease in ca-
pacity, however, part of this capacity loss can probably
be regained by using better traffic adaptivity.

We use an interference-based model for STDMA
scheduling as suggested in [4].

2 Network Model

Here we describe the interference based model of a ra-
dio network. The network is represented by a set of
nodes� and the link gain���� �� between any two dis-
tinct nodes���� ���, � �� �.

For simplicity we assume isotropic antennas and that
all nodes use equal transmission power.

For any ordered pair of nodes,�� �� ���, where�� is the
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transmitting node and�� �� ��, we define the signal-to-
noise ratio (SNR),��� , as follows

��� �
� ���� ��

��

� (1)

where� denotes the power of the transmitting node� �,
and�r is the noise power in the receiver. For conve-
nience, we define��� � �, corresponding to the phys-
ical situations of a node not being able to transmit to
itself.

We say that the pair���� ��� forms alink, ��� ��, if the
SNR ��� is not less than a communication threshold,
�� . That is, the set of links in the network,�, is defined:

� � ���� �� � ��� � ��� . (2)

For a set of links,	 � �, we define thetransmitting
nodes:


T��� � ��� � ��� �� � 	� .

For any link,��� �� � 	, we define theinterference at
node�� as follows

����� �� �
�

����T������

����
� ��� (3)

Furthermore, we define thesignal-to-interference ratio
(SIR):

�	��� �� �
������ ��

�� � ����� ��
� (4)

We assume that any two radio units can communi-
cate a packet without error if the SIR is not less than
a reliable communication threshold,�
. A schedule�
is defined as the sets��, for � � 	� 
� � � � � � , where�
is the period of the schedule. The sets�� contain the
links assigned time slot�. A schedule is calledconflict
free if the SIR is not less than the threshold�
 for all
receiving nodes in all sets��.

Furthermore, we assume that a node cannot transmit
more than one packet in a time slot and that a node can-
not receive and transmit simultaneously in a time slot.

STDMA algorithms generally are of two types; trans-
mission rights have been scheduled either to nodes or
links. In the first case, only the sender is determined in
advance, in the second, both sender and receiver.

In this paper we concentrate on link assignment, of-
ten referred to as link activation. This is mainly done
because link activation can handle advanced nodes with
abilities like power control and adaptive antennas more
intuitively (and efficiently).

3 Desired properties

In the following we list some of the desired properties
of a distributed algorithm.

1. No central control, the algorithm is run in parallel
in every node in the network. This is necessary if
we want a robust system that can handle the loss
of any node and it is the basic meaning of the term
distributed.

2. Only local information is exchanged and needed,
i.e. the information propagation must be limited.
The other corner stone of the term distributed. We
do not make any specific definition on the term lo-
cal, except that global information about the net-
work is not needed.

3. Local adaptation to topological and traffic
changes must be possible. (Ripples are permitted
if the probability of updates decrease with distance
from the change.) An addition to the previous two
assumptions that prevents ”unstable” algorithms.

4. The algorithm should be able to efficiently handle
large changes in the number of nodes and density
of the network. (With efficiently we mean that it
should not just be able to create a valid schedule
but also perform close to the results of a central-
ized algorithm in a number of very different sce-
narios).

5. Adaptivity to traffic, the algorithm should be able
to adapt to the different needs of the different links.
There is considerable variation of traffic over the
different links of the network, due to the relaying
of traffic in multi-hop networks. An STDMA al-
gorithm must adapt to this in order to be efficient
[4].

6. Using an interference-based network model. The
graph-based network model is currently the most
used network model for ad hoc-networks. How-
ever, this model does not reflect reality suffi-
ciently well in many of our scenarios. In fact,
in order to use a graph-based model we need to
be more ”careful” in our scheduling, resulting in
much lower efficiency. Furthermore, a graph-
based model has more difficulty in handling prop-
erties 7 and 8.

7. The algorithm should adapt to the level of mobility.
In relatively static network we can get a very good
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picture of the situation, e.g. precise path losses and
power levels which could be used to make a more
efficient schedule. In a high mobility network all
information that may be possible to transmit can
be the existence of neighbors, and the algorithm
should perform well under these circumstances as
well.

8. The algorithm should handle (exploit) heteroge-
neous nodes in the network. Some nodes have
more advanced abilities than others, e.g. adaptive
antennas, able to use variable data rate, lower noise
levels and similar abilities.

Although several distributed STDMA algorithms ex-
ists, most of these have been designed with the purpose
to give an acceptable solution, rather than a solution that
utilizes the channel as efficiently as possible under dif-
ferent situations. None of the existing STDMA algo-
rithms fulfill these desired properties.

A systematic approach to the design of STDMA al-
gorithms is lacking. What is an efficient schedule in
a specific scenario? How is such a schedule created?
Exactly which information is needed and how much in
each case?

We know that the more information about the net-
work we have, the better schedules we can create
thereby increasing the total capacity of the network,
but increasing information also increases the overhead.
Therefore, this means that,the amount of information
the algorithm passes between the nodes should vary de-
pending on the situation.

In the next section, we will describe a basic algorithm
that creates an efficient schedule with given local infor-
mation about the network. The algorithm does not care
how it receives the information, it only acts upon the
information it has received.

This basic algorithm is then used to investigate the
efficiency of schedules created with different amount of
information, ranging from complete information to just
basic graph information.

In further work, we will develop methods to con-
vey the appropriate network information and investigate
how much this will cost in overhead. This can be used
to develop a complete algorithm that includes the con-
trol information and which gives as efficient schedules
as possible in every situation.

4 The Algorithm

This section gives a description of the algorithm. In
short it can be described with the following steps.

	 Nodes that have entered the network exchange lo-
cal information with its neighbors.

	 The node/link with highest priority in its local sur-
roundings assigns itself a time slot.

	 The local schedule is then updated and a new
node/link has highest priority. This process is then
continued until all slots are occupied.

We will include traffic sensitivity through the link
priorities, i.e. a link that has need of many time slots
will more often have high priority than a link with low
priority.

In the following we assume that each link has a given
schedule length� . This length is not necessarily the
same length in all parts of the network and it may
change over time but this will not change the basic func-
tionality of the scheduling process.

The STDMA algorithm is run in parallel for each
link. i.e. each link can be considered a separate pro-
cess which is run at the receiving node of the link, i.e.
each node will run a process per incoming link. These
processes can be in three modes, either the link process
is active, waiting, or asleep.

	 Active: In this mode the link has the highest pri-
ority in its local neighborhood and it will subse-
quently assign itself a time slot. For simplicity we
assume a random choice if more than one time slot
is possible. A link process is in this mode when
there exists unused slots or when the link’s share
of the time slots in its local neighborhood is too
low. In the latter case, it can steal time slots from
other links. We later describe under which con-
ditions this may be permitted. Information about
which time slot is chosen and the links new pri-
ority will be transmitted to its local neighborhood.
After this the link process can stay in active mode
or change into one of the others.

	 Waiting: In this mode a link wants to assign itself a
time slot, but another link has higher priority. The
link will wait on its turn. However, since time slots
are taken by active users, the link may change into
asleep mode instead, if all time slots are taken and
the link does not have the right to steal slots.
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	 Asleep: In this mode, there are no available slots
for the link and it simply waits for a change of the
network, either in topology or in traffic levels.

In this paper we assume that the receiver does the
assignment. However, the sender could do this instead
with minimum changes.

Eventually, parts of the schedule will not be valid due
to mobility. A receiver which detects conflicts will drop
the time slot. This might then result in thefts of another
slot (or even the same).

Link Priority

Link priority decides in which order the links may at-
tempt to assign themselves a time slot. This figure can
depend on many things, but the most important will be
the number of time slots��� the link is assigned and
the traffic of the link��� . Since both these values are
changing this also results in a constantly changing link
priority.

The priority value of a link��� �� will be ���
���

, where
the lowest value has the highest priority. The links with
the highest priority (lowest value) will then be the links
which limits the maximum throughput of the network.
The network throughput will not rise above zero until
all links with traffic levels above zero have received at
least one time slot. An obvious consequence of this is
that all links in a local neighborhood will receive at least
one time slot before some of the links receive more than
one slot. This will for example be the case when a new
schedule is initiated.

Theft of time slots

Sometimes the relative traffic levels will change in a
local area (or other changes take place) resulting in a
situation where a link has a smaller proportion of time
slots than its priority value merits. If there are free slots
the link may assign itself slots until it is on a similar
level as its surrounding links. However, if no time slots
are free, the link sometimes have the possibility to steal
time slots from other nodes.

The policy for time slots in the case of free time slots
is always that the link which limits the throughput will
be the one that receives an extra time slot. This is also
the case when a link is permitted to steal a time slot,
when stealing a time slot the total network throughput
must increase.

This means that a link only is permitted to steal a link
from another if the priority value of the stealing link is
lower than the other links priority valueafter the loss of
a time slot, i.e.

���
���

�
��
 
 	

��

�

Limited information

The interference-based model is included mainly by
which information is transmitted and its method for de-
termining when links can transmit simultaneously. We
use the notationlocal neighborhood of a link ��� �� to
mean those links that will be taken into consideration
when the link determines whether it can transmit si-
multaneously with all other assigned links. Links out-
side the local neighborhood will not be considered and
therefore no information about these links are assumed.
A remaining issue is then exactly what information the
algorithm needs in order to do the scheduling. We need
the following:

	 Interference - Received Power We have an esti-
mate of the interference from all other transmitters
��. However, if the interference level from a trans-
mitter is below a valueÆ� it is set to zero, i.e. we
assume that such node does not affect each others.
If Æ� is set to zero we do in fact have all informa-
tion about the network. We define theInterference
threshold �� to beÆ����.

	 Local Schedule We also need information of how
much more interference can be handled by the as-
signed receivers.

	 Priorities A node needs to know when it should
be active. It also needs to know if a node in the
neighborhood is asleep, since such nodes are not
considered.

With this information we have sufficient information
for both sender and receiver to determine when to be
active and which time slots that can be assigned.

The only further information required is that the
sender informs the receiver which slots that are avail-
able for the transmitter to use without causing too much
interference. The receiver can then assign the time slot.
Information about this is then propagated to the local
neighborhood.
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5 A First Evaluation

In this section we will compare the described algorithm
with an existing centralized algorithm [5]. One impor-
tant property of this algorithm is that it is traffic adap-
tive. This means that each link receives a number of
time slots in direct proportion to the traffic flowing over
it.

The comparison will be done for two networks with
three different levels of information, i.e. we will use
three different�� . First we use�� equal to zero which
is the case when we have the same information as the
centralized algorithm. We then use higher value to see
how much capacity is lost when the information is lim-
ited. We have not implemented the theft of time slots
part since this will mostly be useful in a mobile sce-
nario.

We use the schedule length given by the centralized
algorithm as input frame length for the distributed al-
gorithms. This frame length is known to be sufficiently
long to give efficient traffic compensation.

The two networks considered are of size 10 and 20
nodes, respectively.

Network 10 Network 20
cent. 0.638 0.636
�� � � 0.638 0.636
�� � 
��� 0.638 0.468
�� � ��� 0.638 0.463

Table 1:���� for different�� compared to the central-
ized algorithm.

As can be seen, for the full information case the dis-
tributed algorithm generates schedules with the same
capacity as the centralized approach. This is an impor-
tant property, since this means that we do not lose any-
thing when we use distributed algorithms in terms of
capacity. The gain in robustness is significant, though.

For the case with limited information we do neces-
sarily have conflict-free schedules. Due to interference
from nodes far away, we end up with a SIR below�

for some receivers. In order to handle these nodes we
assume that they have the ability to decrease their data
rate so that conflict-free transmission is possible even
in these cases. For simplicity we assume that the avail-
able data rate is linearly dependent on the SIR close to
the �
 threshold. For the small network this does not
cause a problem but for the larger network we do get a
decrease of the capacity.

This decrease in capacity occurs because some (few)
links have a decrease in SIR in most of their assigned
time slots. Traffic sensitivity gives each link time slots
in proportion to the traffic on the link, with the as-
sumption that all assigned time slots can be used at full
rate. This will have the consequence that the decrease
of rate on a single link will decrease the throughput of
the network. Therefore, a better estimation of link pri-
ority, where the data rate is included, would probably
make the capacity loss due to limited information much
smaller.

6 Conclusions

In this paper we have developed a distributed slot al-
location algorithm and evaluated it compared to a cen-
tralized reference algorithm. The distributed algorithm
have been shown to generate very efficient schedules,
with capacity equal to that of the centralized algorithm.
For the limited information case we do get a decrease in
capacity, however, part of this capacity loss can proba-
bly be regained by using better traffic adaptivity.
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