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Abstract

This paper presents a new methodology to retrieve slant-range velocity estimates of moving targets inducing Doppler-

shifts beyond the Nyquist limit determined by the pulse repetition frequency (PRF ). The proposed approach exploits

the linear dependence (not subject to PRF limitations) of the Doppler-shift with respect to the slant-range velocity, at

each wavelength. Basically, we propose an algorithm to compute the skew of the two-dimensional spectral signature of a

moving target. Distinctive features of this algorithm are its ability to cope with strong range migration and its e�ciency

from the computational point of view. By combining the developed scheme to retrieve the slant-range velocity with a

methodology proposed elsewhere to estimate the velocity vector magnitude, the full velocity vector is unambiguously

retrieved without increasing the mission PRF . The e�ectiveness of the method is illustrated with simulated and real

data. As an example, slant-range velocities of moving objects with velocities between 6 and 12 times the Nyquist velocity

are estimated with accuracy better than 3%.
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I. Introduction

A moving target induces in the synthetic aperture radar (SAR) returned signal a Doppler-shift and

a Doppler-spread in the slow-time1 frequency domain [2]. Most techniques proposed in the recent

literature to image moving targets and estimate their velocity parameters take advantage of this

knowledge e.g., [3], [4], [5], [6]. Assuming a broadside geometry, the cross-range and slant-range

velocities of a moving target are responsible for the spread and for the Doppler-shift, respectively,

both in the slow-time frequency domain. Given a pulse repetition frequency (PRF ), the Doppler-shift

fD = 2vx=�, where vx is the target slant-range velocity and � is the signal wavelength, is con�ned to

�PRF
2

< fD �
PRF

2
: (1)

If the received signal is aliased (i.e., the induced Doppler-shift exceeds PRF=2) it has been generally

accepted that the true moving target slant-range velocity cannot be uniquely determined using a single

antenna and a single pulse scheduling [7], [8]. Classical solutions to process such targets with a single

�This work was supported by the Funda�c~ao para a Ciência e Tecnologia, under the project POSI/34071/CPS/2000.
1Herein, we follow Soumekh's terminology (see [1, Ch. 2]) according to which the cross-range coordinates and the round-trip

time are termed slow-time and fast-time domain, respectively. This terminology stems from the fact that the motion of the radar

platform is much slower than the light speed at which the transmitted and backscattered pulses propagate.



antenna consist in increasing the PRF [7] or, alternatively, in using a non-uniform PRF as proposed

in [8] and [9]. Increasing the PRF shortens the unambiguous range swath and increases the memory

requirements to store the received signal. The use of a non-uniform PRF requires a non-conventional

pulse scheduling. Moreover, non-uniform sampling introduces complexity in image reconstruction

algorithms.

The approach herein proposed to estimate the slant-range velocity of moving targets with velocities

above the Nyquist limit takes advantage of the linear dependence of the Doppler-shift on the slant-

range velocity, at each fast-time frequency. In the two-dimensional frequency domain, a moving target

echo exhibits a skew not subject to PRF limitations. In [10] this fact has already been exploited

to retrieve the spectral support of SAR signals, with application to low contrast ground scenes in

spaceborne SAR. In these scenarios the ground behaves as a moving target due to the earth rotation

relatively to the radar platform. The technique proposed therein works by applying a linear regression

on the estimated Doppler centroids at each fast-time frequency. The problem that we are dealing with

in this work cannot be solved by the same technique, because we are interested in returns from near

point-like moving targets (e.g., many man-made objects), relatively to the ground. Even after digitally

spotlighting2 the moving target signatures [1], the ground echoes exhibit su�cient power to corrupt

the estimates given by spectral centroid type estimators. In this paper we present a technique able to

cope with this scenario. For scenes with high signal to clutter ratio (SCR) the proposed estimator is

e�ective, even when the ground echoes are completely superimposed, in the frequency domain, on the

moving objects echoes.

This paper is organized as follows. In section II we review basic properties of moving target echoes

in SAR and present the proposed methodology to retrieve unaliased estimates of the slant-range

velocity. In section III we show results taking real and simulated data to illustrate the e�ectiveness

of the proposed scheme. In appendix we derive expressions supporting the main text and compute

theoretical bounds.

2i.e., cropping small areas of focused or roughly focused scenes.



II. Proposed Aproach

In [3], [11] we have shown that the returned echo A(ku; k) from a moving target takes, in the

slow-time frequency domain3 ku and fast-time frequency domain k � 2�=�, the shape of the two-way

antenna radiation pattern g according to

A(ku; k) / g

�
1

2�
(ku � 2k�)

�
; (2)

where � � (1 + vy=V ) and � � vx=V denote, respectively, the moving target relative cross-range and

slant-range velocities, with respect to the sensor velocity V . Relatively to a static target, the shape

g becomes shifted by 2k� and expanded by 2�. If the transmitted pulse has bandwidth B, then k is

con�ned to

kmin
�= �

�B

c
+ k0 < k � k0 +

�B

c
�= kmax; (3)

where k0 � 2�=�0, �0 is the carrier wavelength, and c is the propagation speed. For a moving target

with relative slant-range velocity �, we see from expression (2) that the support of the returned signal

S(ku; k) exhibits a slope of 2� with respect to the k axis, as illustrated in Fig. 1. In this �gure,

kuend and kustart denote the Doppler-shifts at the fast-time frequencies kmax and kmin, respectively. We

conclude then that

� =
kuend � kustart
2(kmax � kmin)

; (4)

regardless of the PRF . In the absence of electronic noise and ground clutter, kuend and kustart could

k

ku

kmin kmax

kuend

kustart

ku=
2k

k0

Fig. 1. Domain of the returned signal from a moving target with relative range velocity �.

be inferred using a simple centroid technique. This solution cannot, however, be applied in the case of

ground moving targets, because the returned signal co-exists with clutter returns in the 2D spectrum.

The weight of the clutter can be reduced by spotlighting the moving target area, after focusing with

approximated moving target parameters (e.g., static ground parameters). However, the spotlighted

area cannot be made arbitrary small because moving targets are defocused, for we use approximated

3In classical SAR jargon, ku is termed Doppler domain.



moving target parameters in focusing the SAR image. As an illustration of the spotlight region

dimensions see Fig. 8in the Estimation Results section, where the static ground appears focused and

two moving vehicles appear strongly blurred, thus occupying a larger area than their actual dimensions.

We show in appendix that if the number of the ground scatterers is large, none is predominant, and

they are uniformly distributed within a wavelength, then the correlation of the static ground returns,

in the (ku; k) domain decays very quickly in both dimensions. Concerning moving targets, the same

is not true, as it will be seen in the next subsection. Thus, the signal echoed by moving targets have

statistical properties quite di�erent from those of the clutter. In this work we will exploit these distinct

properties to derive a methodology to unambiguously estimate moving target slant-range velocities.

The received signal from a moving target in the 2D Fourier domain (ku; k), after pulse compression,

is given by [3], [11]

Sm(ku; k) = jP (!)j2A(ku; k)fme
�j

q
4k2�( ku

�
)
2
X
e�j

ku

�
Y ; (5)

where P (!) is the Fourier transform of the transmitted signal, fm is the moving target complex

reectivity, (X; Y ) are the motion transformed coordinates (see [1, Ch. 6.7] for more details), and

� =
p
�2 + �2 is the relative speed of the moving target with respect to the radar.

The correlation function RSS(�ku; k1; k2) between Sm(ku; k1) and Sm(ku; k2) with respect to ku is

RSS(�ku; k1; k2) =
Z +1

�1

Sm(ku; k1)S
�

m(ku ��ku; k2)dku: (6)

From (2) we can write A(ku; k1 +�k) = A(ku � 2�k�; k1). Using this fact and after some algebraic

manipulation, we are lead to

RSS(�ku; k1; k1 +�k) �

jP (!1)j2jP (!2)j2jfmj2e
�j

h
�ku
�

Y�

�
2�k�

�k2
u

4(k1+�k)�
2

�
X

i

�
Z +1

�1

A(ku; k1)A
�(ku � 2�k���ku; k1)e

j�dku; (7)

where !1 = k1c, !2 = k2c, �k = k2 � k1, and

� =
2ku�ku

4(k1 +�k)�2
X: (8)

If phase � has an excursion smaller than � in the Doppler interval equivalent to the antenna band-

width, the last line of (7) is a correlation between A(ku; k1) and A(ku � 2�k�; k1), with respect to

ku, computed at �ku. Correlation RSS(�ku; k1; k1 +�k) exhibits a maximum linearly dependent on

�k by a factor of 2�. The maximum relative slant-range velocity that can be estimated using this

methodology is thus imposed by the above referred restriction on phase �. Considering that the maxi-

mum magnitude of the correlation RSS occurs at �ku = 2�k�, the antenna bandwidth is Bu, and the



relative velocity is � � 1, then the relative slant-range velocity that can be estimated is bounded by

j�j <
(k +�k)�

Bu�kX
: (9)

Bound (9) can be made larger by compensating in (5) the dependency on X using the target area ap-

proximate slant-range coordinates; i.e., multiplying signal Sm(ku; k) in (5) by expfj
q
4k2 � (ku=�0)2X

0g

where X 0 is the target approximate slant-range coordinate in the unfocused image and �0 � 1. In this

way, phase �, although not completely compensated, will exhibit a smaller excursion.

As a numerical example of bound (9), let us consider the AER-II SAR system parameters mentioned

in [12] and an error of 50m in the slant-range coordinate X of the moving target. Assuming the Transall

aircraft cruise speed of 495 km/h, the maximum unambiguous velocity is approximately 200km/h,

which is su�cient for most man made ground vehicles.

Another possibility to make the limit (9) less tight consists in partitioning the overall pulse-bandwidth

into smaller bands, and computing � by averaging the estimates of all bands.

In deriving (7) we have assumed that the antenna pattern A(ku; k) does not depend on the wavenum-

ber k in the pulse bandwidth interval. This is valid for planar antennas [1, Ch. 6.3]. In the case of

a curved radar aperture the antenna pattern depends on k. Nevertheless, this dependency does not

invalidate the concepts just presented as its e�ect does not occur in the Doppler domain.

A. Proposed methodology

We have just concluded that the maximum magnitude of the correlation between Sm(ku; k1) and

Sm(ku; k2) occurs at �ku = 2�k� (assuming that phase � excursion is smaller than �). This fact

could be used to derive a maximum likelihood estimator of �. However, the signal Sm depends

on the unknown parameters (X; Y; �; A(ku; k)), besides the parameter � in which we are interested.

This introduces complexity in the maximum likelihood approach. For this reason we adopt herein a

suboptimal solution that is simpler and, nevertheless, e�ective.

In a realistic SAR scenario the received signal moving target echoes are contaminated with the

returns from the clutter and the electronic noise. Thus, the received signal S(ku; k) can be written, in

the Fourier domain, as

S(ku; k) = Sm(ku; k) + S0(ku; k); (10)

where S0 is the term due to the clutter plus the electronic noise. To reduce the e�ect of S0 we propose

a digital spotlight operation applied in the spatial domain as suggested in [13]. Based on the analysis

made in the previous subsection we present the following methodology to unambiguously compute �:

1) Estimate a rough location of the moving targets using one of the strategies proposed in recent

bibliography (see, e.g.,

[1], [5], or [14]).

2) Process the SAR raw-data as if there were only static targets. The ground appears focused and the



moving targets appear smeared, defocused and misplaced.

3) For each detected moving target:

3.1) Digitally spotlight the moving target image in the spatial domain and re-synthesize its signature

back to the (ku; k) domain as described in [1], obtaining the signal Ŝm(ku; k) = Sm(ku; k)+S0R(ku; k),

where S0R denotes the remaining noise after the digital spotlight operation (examples of spotlight

regions are given in Fig. 8 in the Results section).

3.2) Compensate phase � using the target approximate slant-range coordinateX 0, and approximate ve-

locity magnitude �0 = 1. This is accomplished via multiplying Ŝm(ku; k) by expfj
q
4k2 � (ku=�0)

2
X 0g.

If a more accurate phase compensation is needed, � can be estimated using the algorithm suggested

in [13].

3.3) Compute the correlation RŜŜ between Ŝm(ku; k0) and Ŝm(ku; k) for a set of discrete wavenumbers

within the transmitted pulse bandwidth. We obtain then

RŜŜ(�ku; k0; k) = RSS(�ku; k0; k) +RNN (�ku; k0; k)

+RSN(�ku; k0; k) +RNS(�ku; k0; k): (11)

Terms RSS and RNN denote the moving target and clutter-plus-noise autocorrelations, respectively.

Terms RNS and RSN denote the crosscorrelations. The last three terms are expected to have insignif-

icant values when compared to RSS. As shown in (7), RSS shall display a maximum for each k at

�ku = 2(k � k0)�. In order to have independent clutter samples the sampling interval in the Fourier

domain should be large enough (see expressions (21) and (22) in Appendix I).

3.4) Perform a linear regression on the ordinates corresponding to the maximum values of RSS to

estimate � and subsequently compute the target slant-range velocity.

Notice that the suggested scheme does not require the knowledge of the parameters Y , �, or A(ku; k).

It just needs an approximate value of X to estimate �. To estimate the cross-range component of each

moving target, we suggest the combination of the scheme herein proposed to estimate � with the

methodology presented by Soumekh in [1] to estimate � =
p
�2 + �2. With the two quantities � and

� at hand, the estimation of � is straightforward.



TABLE I

Mission parameters used in simulation.

Parameter Value

Carrier frequency 9 GHz

Chirp bandwidth 250MHz

Altitude 12Km

Velocity 637Km/h

Look angle 200

Antenna radiation pattern Raised Cosine

Oversampling factor 2

III. Estimation Results

The scheme proposed in the previous section is now applied to synthetic data and real data from

the MSTAR data public collection [15]. The synthetic data set contains seven moving targets, all

with cross-range velocities several times above the Nyquist limit. The experiments with MSTAR data

include clutter from Hunstville-Alabama and two BTR-60 transport vehicles with simulated movement.

A. Synthetic Data

The synthetic data set includes six point-like targets and an extended target with dimensions of 6

meters in slant-range by 2 meters in cross-range. The extended target is simulated by using twelve

point-like targets, all with the same reectivity. The signal-to-clutter ratio (SCR) is set to 23dB.

The mission parameters are presented in Table I. The moving targets trajectory parameters are

summarized in Table II. Targets numerated from one to six are point-like targets, whereas target

number seven is the extended moving target. The last column of this Table displays the ratio between

the moving target slant-range velocity magnitude jvxj and the maximum slant-range velocity allowed

by the mission PRF , vmax. Notice that all the moving targets have slant-range velocities several times

larger than the Nyquist velocity. Figure 2 shows the moving targets positions and their respective

velocities. Each velocity vector is represented by an arrow with length proportional to the velocity

magnitude.

Figure 3 presents the target area image focused using the wavefront reconstruction algorithm [1]

with static ground parameters. As expected, all the moving targets appear misplaced and blurred.

To detect the moving targets we �rst apply high-pass �ltering in the (ku; k) domain with stop-band

adjusted to �lter out static targets and then perform imaging using static ground parameters. The

resulting moving target indication (MTI) function is presented in Fig. 4, where we can see that all

moving targets are detectable. This is a very simple scheme to detect moving targets, similar to that



TABLE II

Moving targets parameters.

Target x0 y0 vx vy
jvxj

vmax

[m] [m] [km/h] [km/h]

1 -64 -64 -13.2 -36 2.5

2 0 -64 -26.5 -36 5

3 64 -64 -52.9 -36 10

4 -64 +64 13.2 36 2.5

5 0 +64 26.5 36 5

6 64 +64 52.9 36 10

7 0 0 52.9 0 10

x-x  [m]

y [m]

(-64,64) (0,64) (64,64)

(-64,-64) (0,-64) (64,-64)

(0,0) c

Fig. 2. Simulated positions and velocities of moving targets. The slant-range coordinates are recentered at the central

slant-range coordinate xc. The velocity vector of each target is represented by an arrow with length proportional

to the velocity magnitude.



-128 128

256

-256

range [m]

cr
os

s-
ra

ng
e 

[m
]

1
2

3

4

5

6

7

Target area focused with static ground parameters

0

0

Fig. 3. Reconstructed SAR image with static ground parameters. Moving targets appear defocused and misplaced.

-256

256

-128

128
cross-range [m] range [m]

15

3

6

4

7

2

Fig. 4. Moving target indication (MTI) function after static ground �ltering.

proposed by Freeman in [5]. The proposed MTI, in spite of being very simple, yields good results even

for moving targets with slant-range velocities multiple of the Nyquist velocity, as far as the respective

two-dimensional spectrum exhibits a non-negligible skew. In low SCR and low skew scenarios the

moving target detection demands more sophisticated algorithms such as those proposed in [11], [12]

[13], or [16], at expense of higher computational complexity.

For illustration purposes, we show in Fig. 5a) and Fig. 6a) the magnitude of the digitally spotlighted

signatures of point-like target 3 and extended target 7, respectively.

In Fig. 5b) and Fig. 6b) we show the resulting data after performing the proposed correlation. A

straight line results clearly visible in the two cases, although in the case of the moving target 7 the

interaction between the multiple scatterers that compose the object causes the amplitude to uctuate.
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Fig. 5. a) Moving target 3 signature in the (ku; k) domain after the digital spotlight operation. b) The maximum of

the proposed correlation changes linearly with the fast-time frequency as predicted.

TABLE III

Slant-range velocity estimation results (SCR=23dB).

Target vx[km=h] v̂x[km=h] error

1 -13.2 -13.25 0.4%

2 -26.5 -26.69 0.6%

3 -52.9 -53.21 0.6%

4 13.2 13.24 0.3%

5 26.5 26.26 0.9%

6 52.9 52.5 0.7%

7 52.9 53.03 0.3%

The slope of the resulting lines is estimated by means of a linear regression. Table III presents the

slant-range velocity estimates for all the moving objects in the scene. All the estimated velocities have

better accuracy than 1%, and can be used to retrieve the true Doppler interval where the moving

target signature belongs.

To estimate the full velocity vector we combined the unaliased estimates of the slant-range velocity

herein obtained with the estimates of the relative speed � measured as proposed by Soumekh in [1].

Table IV presents the resulting full velocity vector estimates, illustrating the usefulness of this method.

With respect to the estimation of the velocity vector norm, the accuracy is better than 2%.
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Fig. 6. a) Extended moving target 7 signature in the (ku; k). domain after the digital spotlight operation. Bottom:

Result from the proposed correlation. The maximum exhibits a uctuation due to the interaction between the

multiple scatterers that compose the object.

TABLE IV

Complete velocity vector estimation by joining two methodologies (SCR=23dB).

Target (vx; vy)[km=h] (v̂x; v̂y)[km=h]

1 (-13.2,-36) (-13.25,-35.53)

2 (-26.5,-36) (-26.69,-35.78)

3 (-52.9,-36) (-53.21,-32.9)

4 (13.2,36) (13.24,32)

5 (26.5,36) (26.26,38.8)

6 (52.9,36) (52.5,37.33)

7 (52.9,0) (53.03,1.54)

B. Real Data

In this subsection we apply the proposed strategy to real data from the MSTAR public collection.

The clutter scene is taken from Huntsville, Alabama. The moving objects are two BTR-60 transport

vehicles with simulated movement. The optical and X-band images of this type of vehicle are presented

in Fig. 7. The mission parameters for the MSTAR data are presented in Table V.

Table VI details the moving targets velocities and coordinates. The SCR is roughly set to 23 dB.

Notice that the slant-range velocities of both targets induce Doppler-shifts corresponding to 6 and 12

times the maximum unambiguous value imposed by the used PRF . The resulting data was focused

using the wavefront reconstruction algorithm with static ground parameters. The obtained image is



a) b)

Fig. 7. BTR-60 Transport vehicle a) optical; b) X-band.

TABLE V

Mission parameters used with real data from MSTAR.

Parameter Value

Carrier frequency 9.6 GHz

Chirp bandwidth 250MHz

Altitude 12Km

Velocity 637Km/h

Look angle 150

Antenna radiation pattern Raised Cosine

Oversampling factor 2

TABLE VI

BTR-60 Transport vehicle trajectory parameters.

Target x0 y0 vx vy
jvxj

vmax

[m] [m] [km/h] [km/h]

1 75 220 29.85 36 6

2 180 122 59.69 7.2 12
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Fig. 8. Scene from Hunstville - Alabama, where two moving BTR-60 transport vehicles are superimposed. The slant-

range velocity of the vehicle on the left exceeds the Nyquist limit by 6 times, whereas the vehicle on the right exceeds

that velocity by 12 times. They appear defocused and misplaced as expected.

TABLE VII

Slant-range velocity estimation results (SCR=23dB).

Target vx[km=h] v̂x[km=h] error

1 29.85 29.05 2.7%

2 59.69 61.24 2.6%

presented in Fig. 8, where the moving objects appear defocused and misplaced as expected.

Each moving object signature was digitally spotlighted in the spatial domain and resynthesized back

to the (ku; k) frequency domain as proposed in [13]. The resulting resynthesized signature in the (ku; k)

domain is presented in Fig. 9 for illustration purposes only.

The maxima of correlation (7) is shown in Fig. 10b). It varies linearly with the fast-time frequency

as predicted, although exhibiting local correlation due to the interaction between the large number

of scatterers that compose the BTR-60 vehicle. Nevertheless, the resulting velocity estimates are still

very accurate (see Table VII).

As we did in the previous subsection, we used both estimates of � and � to retrieve the full velocity

vector. Table VIII shows the obtained results. The accuracy with respect to the estimation of the

velocity vector norm is better than 4%.

C. Monte Carlo results

Figure 11 plots the standard deviation of the relative slant-range velocity by Monte-Carlo estimation

(64 runs) versus the Cramer-Rao lower bound (CRLB) normalized to the number of independent
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Fig. 9. Resynthesized signature of the BTR-60 plus clutter.
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Fig. 10. a) Result of the proposed correlation for the BTR-60 vehicle moving with slant-range velocity of 12 times the

maximum imposed by the mission PRF; b) Ordinates where the maximum values of the previous correlation occur.

The true slant-range velocity is retrieved with an error of 2.6%.



TABLE VIII

Complete velocity vector estimation results using an association of methodologies (SCR=23dB).

Target (vx; vy)[km=h] (v̂x; v̂y)[km=h]

1 (29.85,36) (29.05,38.91)

2 (59.69,7.2) (61.24,8.21)
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Fig. 11. Monte Carlo results (64 runs) versus Cramer-Rao Bound.

samples taken in the frequency domain (see appendix). The CRLB exhibits a periodic type pattern

due to the overlapping of the moving object spectrum on the clutter spectrum when vx=vmax is even.

When the ratio vx=vmax is odd, the overlapping is minimum and we can expect better estimation

results. As it can be seen, the presented strategy performs quite well, although it does not reach the

CRLB. Notice that the MC results do not present the periodic shape of the CRLB curve. This may

be due to the fact that the proposed estimator, which is based on a correlation, does not include any

information about the clutter statistics. If we had used the clutter covariance matrix in the derivation

of the estimator we should have had the periodic behaviour present on the CRLB curve and a smaller

o�set between the CRLB curve and the MC results.



Two targets with 3 dB of power difference
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Fig. 12. Result of the proposed correlation in a scenario where two moving objects with di�erent reectivities and

opposite slant-range speeds are present. As expected, the result are two lines with distinct intensities and opposing

slopes.

D. Violation of assumptions

The proposed methodology to obtain the slant-range velocity of the moving objects relies on the

following assumptions:

i) Targets are separable from each other in the spatial domain;

ii) The clutter that remains after the digital spotlight operation shows small correlation in the frequency

domain.

In this subsection we will illustrate the result of the proposed correlation when the previous assump-

tions are violated.

We start with a scenario containing two moving objects with slant-range velocities 10 times greater

than vmax, but traveling in opposite directions. Both targets were simulated to appear overlapped in

the unfocused image. One of the objects has reectivity 3 dB greater than the other. In this case

the digital spotlight operation cannot isolate one object from the other. Both signatures will thus be

used simultaneously in the computation of the correlation (7). Correlation result is shown in Fig. 12,

where two lines with di�erent intensities and symmetric slopes are clearly distinguishable, each one

corresponding to a moving target. The two distinct intensities are due to the di�erent reectivities of

the moving objects.
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Fig. 13. Result of the proposed correlation in a scenario where the digital spotlight operation is not able to separate

the moving vehicle from a man made static structure. The resulting horizontal line is due to the static structure.

The o�-horizontal line is due to the moving object.

In the next example we violate the assumption that the clutter exhibits small correlation. To

accomplish this purpose we simulated a moving object that appears superimposed on a man-made

structure after focusing with static ground parameters. The used man-made structure is the one

positioned at coordinates (cross-range, slant-range)=(131,39) in Fig. 8. The digital spotlight operation

is not able to separate the two objects. Correlation maxima is presented in Fig. 13, where two lines

with di�erent slopes are clearly visible. The horizontal line is due to the static man-made structure.

The line with non-zero slope is originated by the moving target.

In the previous examples we saw that we cannot simply apply the last step of the proposed algorithm,

which consists on a linear regression on the correlation maxima. A more sophisticated scheme is thus

necessary. We will address these scenarios in the near future.



IV. Conclusions and Final Remarks

In this paper we have presented a novel methodology to retrieve unaliased estimates of the slant-

range velocity of moving targets inducing Doppler-shifts beyond the Nyquist limit imposed by the

mission PRF . We exploited the linear dependency of the Doppler-shift with the slant-range velocity

for each fast-time frequency. That is, the echo from a moving object, in the two-dimensional frequency

domain, exhibits a skew not subject to PRF limitations. We proposed an estimator of the spectrum

skew and have illustrated its usefulness using a combination of real and synthetic data. The accuracy

was shown to depend on the emitted pulse bandwidth. Basically, this is due to the fact that by using

larger bandwidth we have more independent samples to feed the estimator and therefore we have lower

variance on the resulting velocity estimates. The method was shown to give good results even when

the returned echo overlaps completely those echoes from the static ground, provided that the moving

targets signatures are digitally spotlighted.

By combining the methodology proposed herein with an existing methodology to retrieve the velocity

vector magnitude we have shown that it is possible to estimate the full velocity vector with good

accuracy using aliased data from a single SAR sensor.

The major limitations of the proposed approach are the following assumptions: i) moving target

reectivity is independent of the aspect angle; ii) moving target is point-like target or it contains

predominant scatterers, thus exhibiting near point-like behaviour. The former assumption greatly

simpli�es the problem formulation and yet leads to good-results. The later assumption is reasonable

as most man-made targets can be considered to be a set of individual point-like scatterers [17].



Appendix

I. Ground Returns Covariance in the slow-time and fast-time frequency domain

In this section we show that the covariance of the echoes returned from the static ground in the slow-

time and fast-time frequency domains decays very quickly if we consider the clutter to be homogeneous

with a large number of scatterers per resolution cell.

The returned echo from the static ground can be written as [1], [11], [18]

S(ku; !) = jP (!)j2A(ku; �0)
X
n

fne
��n(ku;!); (12)

where fn is the reectivity of the nth static scatterer with coordinates (xn; yn), symbol �0 � (�0; �0) =

(0; 1), and

�n(ku; !) �
q
4k2 � k2uxn + kuyn: (13)

The covariance of S

CS(ku1; ku2; !1; !2) � E [S(ku1; !1)S
�(ku2 ; !2)] ; (14)

is therefore

CS(ku1 ; ku2; !1; !2) =

= E
h
jP (!1)j2jP (!2)j2A(ku1; �0)A

�(ku2; �0)

�
X
n

fne
�j�n(ku1 ;!1)

X
m

f �me
j�m(ku2 ;!2)

#
: (15)

If the number of scatterers per resolution cell is large, none is predominant, they are mutually in-

dependent, and each one has phase independent of its amplitude then E[fnf
�

m] = 0 if n 6= m and

E[fnf
�

m] � �n if n = m. The covariance is therefore written as

CS(ku1; ku2; !1; !2) =

= jP (!1)
2jjP (!2)

2jA(ku1; �0)A
�(ku2; �0)| {z }

�(ku1 ;ku2 ;!1;!2)

�
X
n

�ne
�j[�n(ku1 ;!1)��n(ku2 ;!2)]: (16)

Using the approximation,
q
4k2 � k2u � 2k � k2

u

4k
, valid for k � ku, we get

CS(ku1; ku2 ; !1; !2) � �(ku1; ku2; !1; !2)

�
X
n

�ne
�2j(k1�k2�

k
2
u1
4k1

+
k
2
u2
4k2

)xne�j(ku1�ku2)yn : (17)

Let us consider an homogeneous scene with constant backscattering coe�cient given by

�0 =
1

�

X
n:(Xn;Yn)��(X0;Y 0)

�n; (18)



where �(X 0; Y 0) is a small rectangle of area � centered at (X 0; Y 0). Expression (17) can thus be

approximated by

CS(ku1; ku2; !1; !2) � �(!1; !2; ku1; ku2)�0

�
Z Lx=2

�Lx=2

Z Ly=2

�Ly=2
e
�j2(k1�

k
2
u1
4k1

�k2+
k
2
u2
4k2

)x
ej(ku1�ku2)ydxdy;

(19)

where Lx and Ly are the target area lengths in slant-range and cross-range directions, respectively.

After some algebraic manipulation we are lead to

CS(ku1 ; ku2; !1; !2) � �(ku1; ku2; !1; !2)�0LxLy

� sinc

"
ku1 � ku2

2�
Ly

#

� sinc

2
664
�
(k1 �

k2u1
4k1

)� (k2 �
k2u2
4k2

)

�
�

Lx

3
775 : (20)

Longer Lx and Ly lead to more localized main-lobes of the sinc functions. In the slow-time frequency

axis the covariance Cs is null for

jku1 � ku2 j =
2�

Ly

; (21)

and in the fast-time frequency axis the covariance is zero for

jk1 � k2j =
�

Lx

: (22)

If take samples in the frequency domain with spacing given by (21) and (22) then those samples will

also be independent.



II. Theoretical bounds

In this section we compute the Cramer-Rao lower bound (CRLB) for the velocity components of

moving targets.

As we saw previously, the returned echo from the static ground, after pulse compression is

S0(ku; !) = jP (!)j2A(ku; �0)
X
n

fne
��n(ku;!); (23)

where

�n(ku; !) =
q
4k2 � k2uxn + kuyn; (24)

and �0 = (�0; �0) = (0; 1) denotes the velocity vector parameters for the static ground. For a point-like

moving target with motion transformed coordinates (X; Y ) and complex reectivity fm, the echoed

signal is [1], [11]

Sm(ku; !) = jP (!)j2A(ku; �)fme��m(ku;!;�); (25)

where, � =
p
�2 + �2 and � = (�; �) and

�m(ku; !; �) =
q
4k2 � (ku=�)

2
X + (ku=�)Y: (26)

The total echo returned due to the static ground and the moving target is thus

S(ku; !) = S0(ku; !) + Sm(ku; !): (27)

Let us de�ne the vector

S � [S�N � � �S0 � � �SN ]T ; (28)

for a �xed fast-time frequency !c, where, Si � S(kui; !c), kui =
i

2N
�K for i = �N; � � � ; N , and symbol

�K denotes the spatial sampling frequency. In order to have independent samples, the sampling

frequency �K is selected according to eq. (22). De�ne also A(�) � [A�N(�) � � � A0(�) � � �AN (�)]
T ,

where Ai(�) � A(kui; �).

Let us assume that the number of static scatterers per resolution cell is large, none is predominant,

the echo amplitudes fn are mutually independent and have phase uniformly distributed in a 2� in-

terval. Therefore, the vector S is complex circular zero-mean and Gaussian. The density of vector S

conditioned to � and the target reectivity can thus be written as

p(Sjfm; �) =
1

2�N jCsj
e�(S�ms)

HC
�1

s
(S�ms); (29)

where the mean ms is given by

ms = fmjP (!c)j2A(�)�; (30)

and � = diag(�i) and �i = �m(kui; !c; �).



As already shown in the previous appendix, the inverse of the covariance matrix Cs is given by

C�1
s =

1

jP (!c)j4PLxLy

diag(jA(kui; �0)j�2): (31)

The elements of the Fisher information matrix for a circular complex Gaussian process are given by

[19]

[I(�)]ij = tr

"
C�1

s (�)
�Cs(�)

��i
C�1

s (�)
�Cs(�)

��j

#

+ 2Re

"
�ms

H(�)

��i
C�1
s (�)

�ms(�)

��j

#
;

i; j = 1; 2. (32)

The �rst term in equation (32) is null because the noise covariance matrix is independent of the mov-

ing target parameters. After some lengthy algebraic manipulation we achieve the following expressions

for the Fisher matrix elements:

I11(�) =
2jfmj2

PLxLy

"X
i
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(33)
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I22(�) =
jfmj2
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i
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(35)

The Cramer-Rao Bound for � and � are given by the inverse of the Fisher Information matrix

(principal diagonal elements), that is, CRLB(�) = [I�1(�)]11 and CRLB(�) = [I�1(�)]22.



The estimation technique proposed in this paper uses several measurements in the available pulse

bandwidth. Therefore, the variance of the achieved estimates must be compared with the values of

the CRLB after the linear regression.

Let us consider that each measurement has variance [I�1(�)]11 (we ignore quantization errors). If

the number of independent measurements is N , and the spacing between each measurement in the

fast-time frequency is �k, then the variance after the linear regression is

�2� =
3CRLB(�)

�2
kN(N + 1)(N + 2)

: (36)

This result states that the accuracy of the slant-range velocity estimates shall increase by augmenting

the number of independent observations and by enlarging the transmitted pulse bandwidth. In section

III of the main text we plot CRLB curves and compare those with the results obtained via Monte

Carlo simulations.
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