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A bstr act

Syntactic simpli�c ation is the pro cess of reducing the grammatical complexit y of a text,

while retaining its information con ten t and meaning. The aim of syn tactic simpli�cation

is to mak e text easier to comprehend for h uman readers, or pro cess b y programs. In this

thesis, I describ e ho w syn tactic simpli�cation can b e ac hiev ed using shallo w robust analysis,

a small set of hand-crafted simpli�cation rules and a detailed analysis of the discourse-lev el

asp ects of syn tactically rewriting text. I o�er a treatmen t of relativ e clauses, app osition,

co ordination and sub ordination.

I presen t no v el tec hniques for relativ e clause and app ositiv e attac hmen t. I argue that these

attac hmen t decisions are not purely syn tactic. My approac hes rely on a shallo w discourse

mo del and on animacy information obtained from a lexical kno wledge base. I also sho w

ho w clause and app ositiv e b oundaries can b e determined reliably using a decision pro cedure

based on lo cal con text, represen ted b y part-of-sp eec h tags and noun c h unks.

I then formalise the in teractions that tak e place b et w een syn tax and discourse during the

simpli�cation pro cess. This is imp ortan t b ecause the usefulness of syn tactic simpli�cation in

making a text accessible to a wider audience can b e undermined if the rewritten text lac ks

cohesion. I describ e ho w v arious generation issues lik e sen tence ordering, cue-w ord selection,

referring-expression generation, determiner c hoice and pronominal use can b e resolv ed so as

to preserv e conjunctiv e and anaphoric cohesiv e-relations during syn tactic simpli�cation.

In order to p erform syn tactic simpli�cation, I ha v e had to address v arious natural language

pro cessing problems, including clause and app ositiv e iden ti�cation and attac hmen t, pronoun

resolution and referring-expression generation. I ev aluate m y approac hes to solving eac h

problem individually , and also presen t a holistic ev aluation of m y syn tactic simpli�cation

system.
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1 Intr o duction

T ext simpli�c ation can b e de�ned as an y pro cess that reduces the syn tactic or lexical com-

plexit y of a text while attempting to preserv e its meaning and information con ten t. The

aim of text simpli�cation is to mak e text easier to comprehend for a h uman user, or pro cess

b y a program. An example of a piece of newspap er text simpli�ed b y hand for p eople with

aphasia follo ws.

Original (F rom the Sunderland Ec ho)

Cit y Clamping Services (CCS) w ere slammed b y 41-y ear-old civil engineer Matthew

Agar when they clamp ed his VW P olo in a priv ate car park in Nile Street last

mon th, and extracted the $ 75 on-the-sp ot cash �ne whic h has outraged him and

other clamp ed motorists.

While the la w generally supp orts clamp ers op erating on priv ate land, Mr Agar

claims CCS's sign w as not prominen t enough to b e a prop er w arning since it w as

to o small and far a w a y from where he park ed to b e legible.

Simpli�ed b y hand for aphasics

41-y ear-old civil engineer Matthew Agar slammed Cit y Clamping Services (CCS).

He slammed them when they clamp ed his VW P olo in a priv ate car park in Nile

Street last mon th. They extracted the $ 75 on-the-sp ot cash �ne. It has sho c k ed

him and other clamp ed driv ers.

The la w generally bac ks clamp ers w orking on priv ate land. But Mr Agar claims

CCS's sign w as not prominen t enough to b e a prop er w arning. The sign w as

not prominen t since it w as to o little and far a w a y from where he park ed to b e

readable.

This example

1

w as pro duced for the PSET (Practical Simpli�cation of English T ext) pro ject

(Devlin and T ait, 1998; Carroll et al., 1998) and illustrates man y kinds of text simpli�cation,

including the dis-em b edding of relativ e clauses, the separation of sub ordinate clauses and

co ordinated v erb phrases, the con v ersion from passiv e to activ e v oice and the replacemen t

of di�cult w ords with easier synon yms. I list a few examples b elo w.

1

This example is tak en from the PSET pro ject featured at the London Science Museum exhibition `The

Human F actor': Designing Pr o ducts, Plac es and Jobs for Pe ople (1999).



2 1. In tro duction

Dis-embedding relative clauses:

...extracted the $ 75 on-the-sp ot cash �ne whic h has outraged him and other

clamp ed motorists...

#

... extracted the $ 75 on-the-sp ot cash �ne. It has sho c k ed him and other clamp ed

driv ers...

Conversion from passive to active voice:

Cit y Clamping Services (CCS) w ere slammed b y 41-y ear-old civil engineer Matthew

Agar...

#

41-y ear-old civil engineer Matthew Agar slammed Cit y Clamping Services (CCS)...

Separation of subordinated clauses:

While the la w generally supp orts clamp ers op erating on priv ate land, Mr Agar

claims CCS's sign w as not prominen t enough to b e a prop er w arning...

#

The la w generally supp orts clamp ers op erating on priv ate land. But Mr Agar

claims CCS's sign w as not prominen t enough to b e a prop er w arning...

Lexical simpli�cation:

supp orts ! bac ks motorists ! driv ers outraged ! sho c k ed

legible ! readable op erating ! w orking

This example raises the issue of sp ecifying the criteria for judging one text to b e simpler

than another. A common metho d for assessing whether a text is suitable for a particular

reading age is b y means of using a r e adability metric , suc h as the Flesc h readabilit y score,

prop osed in 1943 and more recen tly p opularised b y Microsoft W ord. These metrics are based

solely on surface attributes of a text, suc h as a v erage sen tence and w ord lengths. The term

r e adability is therefore a misnomer; these metrics do not attempt to judge ho w readable, w ell

written or cohesiv e a text is, or ev en whether it is grammatical. Rather, they suggest what

reading age a text (that is assumed to b e w ell written, cohesiv e and relev an t in con ten t) is

suitable for, b y means of a calibration with sc ho ol reading grades. I discuss these metrics

(and ho w they should and should not b e used) in detail in section 6.2, along with other

metho ds of measuring readabilit y .

Returning to the example ab o v e, the Flesc h readabilit y score for the original text is 40 : 3

(judged to b e suitable for 12

th

grade and ab o v e), while the corresp onding score for the

simpli�ed-b y-hand text is 69 : 4 (judged to b e suitable for 6

th

grade and ab o v e). This suggests

that simpli�cation can b e exp ected to mak e the original news rep ort accessible to a m uc h

wider audience, as long as the simpli�cation pro cess lea v es the text w ell written and cohesiv e.



1.1. The Ob jectiv es of this Thesis 3

1.1 The Objectives of this Thesis
Syn tactic and lexical simpli�cation are di�eren t natural language pro cessing tasks, requir-

ing di�eren t resources, to ols and tec hniques to p erform and ev aluate. This thesis restricts

itself to simplifying di�cult syn tactic constructs and do es not o�er a treatmen t of lexical sim-

pli�cation. I no w outline the ob jectiv es of this thesis, b efore discussing the uses of syn tactic

simpli�cation in section 1.2.

My primary ob jectiv e in this thesis is to pro vide a theory of syn tactic simpli�cation that

formalises the in teractions that tak e place b et w een syn tax and discourse during the simpli�-

cation pro cess. This is required in order to ensure that the simpli�ed text remains cohesiv e,

an essen tial requiremen t for it to b e useful. I pro vide an o v erview of m y theory of syn tactic

simpli�cation in section 1.5 and presen t the details in c hapters 3 { 5.

My second ob jectiv e is to design a mo dular arc hitecture for syn tactic simpli�cation that is

�rmly founded in theory and to presen t and ev aluate robust shallo w metho ds for implemen t-

ing eac h mo dule, pro viding an accoun t of relativ e clauses, app ositiv e phrases and conjoined

clauses (co ordinating, sub ordinating and correlativ e). The aim is to pro duce a w orking sys-

tem that is fast enough that it can b e used in teractiv ely at run time. A ma jor ob jectiv e is to

conduct a comprehensiv e ev aluation of eac h comp onen t in m y arc hitecture individually and

to also conduct a holistic ev aluation of the complete syn tactic simpli�cation system.

My �nal goal is to relate the relativ ely nascen t �eld of text-simpli�cation to other more

established areas in natural language pro cessing.

I fo cus on the genre of newspap er rep orts. This genre is in teresting for man y reasons.

As the example in the in tro duction suggests, newspap er rep orts ha v e ample scop e for sim-

pli�cation. F urther, news rep orts often ha v e complicated sen tences righ t at the b eginning,

whic h serv e as a summary of the rep ort. This can mak e them inaccessible to man y groups

of p eople. In fact, the British Aphasia So ciet y has sp eci�cally iden ti�ed reading newspap ers

as a literary task that w ould help aphasics k eep in touc h with the w orld (P arr, 1993). As

rep orts are aimed at presen ting information, often in a narrativ e st yle, I can hop e to a v oid

man y troublesome issues that migh t arise in more literary genre, for example, preserving sar-

casm and other higher order in ten tions of the writer. And �nally , newspap er text is readily

a v ailable in large quan tities in electronic form for ev aluation purp oses.

1.2 What use is Syntactic Simpli�cation?
In order to motiv ate this thesis, I discuss v arious h uman readers who migh t b ene�t from

syn tactic simpli�cation in sections 1.2.1 { 1.2.3

2

and then discuss its uses in other computer

2

Most of the exp erimen ts in this section are describ ed in Quigley and P aul (1984 ) and Caplan (1992 ).



4 1. In tro duction

Syn tactic Construct / Deaf Studen ts Hearing Studen ts

Ev aluation Group Pro�le 10 y ears 18 y ears Avg. Across Ages 10-18

Co ordination 56% 86% 92%

Pronominalisation 39% 78% 90%

P assiv e V oice 54% 72% 78%

Relativ e Clause (R C) 51% 59% 84%

R C attac hmen t 27% 56% 82%

Sub ordination 22% 59% 84%

Table 1.1. Summary of comprehension tests on deaf students (Quigley et al., 1977)

applications in section 1.2.4.

1.2.1 Syntax and Deafness

Reading comprehension requires more than just kno wledge of w ords and grammar. The

reader also needs a cognitiv e base for language (whic h dev elops from learning to manipulate

and expand a v ariet y of linguistic exp eriences) in order to construct a plausible meaning

for a sen tence. Deaf c hildren face man y reading di�culties due to exp erien tal and linguistic

de�cits incurred in their early c hildho o d (Quigley and P aul, 1984) and usually learn to read

with inadequately dev elop ed cognitiv e and linguistic skills. As b oth syn tactic analysis and

seman tic in terpretation are constrained b y the same w orking memory (Carp en ter et al.,

1994), the more the w orking memory that is required for storing information during a parse,

the less is the w orking memory a v ailable for \pro cessing" meaning. As a result, the deaf

ha v e trouble comprehending syn tactically complex sen tences. I no w summarise t w o studies

that suggest that an automated syn tactic simpli�cation w ould indeed b ene�t the deaf.

The �rst study (Quigley et al., 1977) in v olv ed comprehension tests on a random sample

of deaf studen ts aged 10-19. I summarise the results in table 1.1, whic h sho ws the a v erage

p ercen tage of examples for whic h the deaf studen ts successfully answ ered a comprehension

test. This exp erimen t sho ws that 10-y ear-old deaf c hildren ha v e di�cult y with all complex

constructs. By the time they are 18, they are b etter able to comprehend co ordination,

pronominalisation and passiv e v oice, but still ha v e signi�can t di�cult y with relativ e clauses

and sub ordinate clauses. T able 1.1 mak es a distinction b et w een comprehending relativ e

clause constructs and correctly attac hing them. T o clarify this distinction, consider the

follo wing sen tence:
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The b o y who hit the girl ran home.

Clause attac hmen t is tested b y asking the question Who hit the girl? . Clause comprehension

is tested b y asking the question Who r an home? . A tendency to in terpret the ab o v e sen tence

as the girl r an home has b een observ ed not only in the deaf, but also during �rst language

acquisition in hearing c hildren.

The second study (Robbins and Hatc her, 1981), in v olving comprehension tests on deaf

c hildren aged 9-12 y ears, found that passiv e v oice, relativ e clauses, conjunctions and pronouns

a�ected comprehension the most. In terestingly , Robbins and Hatc her (1981 ) also found that

con trolling for w ord recognition did not impro v e comprehension on sen tences con taining these

constructs. This is a strong indication that syn tactic simpli�cation is indeed w orth pursuing

indep enden t of lexical simpli�cation.

1.2.2 Syntax and Aphasia

Aphasia is a language disorder resulting from ph ysical brain damage, usually due to a

strok e or acciden t. While there are a v ariet y of language problems asso ciated with aphasia,

dep ending on the exten t and lo cation of brain damage and the lev el of pre-aphasia literacy

among other things, aphasics in general ha v e trouble with long sen tences, infrequen t w ords

and complicated grammatical constructs. Their language problems cause them to feel alien-

ated from the rest of the w orld and they ha v e themselv es iden ti�ed reading newspap ers as a

literary task that w ould help them k eep in touc h (P arr, 1993).

Shew an and Can ter (1971 ) in v estigated the relativ e e�ects of syn tactic complexit y , v o cab-

ulary and sen tence length on auditory comprehension in aphasics. Length w as increased b y

adding prep ositional phrases and adjectiv es, lexical di�cult y w as measured b y frequency of

use in normal language and syn tactic complexit y w as increased using passivisation and nega-

tions. They concluded that syn tactic complexit y pro vided the most di�cult y for aphasics.

The signi�cance of their �ndings for us is unclear, ho w ev er, as their tests w ere on auditory

rather than reading comprehension.

An exp erimen t that is more informativ e ab out the relativ e di�cult y of syn tactic con-

structs for aphasics when reading is describ ed in Caplan (1992 ). The author rep orts three

exp erimen ts, in v olving 56, 37 and 49 aphasic patien ts, that test comprehension on sen tences

con taining di�eren t syn tactic constructs. I summarise these results in table 1.2. The sub jects

w ere presen ted with 5 examples of eac h sen tence t yp e. T able 1.2 sho ws the mean correct

scores of the aphasic sub jects on ob ject manipulation tasks based on eac h example sen tence.

The maxim um p ossible score is 5. The results in table 1.2 indicate a signi�can t decrease

in comprehension when sen tences con tain co ordinated or em b edded clauses or passiv e v oice

and indicate that syn tactic simpli�cation w ould indeed b e useful for aphasics.
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Syn tactic Construct / Exp erimen t Exp. 1 Exp. 2 Exp. 3

Activ e V oice 3.9 4.2 4.0

P assiv e V oice 2.8 3.2 3.2

Relativ e Clause (ob ject p osition) 1.9 2.6 2.7

Co ordination 1.5 2.0 1.9

Relativ e Clause (sub ject p osition) 1.2 1.3 1.4

Table 1.2. Summary of comprehension tests on aphasics (Caplan, 1992)

1.2.3 Working Memory and Reading Levels

As discussed ab o v e, the deaf require more higher order pro cessing than the hearing, making

comprehension di�cult if the initial syn tactic pro cessing o v erloads their w orking memory .

Aphasics tend to ha v e reduced w orking memory due to ph ysical brain damage. The exten t

to whic h this is a source of their comprehension problems is still a matter of debate, but it

is widely accepted that it con tributes to it.

W orking memory can limit reading comprehension ev en for p eople without disabilities.

There is a large b o dy of researc h that suggests that there are di�erences in the w a y highly

skilled and p o or readers read. The most striking di�erence is at the w ord lev el. V o cabulary

pla ys a primary role in reading and p eople for whom mapping w ords to meanings requires

e�ort tend to b e bad readers (Anderson and F reeb o dy , 1981). P o or and b eginning readers

tend to ha v e p o or w ord pro cessing skills; they rely o v erly on con text and higher order

men tal pro cesses and lac k the e�cien t deco ding skills of skilled readers. In fact they ha v e

to dev ote so m uc h w orking memory to basic w ord pro cessing that higher lev el pro cessing

su�ers (Anderson, 1981; Quigley and P aul, 1984). This migh t also hold for p eople reading

a language they are not con�den t in; for example, non nativ e-English sp eak ers across the

w orld sur�ng a predominan tly English in ternet.

There are also di�erences in the w a y information is c h unk ed b y p o or and skilled readers.

Skilled readers ha v e a b etter abilit y to reco de concepts and relations in to single c h unks, th us

freeing up w orking memory for higher lev el pro cessing (Daneman and Carp en ter, 1980). In

fact, Mason and Kendall (1979 ) sho w ed that splitting complex sen tences in to sev eral shorter

ones resulted in b etter comprehension for less skilled readers. They attributed these results

to the reduction in the amoun t of information stored in w orking memory during syn tactic

pro cessing, arguing that this freed up w orking memory for higher lev el seman tic pro cessing

at sen tence b oundaries. These studies suggest that syn tactic simpli�cation can aid compre-

hension b y lea ving more w orking memory a v ailable for higher order pro cessing, not just for
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aphasics and the deaf, but also for a m uc h wider target group including second language

learners, non nativ e-sp eak ers, adult literacy studen ts and p eople with lo w reading ages.

1.2.4 Assisting other NLP Applications

The previous section discussed ho w h uman readers migh t b ene�t from text simpli�cation.

Syn tactic simpli�cation migh t also b e of use to other applications, as describ ed b elo w.

Syn tactic simpli�cation results in shorter sen tences. It could therefore b e used to pre-

pro cess texts b efore feeding them to a full-blo wn parser. This w as the motiv ation for some

early w ork (Chandrasek ar et al., 1996; Chandrasek ar and Sriniv as, 1997) on simpli�cation.

Long sen tences are problematic for parsers due to their high lev els of am biguit y . Shortening

sen tences prior to parsing w ould increase parser throughput and reduce parser timeouts. It

has b een suggested (Chandrasek ar and Sriniv as, 1997) that the parses of simpli�ed sen tences

can b e com bined to giv e the parse for the original sen tence.

It is w ell do cumen ted that the p erformance of mac hine translation systems decreases with

increased sen tence length (Gerb er and Ho vy , 1998). It is therefore plausible that simpli�ed

sen tences will also b e easier to translate correctly . T ext simpli�cation could also impro v e

the p erformance of summarisation systems based on sen tence extraction as it results in less

information p er sen tence and hence smaller units of information are extracted.

An increasing n um b er of p eople are connecting to the in ternet using hand held devices and

mobile phones. These devices ha v e small screens with limited space to displa y text. Soft w are

that displa ys text in short sen tences that �t on the screen migh t impro v e the practicalit y of

these devices.

1.3 Some Related Fields
I no w describ e some areas in natural language pro cessing that relate to the idea of simpli-

fying text. Then, in section 1.4, I summarise the literature in the sp eci�c area of automatic

text simpli�cation.

1.3.1 Controlled Generation

While text simpli�cation is a relativ ely unresearc hed �eld in natural language pro cessing,

there has b een considerable in terest in con trolled generation, largely due to in terest from

industries in creating b etter (less am biguous and easier to translate) user man uals (W o jcik et

al., 1990; W o jcik and Hoard, 1996). EasyEnglish, part of IBM's in ternal editing en vironmen t

that is used as a prepro cessing step for mac hine-translating IBM man uals (Bern th, 1998),

aims to help authors remo v e am biguit y prior to translation. F or example, giv en the sen tence:
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A message is sen t to the op erator requesting the correct tap e v olume.

EasyEnglish suggests a c hoice of the follo wing unam biguous alternativ es to the author:

A message that requests the correct tap e v olume is sen t to the op erator

OR

A message is sen t to the op erator that requests the correct tap e v olume

Systems lik e EasyEnglish are essen tially authoring to ols that detect am biguit y , ungrammati-

calit y and complicated constructs and help an author revise a do cumen t. They do not revise

or generate do cumen ts automatically and are con trolled-generation aids rather than natural

language generation systems.

Natural language generation systems often adopt some form of user mo del to tailor text

according to the end users' domain kno wledge, usually pro viding the user a limited set of

options lik e exp ert , interme diate or b e ginner . These options ha v e traditionally b een used to

determine the lev el of tec hnical detail in a generated text. More recen tly , there has b een an

ac kno wledgemen t that tailoring computer-generated text to the reading skills of particular

user groups can b e as imp ortan t as tailoring the text to their domain kno wledge. As an

example, the STOP pro ject (Reiter et al., 1999) w as aimed at generating smoking-cessation

letters based on questionnaires that the smok ers �lled online. The user questionnaire only

a�ected con ten t selection in STOP , but when analysing its p erformance, Reiter et al. (2003 )

commen ted that it w ould ha v e b een desirable to use the questionnaire for taking decisions

in the microplanning and realisation stages as w ell, b ecause the smok ers had a wide range

of reading abilities and did not alw a ys comprehend the generated text. In related w ork,

Williams et al. (2003 ) examined the impact of discourse lev el c hoices on readabilit y in the

domain of rep orting the results of literacy assessmen t tests. Williams et al. (2003 ) used the

results of the test to con trol b oth the con ten t and the realisation of the generated rep ort.

1.3.2 Text Summarisation

While the simpli�cation task suggests that the generated text retain all the information

con tained in the input text, remo ving less cen tral information migh t aid comprehension

among p eople who ha v e p o or reading abilit y . Aphasics are kno wn to ha v e di�cult y with

sen tences con taining m ultiple mo di�ers for nouns and v erbs. A metho d of �ltering out the

less informativ e mo di�ers (adjectiv es, adv erbs and prep ositional phrases) migh t therefore

b ene�t them. Filtering out the less informativ e p ortions of a text is a task that is cen tral to

text summarisation and automatic abstract generation.

In this resp ect, it is in teresting to surv ey one particular sub�eld of text summarisation|

sentenc e shortening . Grefenstette (1998 ) prop osed the use of sen tence shortening to generate

telegraphic texts that w ould help a blind reader (with a text-to-sp eec h soft w are) skim a page
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in a manner similar to sigh ted readers. He pro vided eigh t lev els of telegraphic reduction. The

�rst (the most drastic) generated a stream of all the prop er nouns in the text. The second

generated all nouns in sub ject or ob ject p osition. The third, in addition, included the head

v erbs. The least drastic reduction generated all sub jects, head v erbs, ob jects, sub clauses

and prep ositions and dep enden t noun heads. Repro ducing from an example in his pap er,

the sen tence:

F ormer Demo cratic National Committee �nance director Ric hard Sulliv an faced

more p oin ted questioning from Republicans during his second da y on the witness

stand in the Senate's fund-raising in v estigation.

got shortened (with di�eren t lev els of reduction) to:

� Ric hard Sulliv an Republicans Senate.

� Ric hard Sulliv an p oin ted questioning.

� Ric hard Sulliv an faced p oin ted questioning.

� Ric hard Sulliv an faced p oin ted questioning from Republicans during da y on stand in

Senate fund-raising in v estigation.

Grefenstette (1998 ) pro vided a simple rule-based approac h to telegraphic reduction of the

kind illustrated ab o v e. Since then, Knigh t and Marcu (2000 ) and Riezler et al. (2003 ) ha v e

explored statistical mo dels for sen tence shortening. Knigh t and Marcu (2000 ) used a noisy

c hannel mo del that assumed that a shortened sen tence (the source) gets expanded in to the

long sen tence b y a noisy c hannel. The problem of sen tence shortening w as then to, giv en the

long sen tence, decide what the most plausible short sen tence w as; in other w ords, to maximise

the probabilit y that the long sen tence (that they w ere trying to shorten) had a generated

short sen tence as its source. Knigh t and Marcu (2000 ) used a sup ervised approac h to learn

the prop erties of the noisy c hannel (for example, that it frequen tly in tro duces determiners,

adjectiv es, prep ositional phrases etc). They used as a training corpus, a set of sen tences that

had b een shortened b y h umans. Sen tences and their shortened-b y-hand v ersions w ere parsed

and the trees compared. Then if, for example, the structure (S (NP ...) (VP ...) (PP ...))

app eared in the shortened v ersion as (S (NP ...) (VP ...)) , it could b e learn t that the c hannel

in tro duced noise of the form S ! NP VP � ! S ! NP VP PP . Knigh t and Marcu (2000 ) used

the training phase to learn noise in tro duction rules (also called transfer rules) lik e the one

ab o v e and also deriv e the probabilities asso ciated with their application b y the c hannel.

This pro vided the mo del of the noisy c hannel, whic h w as then used to determine the most

probable shortened sen tence, giv en a long sen tence and the desired lev el of reduction. F or

the ev aluation, four h uman judges w ere presen ted with the original sen tence and shortened

v ersions pro duced using the noisy c hannel mo del and b y h umans (without b eing told whic h



10 1. In tro duction

is whic h). They w ere ask ed to judge grammaticalit y and the imp ortance of the selected

w ords on a scale of 1 � 5. They rep ort that the a v erage judge scores for the noisy c hannel

approac h w ere gr ammatic ality=4.34, imp ortanc e=3.38 while the corresp onding scores for

h uman-generated sen tences w ere gr ammatic ality=4.92, imp ortanc e=4.24 .

Riezler et al. (2003 ) also tried to learn transfer rules automatically from a corpus. Ho w-

ev er, they used a more linguistically ric h feature-structure grammar that pro duced �ne

grained dep endency structures. This allo w ed them to handle structural mo di�cations lik e

nominalisation in addition to the deletion op erations handled b y Grefenstette (1998 ) and

Knigh t and Marcu (2000 ). In the Riezler et al. (2003 ) approac h, transfer rules for generat-

ing the shortened sen tences w ere learn t using a maxim um en trop y mo del and then �ltered

using a constrain t based generator, whic h guaran teed optimal grammaticalit y of the output.

They rep orted similar results to Knigh t and Marcu (2000 ), with t w o h uman judges a v eraging

3 : 5 out of 5 when judging the imp ortance of the w ords in the shortened text.

Sen tence shortening is related to syn tactic simpli�cation in the sense that, lik e syn tac-

tic simpli�cation, it results in shorter sen tences. Ho w ev er, unlik e syn tactic simpli�cation,

sen tence shortening do es not necessarily preserv e either information con ten t or grammatical-

it y (only Riezler et al. (2003 ) attempt to ensure grammaticalit y). This is b ecause sen tence

shortening aims to help readers impro v e reading time b y �ltering out the less informativ e

p ortions of a text. This is a di�eren t ob jectiv e to that of syn tactic simpli�cation, whic h aims

to help p eople with lo w er reading ages ac hiev e b etter comprehension on the text.

Besides sen tence shortening, there are other asp ects of summarisation that relate to simpli-

�cation. There has b een researc h on ho w to pac k the maxim um information in to a summary

sen tence (McKeo wn et al., 1995). The in tuitions that go v ern ho w sen tences should b e com-

bined could also b e used to split them. One in teresting issue is c ontent c on
ation (Elhadad

and Robin, 1992) where sen tences lik e:

P ortland defeated Utah 101{97. It w as a tigh t game where the lead k ept c hanging.

can b e con
ated to generate:

P ortland outlasted Utah 101{97.

This is an example of paraphrasing, whic h can b e a form of simpli�cation. When applied

forw ards, text con
ation generates shorter sen tences due to the seman tic ric hness of the

v erb. When applied bac kw ards, di�cult v erbs lik e outlast can b e replaced b y paraphrases

lik e narr ow ly defe at or b e at in a close game . W e can then lexically simplify:

P ortland outlasted Utah 101{97.

to:

P ortland b eat Utah 101{97 in a close game.
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1.4 Previous attempts at Text Simpli�cation
Compared to con trolled generation and text summarisation, there has b een signi�can tly

less w ork done on the automatic simpli�cation of existing text. In terestingly , the t w o main

groups in v olv ed with text simpli�cation ha v e had v ery di�eren t motiv ations. The group at

UP enn (Chandrasek ar et al., 1996; Chandrasek ar and Sriniv as, 1997) view ed text simpli�ca-

tion as a prepro cessing to ol to impro v e the p erformance of their parser. The PSET pro ject

on the other hand fo cused its researc h on simplifying newspap er text for aphasics (Carroll

et al., 1998; Carroll et al., 1999b).

1.4.1 Summary of Chandrasekar et al.'s Work

Chandrasek ar et al.'s motiv ation for text simpli�cation w as largely to reduce sen tence

length as a prepro cessing step for a parser. They treated text simpli�cation as a t w o-stage

pro cess| analysis follo w ed b y tr ansformation . Their researc h fo cused on dis-em b edding

relativ e clauses and app ositiv es and separating out co ordinated clauses.

Their �rst approac h (Chandrasek ar et al., 1996) w as to hand-craft simpli�cation rules, the

example from their pap er b eing:

V W:NP, X:REL PRON Y, Z. � ! V W Z. W Y.

whic h can b e read as \if a sen tence consists of an y text V follo w ed b y a noun phrase W , a

relativ e pronoun X and a sequence of w ords Y enclosed in commas and a sequence of w ords

Z , then the em b edded clause can b e made in to a new sen tence with W as the sub ject noun

phrase". This rule can, for example, b e used to p erform the follo wing simpli�cation:

John, who w as the CEO of a compan y , pla y ed golf.

#

John pla y ed golf. John w as the CEO of a compan y .

In practice, linear pattern-matc hing rules lik e the hand-crafted one ab o v e do not w ork

v ery w ell. F or example, to simplify:

A friend from London, who w as the CEO of a compan y , pla y ed golf, usually on

Sunda ys.

it is necessary to decide whether the relativ e clause attac hes to friend or L ondon and whether

the clause ends at c omp any or golf . And if a parser is used to resolv e these am biguities (as

in their second approac h summarised b elo w), the in tended use of text simpli�cation as a

prepro cessor to a parser is harder to justify .
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Their second approac h (Chandrasek ar and Sriniv as, 1997) w as to ha v e the program learn

simpli�cation rules from an aligned corpus of sen tences and their hand-simpli�ed forms.

The original and simpli�ed sen tences w ere parsed using a Ligh t w eigh t Dep endency Anal-

yser (LD A) (Sriniv as, 1997) that acted on the output of a sup ertagger (Joshi and Sriniv as,

1994). These parses w ere c h unk ed in to phrases. Simpli�cation rules w ere induced from a

comparison of the structures of the c h unk ed parses of the original and hand-simpli�ed text.

The learning algorithm w ork ed b y 
attening subtrees that w ere the same on b oth sides of

the rule, replacing iden tical strings of w ords with v ariables and then computing tree ! trees

transformations to obtain rules in terms of these v ariables.

This approac h in v olv ed the man ual simpli�cation of a reasonable quan tit y of text. The

authors justi�ed this approac h on the basis that hand-crafting rules is time consuming.

Ho w ev er, it is lik ely that the in tuitions used to man ually simplify sen tences can b e enco dable

in rules without to o m uc h time o v erhead. And while this approac h is in teresting from the

mac hine learning p oin t of view, it seems unlik ely that a system that learns from a corpus

that has b een simpli�ed b y hand will outp erform a system in whic h the rules themselv es

ha v e b een hand-crafted.

T ext simpli�cation can increase the throughput of a parser only if it reduces the syn tactic

am biguit y in the text. Hence, a text simpli�cation system has to b e able to mak e disam-

biguation decisions without a parser in order to b e of use to parsing. This early w ork on

syn tactic simpli�cation therefore raised more issues than it addressed. And since the authors

did not pro vide an y ev aluations, it is di�cult to assess ho w w ell their approac hes to text

simpli�cation w ork ed.

1.4.2 Summary of the PSET project

The PSET pro ject (Devlin and T ait, 1998; Carroll et al., 1998), in con trast, w as aimed at

p eople with aphasia rather than at parsers and w as more justi�ed in making use of a parser

for the analysis stage. F or syn tactic simpli�cation, the PSET pro ject roughly follo w ed the

approac h of Chandrasek ar et al. PSET used a probabilistic LR parser (Brisco e and Carroll,

1995) for the analysis stage and uni�cation-based pattern matc hing of hand-crafted rules

o v er phrase-mark er trees for the transformation stage. The pro ject rep orts that on 100 news

articles, the parser returned 81% full parses, 15% parse fragmen ts and 4% parse failures.

An example of the kind of simpli�cation rule used in the syn tactic-simpli�cation comp o-

nen t of the PSET pro ject is:

(S (?a) (S (?b) (S (?c) ) ) ) � ! (?a) (?c)

The left hand side of this rule uni�es with structures of the form sho wn in �gure 1.1 and

the rule simply discards the conjunction (?b) and mak es new sen tences out of (?a) and (?c) .

This rule can b e used, for example, to p erform the follo wing simpli�cation:
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S

X

X

X

X

X

�

�

�

�

�

text

(?a)

S

a

a

a

!

!

!

c onj

(?b)

S

text

(?c)

Figure 1.1. The structure matched by the pattern (S (?a) (S (?b) (S (?c) ) ) )

The pro ceedings are unfair and an y punishmen t from the guild w ould b e unjus-

ti�ed.

#

The pro ceedings are unfair. An y punishmen t from the guild w ould b e unjusti�ed.

The PSET pro ject explored a wide range of simpli�cation options, including lexical sim-

pli�cation, con v ersion of passiv es to activ es and resolving pronouns. Lexical simpli�cation

in v olv es replacing di�cult w ords with simpler synon yms. The PSET pro ject used Wor d-

Net (Miller et al., 1993) to iden tify synon yms and obtained w ord frequency statistics from

the Oxford Psyc holinguistic Database (Quinlan, 1992) to determine the relativ e di�cult y of

w ords (Devlin and T ait, 1998).

The syn tactic comp onen t of PSET comprised three comp onen ts| anaphora resolution,

syn tactic simpli�cation and anaphora replacemen t. The anaphora resolution algorithm w as

based on CogNIA C (Baldwin, 1997) and Canning et al. (2000b ) rep ort a recall of 60% with

precision of 84% on newspap er text.

The syn tactic constructs that the PSET pro ject simpli�ed w ere co ordinated clauses and

passiv e v oice. Canning (2002 ) rep orts that there w ere only 75 instances of co ordination in

her corpus of 100 news rep orts from the Sunderland Ec ho. This mean t that the lev el of

simpli�cation ac hiev ed w as unlik ely to b e useful. As I describ e in this thesis, a treatmen t of

relativ e clauses, sub ordination and app osition can result in a higher lev el of simpli�cation.

The attempt at con v erting passiv e v oice to activ e had mixed success. Canning (2002 )

rep orts that only one out �v e passiv e constructs had an expressed surface agen t. The rest

w ere agen tless; for example, in She was taken to Sunderland R oyal Hospital . F urther, passiv e

constructs w ere often deeply em b edded within a sen tence, making the agen t di�cult to

reco v er.

Canning (2002 ) rep orts that in her 100 news rep ort corpus, there w ere only 33 agen tiv e
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passiv e constructs. Out of these, her program con v erted only 55% correctly to activ e v oice.

Ev en the correctly con v erted sen tences sometimes seemed o dd; for example:

He w as struc k do wn b y the brain disease last Octob er.

#

The brain disease last Octob er struc k him do wn.

The main con tribution of the syn tactic comp onen t of PSET w as the application of a pronoun

resolution algorithm to text simpli�cation (Canning, 2002). The aim w as to replace pronouns

with their an teceden t noun phrases, to help aphasics who migh t otherwise ha v e di�cult y in

resolving them. In tra-sen ten tial anaphora w ere not replaced, to a v oid pro ducing sen tences

lik e Mr Smith said Mr Smith was unhappy .

Canning (2002 ) conducted an ev aluation of the e�ect of pronoun replacemen t on compre-

hension on 16 aphasic sub jects and rep orted 20% faster reading times and 7% b etter scores

on question answ ering tests when pronouns w ere replaced. User trials w ere only carried

out for pronoun-replacemen t, ho w ev er, and the passiv e-v oice activisation and conjunction-

separation mo dules w ere only ev aluated on the basis of the grammaticalit y and meaning-

preserv ation. Canning (2002 ) rep orts an accuracy of 75% for simplifying sub ordination and

an accuracy of 55% for simplifying passiv e v oice.

The fact that on a v erage there w as only one construct simpli�ed p er news rep ort mean t

that the PSET pro ject did not need to analyse the e�ects on syn tactic simpli�cation on text

cohesion. As I describ e in the next section, the issue of cohesion b ecomes imp ortan t when

simplifying relativ e clauses, app osition and sub ordination.

1.5 My Approach to Text Simpli�cation
I b egin b y re�ning the de�nition of text simpli�c ation that I pro vided on page 1 to:

T ext Simpli�cation : An y pro cess that in v olv es syn tactic or lexical simpli�ca-

tion of a text and results in a cohesiv e text.

where lexical and syn tactic simpli�cation are de�ned as:

Syn tactic Simpli�cation : An y pro cess that reduces the syn tactic complexit y

of a text while preserving its meaning and information con ten t.

Lexical Simpli�cation : An y pro cess that reduces the lexical complexit y of a

text while preserving its meaning and information con ten t.

Under these de�nitions, the approac hes used b y Chandrasek ar et al. and the PSET pro ject

(describ ed in section 1.4) qualify only as syn tactic and, in the case of PSET, lexical simpli�-

cation. The t w o-stage theory ( analysis and tr ansformation ) of syn tactic simpli�cation used
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b y them do es not address the issue of text cohesion and cannot guaran tee that the resulting

text is simpler , only that it has simpler syn tax. While these approac hes result in text that

is judged more readable (suitable for a lo w er reading age) b y readabilit y metrics suc h as the

Flesc h readabilit y score (in tro duced on page 2 and describ ed in detail in section 6.2), they

cannot guaran tee a prerequisite for using suc h metrics to mak e that judgemen t| that the

simpli�ed text is w ell written and cohesiv e.

My theory of text simpli�cation therefore decomp oses the task in to three stages| analysis ,

tr ansformation and r e gener ation . The �rst t w o stages corresp ond to those in the t w o-stage

theory prop osed b y Chandrasek ar et al. The text needs to b e analysed in order to mark-up

syn tactic constructs that can b e simpli�ed. The analysed text can then b e transformed using

a set of hand crafted rules, similar to those describ ed in sections 1.4.1 and 1.4.2.

My r e gener ation stage addresses the issue of preserving text cohesion. Cohesion is de�ned

b y Hallida y and Hasan (1976 ) as the phenomenon where the in terpretation of some elemen t

of discourse dep ends on the in terpretation of another elemen t and the presupp osing elemen t

cannot b e e�ectiv ely deco ded without recourse to the presupp osed elemen t. These cohesiv e

relations b et w een elemen ts can b e conjunctiv e or anaphoric, and sen tence-lev el syn tactic

transforms ha v e the p oten tial to disrupt b oth. My approac h tries to ensure that the sim-

pli�cation pro cess do es not c hange the presupp osed elemen t or mak e it inaccessible to the

reader at the time of in terpreting the presupp osing elemen t in the simpli�ed sen tences. F or

example

3

, consider:

Mr. An thon y , who runs an emplo ymen t agency , decries program trading, but he

isn't sure it should b e strictly regulated.

The sub ordinate clause, but he isn 't sur e it should b e strictly r e gulate d presupp oses the

clause Mr. A nthony de cries pr o gr am tr ading . If the sen tence is naiv ely simpli�ed to:

Mr. An thon y decries program trading. Mr. An thon y runs an emplo ymen t agency .

But he isn't sure it should b e strictly regulated.

the presupp osed elemen t is erroneously c hanged to Mr. A nthony runs an employment agency .

Ev en w orse, anaphoric cohesion is also adv ersely a�ected, as the pronoun it no w app ears to

refer to an employment agency rather than to pr o gr am tr ading .

In c hapter 5 on r e gener ation , I describ e ho w v arious generation issues lik e sen tence order-

ing, cue-w ord selection, referring-expression generation and determiner c hoice can b e resolv ed

so as to preserv e conjunctiv e cohesiv e-relations during syn tactic simpli�cation. This can still

result in breaking anaphoric cohesiv e-relations. F or example, if the �rst sen tence in the text:

3

Most of the examples in this thesis are tak en from the Guardian and the W all Street Journal.
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Dr. Kn udson found that some c hildren with the ey e cancer had inherited a

damaged cop y of c hromosome No. 13 from a paren t, who had necessarily had

the disease. Under a microscop e he could actually see that a bit of c hromosome

13 w as missing.

is simpli�ed as in:

Dr. Kn udson found that some c hildren with the ey e cancer had inherited a dam-

aged cop y of c hromosome No. 13 from a paren t. This paren t had necessarily had

the disease. Under a microscop e he could actually see that a bit of c hromosome

13 w as missing.

then the pronoun he in the �nal sen tence is di�cult to resolv e correctly . My theory of ho w to

detect and correct these breaks in anaphoric cohesion is also detailed in c hapter 5. In brief,

m y approac h relies on main taining a mo del of discourse (discussed in section 1.6) to detect

when anaphoric cohesiv e-relations are brok en. Brok en links are �xed b y using a pronoun

resolution algorithm (section 3.1) to �nd the correct an teceden t and replacing the pronoun

with a referring expression (section 5.3).

1.6 Theories of Discourse
As discussed in section 1.5 ab o v e, I need to address the issue of preserving conjunctiv e and

anaphoric cohesion when simplifying text. In order to do that, I need to mo del the discourse

structure of the text. I no w in tro duce three theories of discourse that I mak e extensiv e use

of in this thesis.

Grosz and Sidner (1986 ) distinguishes b et w een three asp ects of discourse structure| lin-

guistic structur e , intentional structur e and attentional state . The linguistic structure of a

text comprises its division in to units of discourse. The in ten tional structure comprises the

in ten tions that are the comm unicativ e basis of the discourse and the relations b et w een dis-

course units that help to realise these in ten tions. The atten tional state is a mo del of the

fo cus of atten tion during a discourse. I describ e t w o mo dels of atten tional state (cen ter-

ing and salience) in sections 1.6.1{1.6.2 and a mo del of linguistic and in ten tional structure

(Rhetorical Structure Theory) in section 1.6.3.

1.6.1 Centering

The dev elopmen t of cen tering (Grosz and Sidner, 1986; Grosz et al., 1995) as a mo del of

atten tional state has b een largely motiv ated b y t w o factors. The �rst is the need to formalise

a notion of connectedness in text in order to explain wh y , for example, the discourse in
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example 1.1 app ears in tuitiv ely to b e more connected and coheren t than the discourse in

example 1.2

4

, despite b oth discourses con taining iden tical prop ositional con ten t:

(1.1) a. John w en t to his fa v ourite m usic store to buy a piano.

b. He had frequen ted the store for man y y ears.

c. He w as excited that he could �nally buy a piano.

d. He arriv ed just as the store w as closing for the da y .

(1.2) a. John w en t to his fa v ourite m usic store to buy a piano.

b. It w as a store John had frequen ted for man y y ears.

c. He w as excited that he could �nally buy a piano.

d. It w as closing just as John arriv ed.

The second is to mo del anaphoric cohesion in text b y relating the atten tional state to

the use of anaphoric expressions to explain wh y , for example, the use of the pronoun he is

inappropriate for referring to T erry in 1.3(c)

5

:

(1.3) a. T on y w as furious at b eing w ok en up so early .

b. He told T erry to get lost and h ung up.

c. Of course, he hadn't in tended to upset T on y .

Cen tering is a mo del of the lo cal asp ects of atten tional state. It do es not pro vide an

accoun t of en tities that are globally relev an t throughout the discourse. In cen tering theory ,

the term c enter is used for an en tit y that links an utterance to other utterances in the

same discourse segmen t. The term utter anc e is used for a sen tence in con text. Hence, the

cen ters in tro duced b y a sen tence are determined not just b y that sen tence but also b y the

surrounding con text. Ev ery utterance U in a discourse in tro duces a set of forw ard-lo oking

cen ters C

f

( U ) (that con tains all the discourse en tities ev ok ed b y the utterance U ) and exactly

one bac kw ard-lo oking cen ter C

b

( U ).

The set of forw ard-lo oking cen ters C

f

( U ) is ordered according to the prominence of its

mem b er en tities in the utterance U . This prominence is generally accepted to b e determined

b y grammatical function, with sub jects b eing rank ed higher than ob jects, whic h are in turn

rank ed higher than ev erything else.

The bac kw ard-lo oking cen ter C

b

( U

n

) of an utterance U

n

is de�ned as the en tit y with the

highest rank in C

f

( U

n � 1

) that is ev ok ed in the utterance U

n

. The bac kw ard-lo oking cen ter

C

b

( U

n

) th us serv es as a link with the preceding utterance U

n � 1

. The ordered set of forw ard-

4

The examples 1.1{1.2 are tak en from Grosz et al. (1995 ).

5

The example 1.3 is an abbreviated v ersion of an example in Grosz et al. (1995 ).
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lo oking cen ters C

f

( U

n � 1

) mo dels the (lo cal asp ects of ) atten tional state after utterance U

n � 1

and con tains rank ed predictions ab out what the bac kw ard-lo oking cen ter of the utterance

U

n

will b e. Abrupt c hanges in the fo cus of the discourse are re
ected in c hanges in the

bac kw ard-lo oking cen ter. A discourse is then mo delled b y the transitions in the bac kw ard-

lo oking cen ters from sen tence to sen tence. There are three t yp es of transitions:

1. Cen ter Con tin uation : C

b

( U

n

) = C

b

( U

n � 1

) and this en tit y is the most highly rank ed

elemen t in C

f

( U

n

). In this case, this en tit y is the most lik ely candidate to b e C

b

( U

n +1

)

as w ell. This represen ts the nice simple case when the discourse sta ys fo cused on the

same en tit y .

2. Cen ter Retaining : C

b

( U

n

) = C

b

( U

n � 1

) but this en tit y is not the most highly rank ed

elemen t in C

f

( U

n

). In this case, though C

b

is retained from sen tence U

n � 1

to U

n

, it is

lik ely to c hange in U

n +1

. U

n

is then lik ely to b e a connecting sen tence that ev ok es the

next fo cus of the discourse.

3. Cen ter Shift : C

b

( U

n

) 6= C

b

( U

n � 1

). The fo cus of the discourse has shifted.

Th us, a cen ter-retaining transition follo w ed b y a cen ter shift results in a gradual c hange of

fo cus through a connecting sen tence. On the other hand, sequences of cen ter-shifts are lik ely

to mak e a text disconnected and incoheren t. Cen tering theory p ostulates t w o rules that

constrain cen ter-realisation:

1. Rule 1 : If an y elemen t in C

f

( U

n

) is realised b y a pronoun in U

n +1

, then the cen ter

C

b

( U

n +1

) m ust also b e realised b y a pronoun

2. Rule 2 : Sequences of cen ter con tin uation are considered less disruptiv e than sequences

of retaining, whic h are in turn less disruptiv e than sequences of shifts.

Cen tering theory then predicts, using rule 2, that example 1.1 is preferable to example 1.2 on

the basis that it consist of three con tin uations, as against three shifts. Using a pronoun for

T erry in 1.3(c) is unacceptable b ecause it violates rule 1. As T erry is a mem b er of C

f

( U

b

)

that is realised as a pronoun in U

c

, T ony , b eing C

b

( U

c

), m ust also b e realised as a pronoun

in U

c

.

I no w turn m y atten tion to the use of cen tering theory for pronoun resolution. While

cen tering is a useful theory for mo delling atten tional state and the lo cal asp ects of text

cohesion, it is not b y itself a recip e for pronoun-resolution metho ds. The �rst problem with

using cen tering as a theory for pronoun resolution is its non-incremen talit y. The lists C

f

are

constructed only at sen tence b oundaries. This means that in tra-sen ten tial pronouns cannot

b e resolv ed till the end of the sen tence when that list is made a v ailable. T o o v ercome this

problem, the cen tering-based pronoun-resolution pro cedure b y T etreault (1999 ) main tains an
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incremen tal C

f � par tial

list for the sen tence under consideration. When a pronoun needs to b e

resolv ed, this list is searc hed b efore the C

f

lists of previous sen tences. The T etreault (1999 )

algorithm, though conforming to cen tering theory , do es not mak e use of the distinctiv e

features of the theory . It do es not use the bac kw ard-lo oking cen ter, or the three transitions

that form the basis of the theory , or ev en rule 2. It merely searc hes the ordered C

f

lists

of previous utterances (starting with the most immediate) for an en tit y that conforms with

an y syn tax (binding) or agreemen t constrain ts on the use of the pronoun. It therefore lo oks

v ery similar to pronoun-resolution metho ds based on other mo dels of atten tional state lik e

salience (in tro duced in the next section).

1.6.2 Salience

The salience-based mo del (Strub e, 1998) is more sp eci�cally directed to w ards pronoun-

resolution than cen tering theory is. It do es not use the notion of a bac kw ard-lo oking cen ter;

rather, it mo dels atten tional state b y means of a salience list S . This is similar to to the

forw ard-lo oking cen ters C

f

in cen tering theory , but di�ers in imp ortan t w a ys. The list S is

main tained incremen tally , not constructed at sen tence b oundaries. F urther, at an y p oin t in

the discourse, S can con tain all the en tities in tro duced in discourse till that p oin t (though

it usually pruned for e�ciency reasons). This is a signi�can t di�erence from the notion

of a forw ard-lo oking cen ter, where C

f

( U

n

) only con tains en tities ev ok ed within U

n

, and

means that S is capable of mo delling a global atten tional state as w ell as a lo cal one. The

salience list S is ordered according to the p osition of an en tit y in the discourse. Within

a sen tence, en tities are ordered from left to righ t. En tities in more recen t sen tences are

rank ed higher than en tities in less recen t sen tences. Salience-based approac hes can therefore

b e implemen ted with a fairly shallo w lev el of syn tactic pro cessing. The salience mo del of

discourse, ho w ev er, only addresses the issue of atten tional state and do es not pro vide the

insigh ts in to lo cal coherence that are pro vided b y the cen tering mo del.

In terestingly , pronoun-resolution algorithms based on salience w ere in use w ell b efore

Strub e (1998 ) prop osed salience as an alternativ e discourse mo del to cen tering. In the

framew ork of Lappin and Leass (1994 ), the discourse mo del consisted of a set of c o-r efer enc e

classes . Eac h co-reference class corresp onded to one en tit y that had b een ev ok ed in the

discourse and came with an asso ciated salience v alue (computed using a salience function,

describ ed b elo w). Ev ery en tit y encoun tered in the discourse w as either added to an existing

co-reference class (whose salience v alue w as suitably mo di�ed) or used to form a new co-

reference class. Pronoun resolution then reduced to selecting the co-reference class with the

highest salience v alue that satis�ed all the syn tax and agreemen t constrain ts.

There are only t w o di�erences b et w een the approac hes of Lappin and Leass (1994 ) and

Strub e (1998 ). The �rst is that the set of co-reference classes and asso ciated salience v alues

used b y Lappin and Leass (1994 ) is replaced b y an ordered list S in Strub e (1998 ). The
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second di�erence is in computing salience v alues (in Lappin and Leass (1994 )) and ordering

S (in Strub e (1998 )). Lappin and Leass (1994 ) use a salience function that sums the w eigh ts

asso ciated with an y of the features:

Salience F actor W eigh t

Sen tence recency 100

Sub ject emphasis 80

Existen tial emphasis 70

Accusativ e emphasis 50

Indirect Ob ject / Oblique emphasis 40

Head Noun emphasis 80

that are activ e for a salience class to calculate its salience v alue, while Strub e (1998 ) calcu-

lates order only based on p osition. The Lappin and Leass (1994 ) mo del has the adv an tage

of 
exibilit y as it allo ws for exp erimen tation in the c hoice of salience features and w eigh ts.

I discuss this further in section 3.1.

1.6.3 Rhetorical Structure Theory

Rhetorical Structure Theory (RST) (Mann and Thompson, 1988) is a discourse theory

that attempts to mo del the linguistic and in ten tional structure of a text. Its starting p oin t

is that a coheren t

6

text should not ha v e gaps in it. Hence, ev ery text span

7

has a purp ose

and is related to the rest of the text m y means of some relation. In RST, these relations are

called rhetoric al r elations . Mann and Thompson (1988 ) list 23 rhetorical relations that can

link text spans. I repro duce an abbreviated list b elo w:

Rhetorical Relations : motiv ation, an tithesis, bac kground, evidence, conces-

sion, condition, elab oration, circumstance, restatemen t, sequence, con trast.

Unlik e cen tering theory , RST do es not consider referen tial relations; rather, it uses rhetorical

relations to capture the writer's in ten tions for using a particular text span.

6

I use the functional de�nition in whic h coherence is the phenomenon at the lev el of in terpretation that is

analogous to what cohesion is at the lev el of linguistic structure (Hallida y and Hasan, 1976). So it is p ossible

for a text to b e coheren t ev en when not cohesiv e, pro vided that w orld kno wledge can rule out spurious

in terpretations. On the other hand, a cohesiv e text is unlik ely to b e incoheren t, unless it is nonsensical or

sc hizophrenic.

7

A text sp an is similar to a clause. The notion of a text span has not b een formally de�ned in a manner

that is univ ersally accepted, but it is generally agreed that text spans ha v e indep enden t functional in tegrit y .

Hence, they are either clauses, or larger units comprising clauses.
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An imp ortan t concept in RST is that of n uclearit y . F or most of the relations, one of

the in v olv ed text spans (the n ucleus) is more imp ortan t than the other (the satellite).

Mann and Thompson (1988 ) claim that the ma jorit y of text spans in naturally o ccurring

text are related to eac h other b y n ucleus-satellite relations. Exceptions are called m ulti-

n uclear relations, for example, se quenc e and c ontr ast .

The authors de�ne eac h relation in terms of constrain ts on the n ucleus and satellite, and

the in ten tions of the writer. F or example, the c onc ession relation is de�ned as:

The Concession Relation

1. Constrain t on n ucleus : The writer has p ositiv e regard for the n ucleus.

2. Constrain t on satellite : The writer is not claiming that the satellite do es not hold.

3. Constrain t on b oth : The writer ac kno wledges a p oten tial or apparen t incompatibil-

it y b et w een the n ucleus and satellite. Recognising the compatibilit y b et w een the t w o

increases the reader's p ositiv e regard for the n ucleus.

4. W riter's in ten tions : T o increase the reader's p ositiv e regard for the n ucleus.

The de�nitions of rhetorical relations are therefore purely functional. In particular, the

de�nitions do not address the issue of ho w these relations are actually signalled in text.

In fact, Mann and Thompson (1988 ) mak e the claim that rhetorical relations need not b e

signalled linguistically at all, and that less than half the rhetorical relations in naturally

o ccurring text are actually signalled. When rhetorical relations are signalled linguistically ,

it is usually b y means of cue-w ords or cue-phrases. F or example, the c onc ession relation

de�ned ab o v e can b e signalled b y cue-w ords lik e but , though , however ...

Another ma jor claim of RST is that an y discourse can b e represen ted as a rhetorical-

structure tree with a unique ro ot that spans the en tire text and all the subtrees link ed b y

rhetorical relations or schemas . Sc hemas are lik e m ulti-n uclear relations, but eac h comp onen t

has a distinct functional lab el; for example, an A rticle sc hema ma y ha v e the comp onen ts|

Title , A uthor , A bstr act , Se ction and R efer enc es .

Figure 1.2

8

sho ws the rhetorical structure tree for a text con taining t w o sen tences:

The p eople w aiting in line carried a message, a refutation, of claims that the

jobless could b e emplo y ed if only they sho w ed enough mo xie. Ev ery rule has ex-

ceptions, but the tragic and to o-common tableaux of h undreds or ev en thousands

of p eople snak e-lining up for an y task with a pa yc hec k illustrates a lac k of jobs,

not laziness.

8

This example is tak en from the Rhetorical Structure Theory w eb-page main tained b y William Mann

(h ttp://www.sil.org/ � mann b/rst/).
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Figure 1.2. A rhetorical structure tree (N and S refer to the nucleus and satellite of the relation)

This example illustrates some of the arbitrariness of the theory , in that if only they showe d

enough moxie is not considered a text span while not laziness is. It also illustrates wh y

rhetorical relations can b e di�cult to iden tify computationally . While the c onc ession and

antithesis relations are signalled b y the cue-w ords but and not , the evidenc e relation is

signi�can tly harder to iden tify (Marcu, 1997; Marcu, 2000). This means that in practice,

RST is less useful than cen tering theory for judging lo cal coherence in text. Ho w ev er, RST

remains a useful (and widely used) framew ork for structuring discourse in natural language

generation.

T o summarise, cen tering pro vides a useful mo del of lo cal cohesion in text, but is a wkw ard

to apply to pronoun-resolution. Salience is sp eci�cally directed to w ards pronoun-resolution

and is amenable to shallo w implemen tations, but do es not address issues of cohesion. RST

do es not mo del issues of reference, but addresses coherence b y stipulating that adjacen t

text spans are connected b y rhetorical relations. The functional de�nition of these relations

mak es them p opular in structuring discourse during generation, but at the same time mak es

RST a di�cult theory to use in analysis.

1.7 Some Useful Tools and Resources
I no w describ e t w o resources that I use extensiv ely throughout this thesis. The �rst

(W ordNet) is a lexical kno wledge base and the second (L T TTT) is a to ol for segmen ting,

part-of-sp eec h tagging and c h unking text.
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do g, domestic do g, Canis familiaris

Figure 1.3. Two senses of dog in the WordNet hierarchy

1.7.1 WordNet

W ordNet (Miller et al., 1993) is an electronic lexical kno wledge-base that is inspired b y

curren t psyc holinguistic theories of h uman lexical memory . It organises English nouns, v erbs,

adjectiv es and adv erbs in to synon ym sets, eac h represen ting one underlying lexical concept.

These synon ym sets are link ed b y v arious relations. In this thesis, I only mak e use of the

W ordNet classi�cations for nouns and adjectiv es.

I use W ordNet to obtain animacy information for nouns. I use this information for

pronoun-resolution (section 3.1) and relativ e clause and app ositiv e attac hmen t (sections

3.2 and 3.4). I also use W ordNet to �nd synon yms and an ton yms for adjectiv es. I use this

information for generating referring expressions (section 5.3). In this thesis, I use W ordNet

v ersion 1.7

9

.

W ordNet organises noun synon ym sets hierarc hically using the hyp onymy ( X is an instance

of Y ) relation. Figure 1.3 sho ws an abbreviated path from a ro ot no de to t w o di�eren t senses

of the w ord do g in the W ordNet hierarc h y . Eac h no de is actually a synon ym set, but for

reasons of clarit y , I just sho w a represen tativ e elemen t of the synset; for example, or ganism

in the �gure represen ts the synon ym set f or ganism, b eing, living thing g . W ordNet relates

synon ym sets in man y w a ys. Some useful relations b et w een synon ym sets that are directly

enco ded in W ordNet are hyp ernymy ( X a kind of Y ), hyp onymy ( X is an instance of Y ),

mer onymy ( X is a part of Y ), holonymy ( X con tains Y ) and c o or dinateness ( X and Y ha v e

the same paren t in the hierarc h y).

9

Av ailable for do wnload at h ttp://www.cogsci.princeton.edu/ � wn.
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W ordNet also organises adjectiv es as synon ym sets. Ho w ev er, with a few exceptions (for

example, adjectiv es represen ting size, colour or temp erature), these synon ym sets are not

organised hierarc hically . Indeed, the most imp ortan t relation that relates adjectiv e syn-

on ym sets is antonymy , rather than hyp onymy . W ordNet pro vides relations for b oth strict

an ton ym y (for example, smal l vs. lar ge ) and indirect an ton ym y (for example, smal l vs.

sup erior via inferior ).

1.7.2 LT TTT

F or reasons discussed in c hapter 3, I implemen t m y syn tactic simpli�cation system without

recourse to a parser, using the L T T ext T ok enization T o olkit (L T TTT) (Gro v er et al., 2000;

Mikheev et al., 1999) for text segmen tation, part-of-sp eec h tagging and noun c h unking. I

use L T TTT v ersion 2.0

10

in this thesis.

The L T TTT pro vides a set of to ols that can b e used to tok enize text b y in tro ducing XML

mark-up. T ext can b e pro cessed at either the c haracter lev el or at the lev el of XML elemen ts.

The to olkit comes with built-in rule sets to mark-up w ords, sen tences and paragraphs as w ell

as to p erform basic c h unking in to noun phrases and v erb groups.

L T TTT segmen ts text in to sen tences using a sen tence b oundary disam biguator (Mikheev,

1998) that w as trained using maxim um en trop y mo delling tec hniques. The author rep orts

an error rate of 0.8% on the P enn W all Street Journal Corpus. It then uses the L T POS

program (Mikheev, 1997) to assign part-of-sp eec h lab els to w ords in a text. L T POS is a

probabilistic part-of-sp eec h tagger based on Hidden Mark o v Mo dels using Maxim um En trop y

probabilit y estimators. The tagger has b een trained on the Bro wn Corpus and ac hiev es 96%

to 98% accuracy when all the w ords in the text are found in the lexicon; on unkno wn w ords

it ac hiev es 88-92% accuracy .

The noun c h unking is p erformed using a �nite state transducer compiled from a hand-

written grammar consisting of around 50 regular-expression rules. This grammar is also

written in XML; for example, the top lev el rule for noun-c h unking is:

< RULE ``name=AllNounGroup'' ``type=DISJF'' >

< REL ``type=REF'' ``match=QuantifiedNG'' >< /REL >

< REL ``type=REF'' ``match=PossOrBasicNG'' >< /REL >

< REL ``type=REF'' ``match=PronounNG'' >< /REL >

< /RULE >

whic h states that A l lNounGr oup is the disjunction of Quanti�e dNG (quan ti�ed noun group),

PossOrBasicNG (p ossessiv e or basic noun group) and Pr onounNG (pronoun). These cat-

egories are similarly de�ned as either disjunctions or sequences of other categories. A t the

10

Av ailable for do wnload at h ttp://www.ltg.ed.ac.uk/soft w are/ttt.
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b ottom lev el, rules are written in terms of the part-of-sp eec h tags; for example, the de�nition

of Pr onounNG is:

< RULE ``name=PronounNG'' >

< REL ``match=W[C=``((PRP) j (W?DT ))$' '] '' >< /REL >

< /RULE >

whic h states that Pr onounNG matc hes an XML w ord-elemen t W whic h has part-of-sp eec h

attribute C that matc hes the regular expression ((PRP) j (W?DT)) $ .

The noun-c h unking comp onen t of the L T TTT has an accuracy of 89% (on crossing brac k-

ets) when ev aluated on the Bro wn Corpus (Gro v er, p ersonal comm unication). The noun

c h unk er only iden ti�es elemen tary noun c h unks, not noun phrases. F or example, the noun

c h unks as iden ti�ed b y the L T TTT are enclosed in square brac k ets in the sen tence b elo w:

[The p ercen tage] of [lung cancer deaths] among [the w ork ers] at [the W est Gro-

ton], [Mass.], [pap er factory] app ears to b e the highest for [an y asb estos w ork ers]

studied in [W estern] industrialized [coun tries], [he] said.

1.8 An Outline of this Thesis
I no w presen t an outline of the rest of this thesis. I describ e m y arc hitecture for text

simpli�cation in c hapter 2. My three-stage theory of text simpli�cation lends itself easily to

a mo dular arc hitecture with separate mo dules for analysis , tr ansformation and r e gener ation .

Chapter 2 sp eci�es the natural language pro cessing tasks that need to b e p erformed in eac h

mo dule.

I describ e m y theories and tec hniques for p erforming these tasks in c hapters 3 { 5. These

c hapters describ e m y implemen tations of the analysis, transformation and regeneration mo d-

ules in m y arc hitecture and elab orate on m y theory of text simpli�cation where required.

My fo cus is on shallo w and robust tec hniques that can b e used on c h unk ed text (as describ ed

in section 1.7.2) and do not require full parsing.

Chapter 3 on analysis describ es ho w I decide clause b oundaries and attac hmen t and resolv e

pronouns reliably without using a parser. I explore a range of tec hniques, b oth sym b olic and

statistical, for tac kling these issues.

Chapter 4 on tr ansformation describ es the transformation rules I use for simplifying text

and formalises the order in whic h these rules should b e applied.

Chapter 5 on r e gener ation con tains a detailed analysis of the discourse-lev el issues that

arise from sen tence-lev el syn tactic transformations. It pro vides a theory of ho w to resolv e

v arious generation issues lik e sen tence ordering, cue-w ord selection, referring-expression gen-

eration, determiner c hoice and pronominal use so as to preserv e conjunctiv e and anaphoric
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cohesiv e-relations during syn tactic simpli�cation. It also describ es m y algorithms for resolv-

ing eac h of these issues.

My text simpli�cation system addresses a range of NLP problems, in eac h of the three

stages| analysis , tr ansformation and r e gener ation . I presen t tec hniques for deciding clause

b oundaries and attac hmen t, resolving anaphora, generating referring expressions and pre-

serving discourse structure. I ev aluate eac h tec hnique individually as and when I presen t

it. As an ob jectiv e ev aluation of eac h tec hnique requires b oth a suitably mark ed-up corpus

and suitable b enc hmarks to ev aluate against, I ha v e had to use di�eren t corp ora to ev aluate

di�eren t tec hniques. I describ e the corp ora and b enc hmarks used alongside eac h ev aluation.

I also presen t an ev aluation of the comp osite system on a corpus of newspap er articles in

c hapter 6.

Chapter 7 concludes with a summary of the main con tributions of this thesis and sugges-

tions of a v en ues for future w ork.
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As describ ed in section 1.5, m y theory of text simpli�cation divides the task in to three

stages| analysis , tr ansformation and r e gener ation

11

. My arc hitecture uses one mo dule for

eac h of these stages, as sho wn in the blo c k diagram in �gure 2.1. The text is analysed in

the analysis mo dule and then passed on to the tr ansformation mo dule. The transformation

mo dule applies rules for syn tactic simpli�cation and calls the r e gener ation mo dule to address

issues of text cohesion. When no further simpli�cation is p ossible, the transformation stage

outputs the simpli�ed text.

2.1 The Functions of the Three Modules
I no w summarise the functions of eac h of the three mo dules in m y arc hitecture. Then, in

section 2.2, I describ e the in ternal represen tations used b y these mo dules.

2.1.1 Analysis

The analysis mo dule p erforms v arious functions. It segmen ts text in to sen tences. This

segmen tation is imp ortan t b ecause m y syn tactic-simpli�cation rules w ork at the lev el of the

sen tence. It then marks-up syn tactic structures that can b e simpli�ed in eac h sen tence.

This mark-up has t w o comp onen ts| clause/app ositiv e iden ti�cation and clause/app ositiv e

attac hmen t. F or example, simplifying 2.1(a) to 2.1(b) requires kno wledge that the relativ e

11

P arts of this c hapter ha v e b een published previously in Siddharthan (2002a ).
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Figure 2.1. An architecture for a text simpli�cation system
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clause attac hes to Cathy Tinsal l rather than South L ondon and that the relativ e clause do es

not end at the �rst comma, but extends to the end of the sen tence.

(2.1) a. `The pace of life w as slo w er in those da ys,' sa ys 51-y ear-old Cath y Tin-

sall from South London, who had �ve childr en, thr e e of them b oys .

b. `The pace of life w as slo w er in those da ys,' sa ys 51-y ear-old Cath y Tinsall

from South London. Cath y Tinsall had �v e c hildren, three of them b o ys.

The analysis mo dule also includes a pronoun-resolution comp onen t that co-refers third-

p erson pronouns with their an teceden ts. This is for use b y the regeneration mo dule rather

than the transformation mo dule. If the regeneration mo dule needs to replace a pronoun

with a referring expression in order to preserv e anaphoric cohesion (as men tioned in section

1.5 and expanded on in c hapter 5), it needs to kno w what the correct an teceden t is.

It is w orth elab orating on wh y I include pronoun-resolution in the analysis mo dule rather

than the regeneration mo dule in m y arc hitecture. As discussed in section 1.5, m y regen-

eration stage main tains a mo del of discourse in order to detect adv erse c hanges in text

cohesion. It migh t then app ear logical to use that discourse mo del for pronoun-resolution,

whic h w ould mean resolving pronouns in the regeneration mo dule. The decision to include

pronoun-resolution in the analysis stage is a pragmatic one. The rationale is that it is desir-

able to use the b est a v ailable pronoun-resolution algorithm to �nd the correct an teceden t for

a pronoun. F or that reason, it is unnecessarily restrictiv e to constrain m y pronoun-resolution

algorithm to use the same discourse mo del that I use for analysing text cohesion. Also, from

an arc hitectural viewp oin t, it is imp ortan t to main tain mo dularit y . My decision allo ws me

the freedom to c hange to a b etter pronoun-resolution algorithm without ha ving to reorien t

m y theory (laid out in c hapter 5) to w ards a di�eren t discourse mo del used b y that algorithm.

I no w pro vide a sp eci�cation of the represen tation that the analysis mo dule needs to

output. This is based on the requiremen ts of the transformation and regeneration mo dules

and will b e elab orated on in the subsequen t sections on those mo dules. The analysis mo dule

can b e dev elop ed and mo di�ed indep enden tly of the rest of the system as long as it meets

this output sp eci�cation.

Output Sp eci�cation for Analysis Stage:

1. The text should b e segmen ted in to sen tences.

2. W ords should b e part-of-sp eec h tagged.

3. Elemen tary noun phrases should b e mark ed-up and annotated with grammatical func-

tion information.

4. Boundaries and attac hmen t should b e mark ed-up for the clauses and phrases to b e

simpli�ed.

5. Pronouns should b e co-refered to their an teceden ts.
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2.1.2 Transformation

The transformation stage tak es as input a represen tation that marks the b oundaries of

the construct to b e extracted as w ell as the noun phrase that the construct attac hes to (item

4 in the output sp eci�cation for the analysis stage). The transformation stage consists of

straigh tforw ard hand-crafted rules lik e the follo wing:

V W

n

N P

X [

RC

RELPR

# n

Y] Z . � !

( i ) V W X Z :

( ii ) W Y :

This rule states that if, in m y analysed text, a relativ e clause RELPR Y attac hes to a

noun phrase W, then I can extract W Y in to a new sen tence. I use sup erscript #n to

indicate attac hmen t to the noun phrase with sup erscript n .

T ransformation rules are applied recursiv ely on a sen tence un til no further simpli�cation

is p ossible. Individual transformation rules in tro duce constrain ts on p oten tial sen tence or-

derings. These constrain ts are resolv ed in the regeneration stage.

2.1.3 Regeneration

There are man y standard generation issues that also crop up when regenerating trans-

formed text. As describ ed in section 1.5, addressing these issues is crucial for preserving the

cohesion and meaning of the original text. The regeneration mo dule con tains comp onen ts

to p erform eac h of the follo wing tasks:

1. Intr o ducing Cue Wor ds

In order to preserv e the rhetorical relations (describ ed in section 1.6.3) that existed

b et w een clauses in the original text, it migh t b e necessary to in tro duce suitable cue

w ords in the simpli�ed sen tences.

2. De ciding Sentenc e Or der

When the simpli�cation rule splits a sen tence in to t w o, a decision needs to b e made

on the order in whic h to output the simpli�ed sen tences.

3. Gener ating R eferring Expr essions

When simpli�cation rules duplicate noun phrases, a referring expression needs to b e

used the second time as repro ducing the whole noun phrase can mak e the text stilted.

4. Sele cting Determiners

When simpli�cation rules duplicate noun phrases, a decision m ust b e made on what

determiners to use.

5. Pr eserving A naphoric Links

Splitting sen tences or c hanging their v oice can c hange the grammatical function of
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noun phrases and alter the order in whic h they are in tro duced in to the discourse. This

can a�ect the reader's abilit y to correctly resolv e pronouns further on in the text. The

regeneration mo dule requires a comp onen t that detects and �xes brok en anaphoric

links.

2.2 Internal Representations
My system uses XML (eXtensible Mark-up Language) for its in ternal represen tations. I

no w use an example to sho w the in ternal represen tations at eac h stage of pro cessing. Consider

the follo wing plain text sen tence that is input to m y analysis stage:

The So viets, who normally ha v e few clien ts other than the state, will get \exp o-

sure to a mark et system," he sa ys.

The output of m y analysis stage is:

< s1 > < np > < dt > The < /dt > < nnps > So viets < /nnps > < index > 24 < /index >

< grs/ > < /np > < , > , < /, > < simp nonrest-cl6 > < relpr > who < /relpr > < index >

25 < /index > < coref > 24 < /coref > < rb > normally < /rb > < vbp > ha v e < /vbp >

< np > < jj > few < /jj > < nns > clien ts < /nns > < index > 26 < /index > < grd/ >

< /np > < jj > other < /jj > < in > than < /in > < np > < dt > the < /dt > < nn >

state < /nn > < index > 27 < /index > < gro/ > < /np > < /simp nonrest-cl6 > < , >

, < /, > < md > will < /md > < vb > get < /vb > < \ > \ < /\ > < np > < nn > exp osure

< /nn > < index > 28 < /index > < grd/ > < /np > < to > to < /to > < np > < dt >

a < /dt > < nn > mark et < /nn > < nn > system < /nn > < index > 29 < /index >

< gri/ > < /np > < , > , < /, > < sym > " < /sym > < np > < prp > he < /prp > < index >

30 < /index > < grs/ > < coref > 8 < /coref > < /np > < vbz > sa ys < /vbz > < . > .

< /. > < /s1 >

W ords are enclosed in POS tags; for example < nnps > Soviets < /nnps > is a plural

prop er noun. Noun c h unks are enclosed in < np > ... < /np > tags. Sen tences are enclosed

in < s1 > ... < /s1 > tags. All these tags are in tro duced b y the L T TTT (describ ed in sec-

tion 1.7.2). My analysis mo dule in tro duces further mark-up. Noun c h unks are n um b ered

(there is an < index > int < /index > within eac h < np > ... < /np > construct) and pronouns

are co-referenced using an additional < c or ef > int < /c or ef > . The tags < grs/ > , < gr d/ > ,

< gri/ > and < gr o/ > mark noun c h unks with their grammatical relations (sub ject, direct

ob ject, indirect ob ject and oblique). All markup tags for clauses to b e simpli�ed start with

simp , follo w ed b y an iden ti�er for the construct and a unique in teger iden ti�er (so that the

correct end tag can b e found). In the example ab o v e, the nonrestrictiv e relativ e clause is
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enclosed in < simp nonr est-cl6 > ... < /simp nonr est-cl6 > . This is the input represen tation for

the transformation stage.

The transformation stage then splits the sen tence in to t w o, stripping out the clause mark er

tags, in tro ducing sen tence mark er tags and if necessary c hanging grammatical relation tags

to giv e:

< s1 > < np > < dt > The < /dt > < nnps > So viets < /nnps > < index > 24 < /index >

< grs/ > < /np > < md > will < /md > < vb > get < /vb > < \ > \ < /\ > < np >

< nn > exp osure < /nn > < index > 28 < /index > < grd/ > < /np > < to > to < /to >

< np > < dt > a < /dt > < nn > mark et < /nn > < nn > system < /nn > < index >

29 < /index > < gri/ > < /np > < , > , < /, > < sym > " < /sym > < np > < prp > he

< /prp > < index > 30 < /index > < grs/ > < coref > 8 < /coref > < /np > < vbz > sa ys

< /vbz > < . > . < /. > < /s1 >

and:

< s1 > < np > < dt > The < /dt > < nnps > So viets < /nnps > < index > 24 < /index >

< grs/ > < /np > < rb > normally < /rb > < vbp > ha v e < /vbp > < np > < jj > few

< /jj > < nns > clien ts < /nns > < index > 26 < /index > < grd/ > < /np > < jj > other

< /jj > < in > than < /in > < np > < dt > the < /dt > < nn > state < /nn > < index >

27 < /index > < gro/ > < /np > < . > . < /. > < /s1 >

The regeneration stage then p erforms all its tasks (in this case it only needs to p erform

sen tence ordering) and strips all the tags in tro duced b y the analysis stage to giv e:

The So viets will get \exp osure to a mark et system," he sa ys. The So viets nor-

mally ha v e few clien ts other than the state.

XML, though useful as a represen tation language, is hard to read when prin ted. for the

rest of this thesis, m y examples will uses a simpli�ed notation that is easy to read and only

presen ts markup that is relev an t to the example. F or example, the output of the analysis

stage ab o v e will b e presen ted as:

[The So viets]

1

, [

RC

[who]

2#1

normally ha v e few clien ts other than the state], will

get \exp osure to a mark et system," he sa ys.

where #1 represen ts a co-reference with the noun c h unk 1 ( The Soviets ).

2.3 Extending my Architecture
The arc hitecture for text simpli�cation (�gure 2.1) that I ha v e presen ted in this c hapter

only deals with syn tactic text-simpli�cation. It is ho w ev er easily extensible to include lexical

simpli�cation. Lexical simpli�cation can in v olv e paraphrasing w ords (esp ecially v erbs) with
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Figure 2.2. Incorporating lexical simpli�cation into my ar chitecture

their dictionary de�nitions (Ka ji et al., 2002) or replacing w ords with simpler synon yms

(Devlin, 1999). This pro cess can b e carried out after syn tactic simpli�cation, as sho wn in

�gure 2.2. I do not, ho w ev er, o�er a treatmen t of lexical simpli�cation in this thesis.

2.4 Comparing NLP Architectures

2.4.1 Text Summarisation

It is w orth con trasting text simpli�cation with the b etter established NLP task of auto-

matic text summarisation. In some sense, the t w o tasks ha v e diametrically opp osed goals.

T ext simpli�cation tries to preserv e information con ten t while reducing grammatical com-

plexit y . Summarisation aims to drastically reduce information con ten t, retaining only the

most signi�can t information. F urther, summarisation often results in an increase in gram-

matical complexit y , as information is pac k ed in to sen tences in the summary (McKeo wn et

al., 1995).

P erhaps parado xically , the t w o tasks also share a lot in common. Both summarisation and

simpli�cation in v olv e transforming a text in some w a y . F urther, for b oth tasks, the source

and target texts are in the same language. I migh t therefore exp ect the arc hitecture of a

text simpli�cation system to closely resem ble the arc hitectures used b y text summarisation

systems.

As describ ed in section 1.4.1, early w ork on text simpli�cation used an arc hitecture with

t w o stages| analysis and tr ansformation . This corresp onds to the arc hitecture used b y early

summarisation systems (Luhn, 1958; Edm undson, 1964; P ollo c k and Zamora, 1975), where
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the analysis stage in v olv ed shallo w surface lev el tec hniques lik e term frequency , cue phrases

and sen tence lo cation and the transformation stage in v olv ed simple sen tence extraction.

Ho w ev er, more recen tly , there has b een a realisation that summarisation systems require

three-stage arc hitectures. Di�eren t authors refer to the the di�eren t stages di�eren tly; for

example, identi�c ation , interpr etation and gener ation (Ho vy and Lin, 1999), interpr etation ,

tr ansformation and gener ation (Sparc k Jones, 1999) and analysis , tr ansformation and syn-

thesis (Mani and Ma ybury , 1999). In the SUMMARIST system, Ho vy and Lin (1999 ) used

the middle stage to transform sen tences using topic generalisations; for example, John b ought

some ve getables, fruit, br e ad and milk � ! John b ought some gr o c eries . They used W ordNet

as their kno wledge source. Ho w ev er, despite Ho vy and Lin (1999) adv o cating full sen tence

planning in the generation stage, the SUMMARIST system is implemen ted to p erform only

simple sen tence extraction. Similarly , Sparc k Jones (1999 ) and Mani and Ma ybury (1999 )

argue in fa v our of a three-stage arc hitecture, but do not o�er an implemen tation of the same.

An example of a summarisation system with an in v olv ed generation stage that is in activ e

use is MultiGen ( ? ; Barzila y , 2003), whic h is part of Colum bia Univ ersit y's NewsBlaster

system for m ulti-do cumen t summarisation. This system go es b ey ond merely extracting

sen tences from news sources and stringing them together in a summary and p erforms in-

formation fusion across sen tences. MultiGen clusters sen tences (extracted from m ultiple

news sources) that con tain related information and attempts to fuse them in to one sen tence

that con tains the information common to the cluster. It do es this b y iden tifying a represen-

tativ e sen tence and mo difying it (b y deletions and insertions) to include only information

that is su�cien tly common among the sen tences in the cluster. Iden tifying information

that is common across sen tences extracted from di�eren t news rep orts requires an abilit y to

recognise paraphrases; Barzila y (2003 ) describ es an unsup ervised approac h for paraphrase

acquisition. Deleting non-cen tral information from a sen tence is a similar task to that of

sen tence shortening (cf. section 1.3.2). Inserting textual units in to a sk eleton sen tence is a

sen tence aggregation task. In addition to these, MultiGen also attempts to address issues

of cohesion in the summary b y ordering the sen tences c hronologically (c hronological infor-

mation is obtained from the date and time that a rep ort is p osted), while minimising the

n um b er of topic shifts (the lev el of a topic shift b et w een t w o sen tences is calculated b y an

information theoretic comparison of the sen tence clusters that they represen t). It is th us

clear that the trend in summarisation systems is to mo v e to w ards more elab orate transfor-

mation and regeneration stages. As I emphasise through this thesis, text simpli�cation also

requires a third stage ( r e gener ation ), to deal with the discourse-lev el implications of applying

sen tence-lev el syn tactic transforms to text.

T ext summarisation and simpli�cation face similar problems in the analysis stage. While

deep analysis w ould no doubt help b oth applications, limitations in applying curren t deep

parsing tec hnology to op en domains result in the p opularit y of approac hes based on shallo w
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(though not surface) tec hniques. Both applications in v olv e transforming texts at the scale of

the sen tences, clauses and phrases. These transforms lead to similar discourse lev el issues of

text cohesion and coherence. In that sense, the regeneration stages of b oth applications can

b e exp ected to ha v e signi�can t o v erlap and I exp ect the approac hes I presen t in this thesis

for preserving cohesiv eness of simpli�ed text to b e applicable to summarisation as w ell.

2.4.2 Natural Language Generation

In terestingly , early generation systems also used a t w o stage arc hitecture| do cument

planning and linguistic r e alisation (Thompson, 1977). The �rst stage handled issues lik e

represen ting information in a domain, deciding what to sa y (con ten t selection) and structur-

ing the information to presen t according to a discourse mo del. The second stage con v erted

in termediate abstract text sp eci�cations in to surface text, handling issues of morphology and

grammar.

In the 1990s, it started b eing recognised that man y tasks that are imp ortan t for generation

do not categorise easily as either do cumen t planning or surface realisation. In some sense,

most of these tasks lie in b et w een the t w o stages. Recen t natural language generation systems

therefore tend to ha v e a third stage, usually referred to as micr oplanning , that lies b et w een

the do cument planning and surfac e r e alisation stages (Reiter and Dale, 2000).

In terestingly , while do cumen t planning and surface realisation are irrelev an t for syn tac-

tic simpli�cation (the input to a text simpli�cation system is a natural language text in

whic h con ten t has already b een selected and structured, while its in termediate text sp eci�-

cation is comp osed of sen tences that ha v e already b een realised), the regeneration stage in

m y arc hitecture for syn tactic simpli�cation corresp onds closely to the microplanning stage

of generation systems. Reiter and Dale (2000 ) include all m y regeneration tasks (cue-w ord

selection, sen tence ordering, referring expression generation, determiner c hoice and pronom-

inalisation) as tasks for the microplanner, arguing that all of them require kno wledge not

a v ailable at the do cumen t planning stage, but are not directly related with syn tax and mor-

phology driv en surface realisation either. The aim of the microplanner is to generate coheren t

discourse, rather than select con ten t or decide syn tax, and this aim coincides with the aim

of m y regeneration comp onen t. Therefore, it is hardly surprising that m y regeneration stage

corresp onds so closely to microplanners in generation systems.
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The purp ose of the analysis mo dule is to tak e in text and con v ert it in to a represen tation

that the transformation and regeneration mo dules can w ork with; hence the functions of the

analysis mo dule are deriv ed from the requiremen ts of these succeeding mo dules

12

. In section

2.1.1, I pro vided a sp eci�cation of the tasks that the analysis mo dule is required to p erform.

T o recap, these tasks w ere sen tence b oundary detection, part-of-sp eec h tagging, noun c h unk-

ing, (limited) grammatical-function determination, clause and app ositiv e iden ti�cation and

attac hmen t (as needed for simpli�cation rules) and third-p erson pronoun resolution.

As with an y natural language pro cessing application, a decision needs to b e made on

what depth of analysis is required. A parser could, in theory , b e used for all the ab o v e stated

tasks, with the exception of pronoun resolution. Ho w ev er, deep er analyses lik e full parses are

less robust and computationally more exp ensiv e than shallo w er analyses lik e part-of-sp eec h

tagging and noun c h unking. Ev en relativ ely shallo w parsers lik e Brisco e and Carroll (1995 )

return full analyses for only 80% of sen tences in newspap er text (as rep orted b y the PSET

pro ject, section 1.4.2). And unfortunately , since sen tences that need simpli�cation tend to

cause parsers problems due to their long length and high degree of am biguit y , it is lik ely that

simpli�cation will b e useful for man y of the sen tences that the parsers fail on.

It is therefore w orth considering shallo w er tec hniques for eac h of the tasks in m y analysis

mo dule. In fact, as I demonstrate in this c hapter, shallo w tec hniques that are dev elop ed for

sp eci�c tasks can p erform as w ell as or ev en b etter than shallo w parsers on those tasks. I

use the L T T ext T ok enization T o olkit (Gro v er et al., 2000; Mikheev et al., 1999) (describ ed

in section 1.7.2) to p erform the initial analysis| segmen ting text in to sen tences, annotating

w ords with their part-of-sp eec h tags and marking-up noun c h unks. This guaran tees an

analysis for ev ery sen tence in a text with a computational complexit y that is roughly linear

in sen tence length. In this c hapter, I detail v arious tec hniques for solving the remaining tasks

(grammatical-function determination, clause and app ositiv e iden ti�cation and attac hmen t

and third-p erson pronoun resolution), using part-of-sp eec h tagged and noun-c h unk ed text

(with sen tence b oundaries mark ed) as a starting p oin t. This shallo w approac h is feasible

b ecause I only need to iden tify a limited range of grammatical functions and clauses, and do

not need the full GRs or full clause iden ti�cation.

I presen t m y salience-based pronoun-resolution algorithm in section 3.1. This includes a

12

P arts of this c hapter ha v e b een published previously in Siddharthan (2002b ) and Siddharthan (2003b ).
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discussion of ho w the necessary grammatical functions can b e extracted from c h unk ed text

b y pattern matc hing (section 3.1.2). I presen t tec hniques for relativ e clause attac hmen t in

section 3.2 and then sho w ho w relativ e clause b oundaries can b e determined reliably using

v ery shallo w pro cessing in section 3.3. In section 3.4, I sho w ho w app ositiv e phrases can b e

iden ti�ed and attac hed in a similar fashion. I describ e m y treatmen t of co ordination and

sub ordination in section 3.5. I end this c hapter with a holistic ev aluation of the analysis

mo dule in section 3.6.

3.1 Resolving Third-Person Pronouns
Pronoun resolution systems need to tak e a range of factors, b oth syn tactic and seman tic,

in to accoun t. Most algorithms do this in stages, b y �rst iden tifying p ossible an teceden ts, then

applying a set of �lters to rule out some of them and �nally applying a decision pro cedure to

select one of the remaining candidates. F or example, salience-based algorithms �rst calculate

salience scores for p oten tial an teceden ts based on their syn tactic roles and recency , then apply

a set of seman tic and syn tactic �lters to rule out p oten tial an teceden ts and �nally attac h the

pronoun to the most salien t remaining p oten tial an teceden t.

Anaphora resolution systems based on salience mo dels (Lappin and Leass, 1994; Kennedy

and Boguraev, 1996) tend to use shallo w er syn tactic analysis than those based on other

discourse mo dels lik e cen tering theory (Brennan et al., 1987; T etreault, 1999); this mak es

them particularly attractiv e to me in m y researc h.

There are pronoun resolution systems that do not form an explicit mo del of discourse.

Mitk o v (1998 ) calculated scores for p oten tial an teceden ts only when resolving a pronoun.

Though these scores w ere similar to salience scores, they w ere calculated on the 
y when

required and no discourse mo del w as main tained as suc h. Hobbs (1986 ) used an algorithm

that considered p oten tial an teceden ts in a left to righ t order, starting with the curren t

sen tence and then mo ving bac k in the discourse one sen tence at a time. This resulted in a

preference for sub jects that w as similar to salience based approac hes.

Another system that do es not use an explicit mo del of discourse is that of Ge et al. (1998 ),

who collapsed the distinction b et w een har d agreemen t constrain ts and w eak er syn tactic

criteria and used a probabilistic mo del to select an an teceden t based on features deriv ed

from agreemen t v alues, grammatical roles, recency and rep etition. They used a Ba y esian

approac h to calculate the probabilit y p ( a j p; f

1

:::f

n

) that a is the an teceden t of a pronoun p

giv en the features f

1 � n

. The features they used w ere the head constituen t ab o v e p , the t yp e

of the head constituen t of a , the syn tactic structures in whic h a and p app ear (grammatical

function), the distance b et w een a and p , the n um b er of times the referen t of a is men tioned

and the gender of p and a . Their pronoun resolution algorithm then in v olv ed maximising

P ( a

i

j p; f

1 � n

) o v er all p oten tial an teceden ts a

i

.
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Ge et al. (1998 ) used an unsup ervised approac h to learning gender information. They

ran their algorithm without the gender feature on the en tire P enn W all Street Journal

T reebank. By coun ting the n um b er of times a noun w as lab elled as the an teceden t of

he/his/him/himself , she/her/herself/hers and it/its/itself b y this purely syn tactic pronoun-

resolution algorithm, they managed to compute p ( m j w

i

), p ( f j w

i

) and p ( n j w

i

) (the proba-

bilities that a w ord w

i

is male, female or neuter) for ev ery w ord in the P enn T reebank. By

b o otstrapping, the gender information w as used to impro v e the pronoun resolution algo-

rithm, whic h w as then used to calculate revised gender probabilities for w ords in the P enn

T reebank.

Ge et al. (1998 ) used a small subset (con taining 3975 sen tences and 2477 pronouns) of the

P enn WSJ T reebank that had b een annotated with co-reference information for their exp eri-

men ts. Using 10-w a y cross-v alidation, they rep orted 82.9% of pronouns reso v ed correctly b y

their algorithm. In terestingly , they rep orted that remo ving the syn tax features brough t the

accuracy do wn to 43%, while pro viding p erfect gender information impro v ed the accuracy

to 89.3%. This suggests that b oth syn tax and gender information are imp ortan t to resolving

pronouns. I will return to this p oin t when describing m y approac h later in this section.

I use a salience-based pronoun-resolution algorithm in m y implemen tation. This is partly

b ecause, as men tioned earlier, these algorithms are amenable to shallo w implemen tations.

The other reason is that I ha v e found the salience-based mo del of atten tional state to b e

useful for resolving not just third-p erson pronouns but also relativ e clause and app ositiv e at-

tac hmen t (describ ed later in sections 3.2 and 3.4.3). Unfortunately , the accuracy of pronoun-

resolution systems based on salience, though exceeding 80% on restricted genre, app ears to

plateau at around 60-65% on unrestricted text (Barbu and Mitk o v, 2001; Preiss, 2002).

It app ears that w eigh ts for v arious salience features, trained to giv e high p erformance on

particular genre, need to b e retrained to w ork on other genre. Ho w ev er, there remains a

strong preference for an teceden ts that are sub jects, and to a lesser exten t direct ob jects,

across genre. In section 3.1.2, I sho w ho w this crucial sub ject-ob ject distinction can b e

made reliably using pattern matc hing on c h unk ed text. This is a lev el of pro cessing that

is ev en shallo w er than that used b y Kennedy and Boguraev (1996 ) (who use kno wledge of

sub categorisation frames of v erbs) and guaran tees an analysis for ev ery sen tence, with a

computational complexit y that is linear in sen tence length.

Anaphora resolution algorithms need to fall bac k on more elab orate inference mec hanisms

when salience alone do es not return a reliable answ er. Unfortunately , kno wledge-in tensiv e

approac hes do not scale up w ell when attempts are made to apply them to unrestricted

domains. I explore v arious shallo w inference pro cedures that signi�can tly b o ost results in

section 3.1.4. I then describ e m y corpus in section 3.1.7 and ev aluate m y algorithm in section

3.1.9. But �rst, I describ e m y pronoun-resolution algorithm.
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3.1.1 The Algorithm

My approac h to third-p erson pronoun resolution (algorithm 3.1) closely follo ws other

salience-based algorithms lik e Lappin and Leass (1994 ) and Kennedy and Boguraev (1996 ).

Algorithm 3.1 Resolving third-p erson pronouns

Resolve third-person pronouns

1. Iden tify all elemen tary NPs in the discourse windo w and asso ciate the follo wing features

with them:

� typ e : pronoun / common-noun / prop er-noun

� agr e ement : n um b er, p erson, gender, animacy

� gfun : sub ject / direct ob ject / indirect ob ject / oblique

2. Mo v e through the discourse windo w from left to righ t. A t eac h:

(a) non-pronominal noun phrase, form a new co-reference class and initialise its

salience v alue.

(b) third-p erson pronoun, add it to the co-reference class with the highest salience

v alue that satis�es all agreemen t and syn tax restrictions. Up date the salience

v alue of this co-reference class.

(c) sen tence b oundary , halv e the salience v alue of eac h co-reference class.

Algorithm 3.1 prepro cesses the text (step 1) b y annotating eac h noun phrase with infor-

mation ab out agreemen t v alues and grammatical functions. It then considers eac h noun

phrase from left to righ t, forming a new co-reference class for non-pronominal noun phrases

(step 2(a)) and adding pronouns to existing co-reference classes (step 2(b)). A t sen tence

b oundaries, the algorithm halv es the salience of eac h co-reference class (step 2(c)).

3.1.2 Extracting GRs by Pattern Matching

Grammatical function is an imp ortan t determinan t of salience. As anaphora resolution

algorithms ha v e a strong sub ject preference, it is imp ortan t that I am able to reliably di�er-

en tiate b et w een sub jects and ob jects.

While most implemen tations of pronoun-resolution algorithms use some form of parser or

information ab out sub categorisation frames of v erbs to decide grammatical function, I do

this using only pattern matc hing on noun-c h unk ed text. I use an ordered sequence of �v e

simple pattern matc hing rules to decide the grammatical function of noun c h unks (these are

the inner-most NPs, as mark ed-up b y the L T TTT). In the follo wing patterns, the sup erscript
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Figure 3.1. Grammatical relation hierarchy (from Briscoe et al. (2002))

of noun c h unk NP

i

giv es its grammatical function:

1. Prep NP

obl iq

i

2. NP

subj

i

[ \, [

^

V erb]+," j \Prep NP" ]* V erb

3. V erb NP

dobj

i

4. V erb [NP]+ NP

iobj

i

5. Sen t Mark er [

^

NP]* NP

subj

i

The �rst pattern (gfun= oblique ) lo oks bac k for a prep osition. The second (gfun= subje ct )

lo oks ahead for a v erb, jumping o v er app ositiv es and prep ositional phrases. This pattern

will, for example, iden tify Bailey Contr ols as a sub ject in:

[ Bailey Con trols ]

subj

, [based] in [Wic kli�e], [Ohio], mak es

v er b

[computerized

industrial con trols systems].

The third (gfun= dir e ct obj ) and fourth (gfun= indir e ct obj ) patterns lo ok bac k for a v erb.

The �fth pattern marks the �rst noun phrase in the sen tence as a sub ject. These patterns

are applied strictly in order; for example, in:

After the game, there w ere celebrations ev erywhere.

game has gfun=obliq b ecause it matc hes pattern 1, ev en though it also matc hes pattern 5.

Preiss (2002) ev aluated four parsers (Brisco e and Carroll (1993 ), Charniak (2000 ) and t w o

v ersions of Collins (1997 )) using the ev aluation corpus for grammatical relations (Carroll et

al., 1999a; Brisco e et al., 2002)

13

. The GR hierarc h y is sho wn in �gure 3.1 and an example

13

The ev aluation corpus for GRs is a v ailable at h ttp://www.cogs.susx.ac.uk/lab/nlp/carroll/g rev al.h tml
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Failure to do this will continue to place a disproportionate burden on Fulton taxpayers.

(xcomp to failure do)

(dobj do this)

(ncsubj continue failure)

(xcomp to continue place)

(ncsubj place failure)

(dobj place burden)

(ncmod burden disproportionate)

(iobj on place tax-payer)

(ncmod tax-payer Fulton)

(detmod burden a)

(aux continue will)

Figure 3.2. Example sentence and GRs from the Carroll et al. (1999a) evaluation corpus.

from the ev aluation corpus in �gure 3.2. Preiss (2002 ) ev aluated the parsers using three

GRs| subj , dobj and iobj . As these are the relations that I am in terested in, I tried to

ev aluate m y approac h using the same ev aluation corpus, so that I could compare the results.

The main issue with p erforming this ev aluation w as that m y patterns only iden tify the

grammatical function of noun c h unks. As �gure 3.2 sho ws, the ev aluation corpus consists

of grammatical relations b et w een nouns and v erbs (for the sub ject and ob ject relations that

I am in terested in). T o mak e the ev aluation meaningful, I had to mo dify m y approac h

to reco v er the v erb. I wrote a simple script to generate a grammatical relation from a

grammatical function. F or noun c h unks with gfun=dobj/iobj , I extracted the most recen t

v erb. F or noun c h unks with gfun=subj , I searc hed forw ards for the head of the nearest v erb

group. I then generated GRs in the same format as those in the ev aluation corpus.

I compare the p erformance of m y approac h with the results rep orted b y Preiss (2002 ) in

table 3.1. My approac h resulted in lo w recall b ecause I generated only one grammatical

relation p er noun c h unk, ev en though a noun migh t b e related to m ultiple v erbs. My script

also frequen tly found the wrong v erb, esp ecially when the grammatical function has b een

determined b y pattern 5 (presen ted at the start of this section). Therefore, I also used the

ev aluation corpus to ev aluate grammatical function, whic h is what I require for pronoun

resolution. F or ev aluating grammatical function, I ignored the v erb in the GRs and only

compared the nouns. F or example, if the gold standard con tained the GRs (these ha v e b een

tak en from the gold standard for illustration purp oses, and do not come from one sen tence):

(ncsubj elaborate jury)

(ncsubj place failure)

(ncsubj tell he)

(ncsubj provide measure)
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GR Metric B&C Charniak Collins 1 Collins 2 Me

sub j precision .84 .91 .89 .90 .69

recall .88 .85 .80 .83 .85

F-measure .86 .88 .84 .86 .76

dob j precision .86 .82 .83 .83 .81

recall .84 .67 .62 .55 .80

F-measure .85 .74 .71 .66 .80

iob j precision .39 .60 .50 .50 .15

recall .84 .32 .32 .32 .89

F-measure .53 .41 .39 .39 .26

Table 3.1. Evaluation of grammatical relation extraction

(ncsubj enforce measure)

and m y script generated the GRs:

(ncsubj did jury)

(ncsubj place failure)

(ncsubj tell he)

(ncsubj provide measure)

the precision and recall for grammatical relation (GR) and grammatical function (GF) ex-

traction w ould b e:

GR: p = .75 as three out of four generated relations feature in the gold standard.

r = .60 as three out of the �v e relations in the gold standard app ear in the generated

output.

GF: p = 1.00 as all four nouns in the generated GRs ha v e b een correctly iden ti�ed as

sub jects.

r = 1.00 as all the four nouns in the gold standard ha v e b een correctly iden ti�ed as

sub jects in the generated text.

T able 3.2 compares the accuracy of m y approac h for extracting grammatical relations and

grammatical functions. Its p erformance on grammatical function is signi�can tly higher for

sub jects, while there is v ery little di�erence for ob jects.



42 3. Analysis

Ev aluation Criteria sub j dob j iob j

p r f p r f p r f

Grammatical Relations .69 .85 .76 .81 .80 .80 .15 .89 .26

Grammatical F unction .90 .95 .92 .82 .81 .81 .16 .93 .27

Table 3.2. Evaluation of grammatical function extraction

My approac h iden ti�es the ob ject of an y prep osition as oblique , whic h results in v ery lo w

recall for iobj . The iobj results for m y algorithm in tables 3.1 and 3.2 are actually for the

con
ated iobj/oblique class; i.e. noun phrases that matc h pattern 1 are also lab elled as iobj .

This results in high recall and lo w precision. The inabilit y to di�eren tiate iobj s from oblique

references is not a problem for pronoun resolution as the Lappin and Leass (1994 ) salience

function uses the same w eigh ts for oblique and indirect ob ject emphasis.

On the other hand, an imp ortan t class of errors (accoun ting for 20% of the mislab elled

dobj s) m y algorithm mak es is that of lab elling temp oral adjuncts as ob jects; for example, in

The judge said F riday that... I tak e correctiv e measures for this in m y pronoun resolution

algorithm, b y reducing the salience of h yp on yms of the W ordNet classes time p erio d and

time unit that app ear in the ob ject p osition.

My results indicate that noun c h unks can b e classi�ed as sub jects and direct ob jects

reliably without using a parser. This is signi�can t, b ecause m y approac h guaran tees an

analysis for ev ery sen tence, with a complexit y that is linear in sen tence length.

3.1.3 Agreement Features

I use the four standard agreemen t features, for numb er , p erson , gender and animacy . I

implemen t the features as lists of allo w ed v alues:

1. numb er = (s)ingular, (p)lural

2. p erson = (f )irst, (s)econd, (t)hird

3. gender = (m)ale, (f )emale, (n)euter

4. animacy = (a)nimate, (i)nanimate

This allo ws me to under-sp ecify features when I ha v e inadequate information. Ha ving

separate animacy and gender features allo ws me to handle companies and animals in an

elegan t w a y . F or a compan y , I set gender= f n g and animacy= f a g . F or an animal, I set
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gender= f m/f,n g and animacy= f a g . Then, for example, the pronoun it can refer to some-

thing with gender= f n g and animacy= f a g (lik e a compan y or animal) or something with

animacy= f i g . Ho w ev er, he can only refer to something with gender= f m g and animacy= f a g

(an animal but not a compan y).

I also implemen t an additional sp e aker-quote agreemen t feature. This enforces t w o restric-

tions: �rstly , third p erson pronouns within quotes cannot co-refer with the sp eak er of the

quote and secondly , pronouns that are sp eak ers of quotes cannot co-refer with noun phrases

(apart from �rst p erson pronouns) within the quote.

3.1.4 Inferring Agreement Values

Of the four standard agreemen t features | numb er , p erson , gender and animacy , v alues

for the �rst t w o are a v ailable from the POS tagger; ho w ev er, the tagger do es not pro vide

gender and animacy information. T o get the most out of m y agreemen t �lters, I need to

infer as m uc h agreemen t information as p ossible. Ge et al. (1998 ) presen t an unsup ervised

approac h to learning gender information from a corpus. I tak e an alternativ e approac h to

the problem. In edited text, animacy and gender information for a p oten tial an teceden t

is usually a v ailable in some form elsewhere in the text, usually in other references to the

same referen t. I try and retriev e this information using shallo w inference mec hanisms. I run

through the set of noun phrases in iterations that:

1. Lo ok for k eyw ords in the NP .

2. T ry to co-refer the NP with another NP .

3. Collect information ab out the head noun in W ordNet.

4. Infer from app ositiv es and existen tial constructs.

5. Mak e use of an y reliable sub categorisation frames for the v erb.

In eac h iteration, I only consider noun phrases for whic h w e are still lo oking for some

agreemen t information ( animacy or gender ).

In the �rst iteration, I lo ok for k eyw ords in an NP; for example, k ey w ords lik e Inc. , Lmt. ,

PLC. and Corp. suggest that the noun phrase is a compan y ( gender= f n g and animacy= f a g )

and titles lik e Mrs. and Ms. suggest that the noun phrase is a female p erson ( gender= f f g

and animacy= f a g ). I use the follo wing list of k eyw ords:

Inc, Ltd, Co, Corp, PLC, Mr, Lord, Earl, Duk e, King, Emp eror, Sir, Rev, Mrs,

Ms, Miss, Lady , Queen, Empress, Duc hess, Dr, Prof, Minister, Secretary , Presi-

den t
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In the second iteration, I try and co-refer an NP with an NP for whic h I ha v e the required

information. F or example, consider the text:

Pierre Vink en

x

, 61 y ears old, will join the b oard as a nonexecutiv e director

No v. 29. Mr. Vink en

y

is c hairman of Elsevier N.V., the Dutc h publishing

group.

I can �nd agreemen t v alues for x if I can co-refer it to y , whic h the �rst iteration has dealt

with. I try and p erform this co-reference op eration in t w o steps, that lo ok for p eople and

companies resp ectiv ely . T o c hec k if an unrecognised (animacy or gender 
ag not set) noun

phrase is a p erson, I searc h forw ards for a noun phrase with the same head noun that has

already b een recognised as a p erson. This follo ws the in tuition that if a noun phrase X

1

...X

n

Y is a p erson, it is lik ely that a reference further in the discourse is of the form Title Y

(for example, Mrs Y ). T o c hec k if an unrecognised noun phrase is a compan y , I searc h

bac kw ards. This follo ws the in tuition that a compan y X

1

...X

n

migh t ha v e b een in tro duced

in to the discourse as X

1

...X

n

Y , where Y is an acron ym lik e c o, c orp, inc, ltd, plc or ev en

a h yp on ym of the W ordNet class gr oup/or ganisation lik e Asso ciation, Institute, Comp any,

University, Scho ol...

The �rst t w o iterations largely deal with prop er nouns, a particularly troublesome class.

The third iteration deals with common nouns and in v olv es a lo ok-up of the head noun in

W ordNet. If the head noun is a h yp ern ym of human , animal or or ganisation I set ani-

macy= f a g , otherwise I set animacy= f i g . Gender information is sometimes a v ailable for

h umans in W ordNet; for example if the head noun is son , woman , widow or spinster . W ord-

Net also recognises some place names, particularly coun tries and cities.

The fourth iteration mak es use of information con tained in app ositiv es and copula con-

structs; for example, consider the examples:

J.P . Bolduc

x

, vice c hairman

y

of W.R. Grace Co., w as elected a director.

Finmeccanica

x

is an Italian state-o wned holding compan y

y

with in terests

in the mec hanical engineering industry .

I assign animacy= f a g to x using the W ordNet class of the head noun of y ( chairman and

c omp any ). I also set gender= f n g for Finme c c anic a and rule out gender= f n g for J.P. Bolduc .

The �fth iteration mak es use of an y reliable sub categorisation frames for v erbs. F or

example, the sub ject of v erbs lik e said , r ep orte d , state d are assigned animacy= f a g .

3.1.5 Syntax Filters

Syn tactic �lters are required to rule out an teceden ts that violate binding constrain ts. I

use a fairly simple syn tax �lter for re
exiv e pronouns (pronouns ending in self or selves ,

for example, themselves ). This �lter marks the region of the sen tence b et w een the re
exiv e
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pronoun and the most recen t sub ject and ensures that the last mem b er of the co-reference

class lies within this mark ed region. F or example, in:

It w as sev en o'clo c k of a v ery w arm ev ening in the Seeonee hills when F ather

Wolf woke up fr om his day's r est, scr atche d himself , y a wned, and spread out

his pa ws one after the other to get rid of the sleep y feeling in their tips.

the an teceden t of himself is constrained to lie in the italicised region.

It is tric kier to de�ne the binding constrain ts on p ersonal pronouns (lik e they , she or it ) .

F or example, it is acceptable for him to co-refer with John in:

John slammed the do or b ehind him.

but not in:

John slammed the do or on him.

I use a relaxed �lter that do es not rule out p ersonal pronouns with gfun=iobj/oblique co-

referring with the sub ject. The �lter do es ho w ev er prev en t them co-referring with other

ob jects of the same v erb. F or example, in:

The car had a trailer b ehind it.

it can refer to c ar , but not tr ailer . My syn tactic �lter also prev en ts p ersonal pronouns with

gfun=dobj co-referring with the sub ject of the same v erb (implemen ted b y �nding the most

recen t noun phrase with gfun=subj ). So, for example, in:

The grease on the c hain protects it from rust.

it can co-refer with chain ( gfun=oblique ), but not with gr e ase ( gfun=subj ).

I do not place an y binding constrain ts on adjectiv al (p ossessiv e) pronouns lik e his or their .

3.1.6 Salience

I use the follo wing Lappin and Leass (1994 ) salience features sho wn in �gure 3.3. I also

consider p ossessives , giving them a w eigh t equal to the w eigh t of their enclosing NP min us

ten. The additional features I consider are the n um b er of mem b ers in the co-reference class,

the W ordNet category of the co-reference class and noun phrase recency (distance of the

p oten tial an teceden t measured in noun phrases).

3.1.7 The Corpus

Due to the lac k of a standardised ev aluation corpus for pronoun resolution, I ha v e con-

structed an annotated corpus

14

, the con ten ts of whic h are describ ed in table 3.4. The training

14

The corpus has b een annotated b y me, due to v arious impracticalities of indep enden t annotation. This

app ears to b e the standard pro cedure in the pronoun-resolution �eld, and I am una w are of an y indep enden tly

annotated corp ora for pronoun resolution.
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Salience F actor L&L W eigh t

Sen tence recency 100

Sub ject emphasis 80

Existen tial emphasis 70

Accusativ e emphasis 50

Indirect Ob ject / Oblique emphasis 40

Head Noun emphasis 80

Table 3.3. Salience factors and weights (Lappin and Leass, 1994)

and test corp ora con tain some genres in common (articles from the news, sp orts and guest

column sections of one British and one American daily). The literature comp onen t of the

training corpus consists of Beatrix P otter, H.H. Munro, Rudy ard Kipling and Anna Sew ell.

The literature comp onen t of the test corpus consists of Aesop, Lewis Carroll and Agatha

Christie. In addition, I ha v e included some genre in the test set that I ha v e not trained on,

sp eci�cally tra v elogues (from the Lonely Planet guide) and medical articles.

I exp ect that this corpus will not o v erlap with corp ora traditionally used in NLP that

algorithms migh t ha v e b een trained on, and hence can b e useful to other researc hers as

an indep enden t ev aluation corpus. My annotation marks sen tences and noun phrases and

assigns eac h noun phrase an index and an optional co-reference index; for example, in:

(S1 (NP Mr Gilc hrist 93) denied (NP-PRP he 94#93) w as scare-mongering. ),

the pronoun he has index 94 and co-refers with the noun phrase with index 93.

Pronouns in the corpus are co-referenced with the most recen t an teceden t. Ho w ev er,

earlier an teceden ts can b e reco v ered for ev aluation purp oses b y follo wing the co-reference

c hains bac kw ard. Pronouns with no an teceden t in the discourse are giv en the co-reference

index #-1 . Plural pronouns that ha v e more than one noun phrase as an teceden ts are, for

the momen t, giv en the co-reference index #-2 . In future, they could b e dealt with using

m ultiple #s.

3.1.8 Methodology

F or an ev aluation to b e meaningful, it is essen tial that the test data is unseen un til the

training has b een completed. T o ensure this, I constructed and annotated m y test corpus

after I had �nished training m y algorithm.
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Genre / Corpus T raining Set T est Set

/ Pronoun T yp e 3

r d

P erson Relativ e 3

r d

P erson Relativ e

Guardian News 93 33 81 24

Guardian Sp orts 99 25 105 22

Guardian Opinion 93 24 88 20

New Y ork Times News 117 35 122 41

New Y ork Times Sp orts 94 15 93 28

New Y ork Times Opinion 92 25 111 35

Literature 231 33 216 11

Computer Man uals 89 42 - -

Lonely Planet T ra v elogues - - 93 27

Medical Articles - - 70 23

T otal 908 230 979 231

Table 3.4. Number of 3 r d person and relative pronouns in my corpus

I used the training phase to determine the w eigh ts for the salience features, as w ell as to

decide the n um b er of W ordNet senses to consider and the order in whic h to use m y inference

rules. As m y aim w as to build a genre-indep enden t system, I needed to mak e sure I did not

o v er-train on m y data. I did this b y trying to ensure that the training impro v ed results on

all the training genre individually , not just the whole corpus collectiv ely . I used eigh t-fold

cross-v alidation in the training phase; i.e. I trained on sev en of m y training genre and tested

on the remaining one, using eac h of the eigh t genre for testing once.

As one of m y aims w as to observ e ho w di�eren t parameters a�ected pronoun-resolution, I

trained the algorithm b y p erturbing the parameters (salience w eigh ts, n um b er of W ordNet

senses, and the order in whic h to use inference rules) b y hand, in man y iterations, till I

ac hiev ed a con�guration I w as happ y with.

I found that altering the original Lappin and Leass (1994 ) w eigh ts (�gure 3.3) in di�eren t

w a ys ga v e impro v ed p erformance on some genre, but also resulted in w orse p erformance

on other genre. F or genre-indep enden t p erformance, the exact salience w eigh ts w ere not

signi�can t, as long as there w as a strong sub ject preference. I therefore stuc k with the

original Lappin and Leass (1994 ) w eigh ts.



48 3. Analysis

As I did not p erform w ord sense disam biguation b efore lo oking up W ordNet for animacy

information, I had to decide ho w man y senses to consider in W ordNet. I found that con-

sidering only the �rst sense in W ordNet ga v e p o or results as it frequen tly pro vided animacy

information for the wrong sense. On the other hand, considering three or more senses w as

futile, as they assigned all p ossible animacy v alues to most nouns. I found that the optimal

results w ere therefore obtained when considering only the �rst t w o senses in W ordNet.

The optimal ordering for the inference rules is the one presen ted in section 3.1.4.

I no w discuss t w o di�eren t ev aluation measures for m y training phase. My gold standar d

is mark ed-up with c hains of co-references and I ha v e t w o options. Supp ose m y algorithm has

resolv ed the pronouns as b elo w:

Although Hindley

1

's o wn plans are still in place, p olice sources sa y they ma y ha v e

to b e revised. \There will b e no big send-o�, " said one o�cer

2

. F eelings ab out

her

3#2

still run v ery high so all arrangemen ts ha v e to b e carefully w ork ed out.

Just 12 p eople had b een in vited to attend the service including her

4#3

mother.

I could treat the pronoun her

4#3

as correctly resolv ed as it co-refers correctly with her

3

.

As salience decreases v ery fast with distance, the salience of a class tends to b e dictated b y

its most recen t mem b er. By v erifying only the most recen t an teceden t, I am ev aluating ho w

w ell salience is w orking. In future, I refer to the ev aluation on the most recen t an teceden t

as Eval-Salienc e .

Ho w ev er, if (as ab o v e) the most recen t an teceden t is a pronoun ( her

3#2

), I should c hain

bac k all the w a y to decide if the pronoun has b een resolv ed correctly . In this example m y

algorithm has resolv ed her

4#3

incorrectly to o�c er

2

. Ultimately , this is what I am in terested

in, and from no w on, I refer to this \absolute" ev aluation as Eval-A bsolute . Eval-Salienc e

is an indicator of ho w w ell m y algorithm can p erform. Eval-A bsolute measures ho w w ell it

do es. The di�erence is a measure of ho w far errors propagate.

It turns out that optimising m y algorithm for the Eval-Salienc e measure in the training

phase leads to b etter generalisation and p erformance in the unseen genre in the training

corpus. This is b ecause training on Eval-A bsolute results in a mo del that optimises itself

for instances of pronouns that (purely b y luc k) happ en to propagate a long distance in the

training set. This can happ en at the exp ense of learning patterns that w ould help it resolv e

other common instances. T raining on Eval-Salienc e results in eac h pronoun in the training

set b eing treated equally and this leads to a b etter generalisation abilit y .

3.1.9 Evaluation

I presen t m y results for third p erson pronouns in table 3.5. The results for the basic

algorithm on m y corpus are comparable to those rep orted b y Barbu and Mitk o v (2001 ) and
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Genre / Corpus T raining Corpus T est Corpus

/ Algorithm Base Algo + W ordNet + Inference Base Algo + W ordNet + Inference

Guardian Opinion .60 / .65 .79 / .81 .80 / .84 .61 / .73 .69 / .77 .83 / .85

Guardian News .58 / .64 .77 / .79 .80 / .81 .61 / .69 .56 / .77 .60 / .78

Guardian Sp orts .57 / .68 .53 / .74 .80 / .85 .60 / .71 .71 / .79 .84 / .87

NY Times Opinion .60 / .76 .65 / .77 .81 / .88 .56 / .65 .72 / .79 .85 / .88

NY Times News .53 / .64 .68 / .77 .82 / .86 .68 / .75 .75 / .79 .84 / .85

NY Times Sp orts .70 / .76 .77 / .83 .69 / .75 .62 / .70 .71 / .82 .80 / .84

Literature .61 / .75 .67 / .80 .73 / .84 .55 / .62 .68 / .71 .74 / .84

Computer Man uals .66 / .72 .72 / .76 .74 / .78 - - -

T ra v elogues - - - .66 / .73 .77 / .79 .84 / .87

Medical Articles - - - .54 / .72 .65 / .83 .89 / .90

Av erage .61 / .71 .69 / .79 .76 / .82 .60 / .70 .69 / .79 .79 / .85

Table 3.5. Results for third person pronouns — Accuracy is reported as Eval­Absolute / Eval­Salience
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Preiss (2002 ) for completely di�eren t corp ora. Barbu and Mitk o v (2001 ) rep ort that the

salience-based approac h of Kennedy and Boguraev (1996 ) resolv es 61.6% of pronouns in a

corpus of computer man uals correctly . On the same corpus, CogNIA C (Baldwin, 1997),

used b y the PSET pro ject, resolv es only 49.7% of pronouns correctly . Preiss (2002 ) rep orts

that the Lappin and Leass (1994 ) algorithm resolv es b et w een 61% and 64% of pronouns in

a subset of the British National Corpus (BNC) correctly , dep ending on the parser that is

used for the analysis.

There is a big impro v emen t in the p erformance of m y algorithm when I use W ordNet

to obtain agreemen t v alues (section 3.1.3). There is a further impro v emen t when I infer

agreemen t v alues for agreemen t features (3.1.4) and enforce sp e aker-quote agreemen t (section

3.1.3). The fact that I rep ort b etter results on the unseen test corpus suggests that I ha v e

not o v er-trained m y system. It is in teresting to note that the Eval-Salienc e measure app ears

to sta y reasonably constan t across data sets. Ho w ev er, the Eval-A bsolute measure can v ary

wildly , from Eval-Salienc e in the b est case when errors do not propagate at all, to 20%

b elo w Eval-Salienc e when they propagate far. This suggests that traditional ev aluations of

pronoun resolution algorithms on small corp ora can in v olv e a fair bit of luc k. The fact that

�nding the immediate an teceden t is easier than �nding the absolute an teceden t is useful to

us. This is b ecause there are applications where I only require the immediate an teceden t. I

discuss this further in section 5.4 in the c hapter on regeneration.

3.1.10 A Note on the Pleonastic `It'

My pronoun-resolution algorithm do es not ha v e a �lter for detecting pleonastic or ev en t-

denoting o ccurrences of the pronoun it . The results in table 3.5 only consider pronouns that

ha v e an teceden ts in the text. The rationale b ehind this is that in newspap er text (the genre

that I am in terested in simplifying), v ery few instances of it ha v e an an teceden t (only 15%

in the Guardian news rep orts in m y corp ora). Most cases are either pleonastic (63% in the

Guardian news rep orts in m y corp ora; for example, in it was ne c essary to give the public

a sp e ci�c warning ) or ev en t-denoting (22% in the Guardian news rep orts in m y corp ora;

for example, in she was very adept at tel ling you what she thought you wante d to he ar, if

she thought it would bring her closer to r ele ase ). Canning (2002 ) notes that the st yle b o ok

for the Sunderland Ec ho con tains the follo wing advice for using it anaphorically: \ Use `it'

sp aringly and ensur e that it is close to the noun to which it r efers. Even then it c an pr o duc e

ambiguity. " The fact that 85% of it s in Guardian news rep orts do not ha v e an teceden ts

suggests that the Guardian migh t ha v e a similar editorial p olicy .

In this thesis I require pronoun resolution in the regeneration mo dule (refer to section 5.4)

in order to replace pronouns with their an teceden t noun phrases. I do not attempt pronoun

replacemen t for the pronoun it due to its predominan tly pleonastic use (Canning (2002 )

also do es not p erform pronoun replacemen t for it in the PSET pro ject, for the same rea-
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son). I therefore do not require a pleonastic �lter for m y application, simplifying news

rep orts. Ho w ev er, there are other genre where the use of it is predominan tly anaphoric,

and a �lter for detecting pleonastic o ccurrences of it migh t b e required for p erforming

text simpli�cation on those genre. An implemen tation of a pleonastic �lter is describ ed

b y Lappin and Leass (1994 ), who ev aluated their pronoun resolution algorithm on one suc h

genre|computer man uals.

3.2 Deciding Relative Clause Attachment
Relativ e clause attac hmen t is an in teresting problem that has traditionally b een ap-

proac hed in a parsing framew ork. Ho w ev er, determining what a relativ e pronoun refers

to is not a problem that can alw a ys b e solv ed in a syn tactic framew ork; in particular, parsers

lik e Brisco e and Carroll (1995 ) no w treat non-restrictiv e relativ e clauses as text adjuncts,

follo wing the analysis in Nun b erg (1990 ). The parsing comm unit y has explored probabilis-

tic approac hes to structural disam biguation, but the literature has fo cused on prep ositional

phrase attac hmen t (Clark and W eir, 2000; Collins and Bro oks, 1995; Ratnaparkhi, 1998),

rather than relativ e clause attac hmen t, largely b ecause PP-attac hmen t is a p erv asiv e form of

am biguit y , but p erhaps also b ecause there exist standard training and test data for ev aluating

PP-attac hmen t. This lea v es the relativ e clause attac hmen t decisions to anaphora resolution

algorithms. Ho w ev er, existing anaphora resolution algorithms do not address relativ e clause

attac hmen t.

In this section I treat relativ e clause attac hmen t as an anaphora resolution problem and

pro vide a resolution mec hanism for relativ e pronouns based on salience, agreemen t and

syn tactic �lters. Before describing m y approac h, I summarise the tec hnique emplo y ed b y

Clark and W eir (2000 ) for structural disam biguation. Though Clark and W eir (2000 ) only

ev aluate their tec hnique on PP-attac hmen t, they claim that it is useful for deciding relativ e

clause attac hmen t as w ell. They in tro duce their approac h with the example:

F red a w arded a prize for the dog that ran the fastest.

They argue that the kno wledge that do g , rather than prize , is often the sub ject of run can

b e used to decide in fa v our of lo cal attac hmen t in the example ab o v e. Ho w ev er, attempts

at lexicalising attac hmen t decisions using probabilities of nouns b eing the sub jects of v erbs

result in mo dels with v ast n um b ers of parameters and the resultan t sparse data problems

at the training stage. Clark and W eir (2000 ) describ e a metho d of reducing the n um b er of

parameters b y calculating probabilities for classes of nouns rather than individual nouns.

In the training stage, they pass coun ts for individual nouns up the W ordNet hierarc h y .

As an example, if the training corpus con tains e at chicken , the coun t can b e passed up

from the w ord chicken to one of its W ordNet h yp ern yms| < me at > , < fo o d > ,..., < entity > .

The problem then is to w ork out ho w far up the W ordNet hierarc h y the coun t can b e
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passed. Eat < fo o d > is a suitable generalisation, but Eat < entity > is ob viously an o v er-

generalisation. Clark and W eir (2000 ) describ e ho w statistical signi�cance tests can b e used

to decide the appropriate lev el of generalisation and demonstrate ho w class-based statistics

can b e learn t for structural disam biguation. Ho w ev er, they only ev aluate their approac h

on the PP-attac hmen t problem, so it is unclear ho w useful it is for resolving relativ e clause

attac hmen t. Also, as their mo del remains lexicalised on the v erb, data sparsit y issues still

arise for infrequen t v erbs.

I presen t m y approac h to relativ e pronoun resolution b elo w, using the anaphora resolution

framew ork of agreemen t and syn tax �lters and salience functions. My approac h is also class

based, and relies on W ordNet classes for nouns. Ho w ev er, it is no w lexicalised o v er the

relativ e pronoun ( who , which or that ) rather than the v erb, whic h means it is less a�ected

b y issues of sparse data.

3.2.1 Agreement Filter

The most imp ortan t feature for determining relativ e clause attac hmen t is animacy . I mak e

a distinction b et w een who and which clauses. According to Quirk et al. (1985 ), the relativ e

pronoun who is used to refer to something with p ersonality and which to something without.

In terms of the W ordNet hierarc h y (Miller et al., 1993), who can only refer to h yp on yms

of the follo wing classes| humans , gr oups(or ganisations) or animals , while which cannot

refer to humans . There are no animacy restrictions on that . I enco de these restrictions as

agreemen t v alues for the relativ e pronouns as sho wn in table 3.6. These agreemen t v alues

allo w who to refer to p eople, companies and animals, but nothing inanimate; which to refer

to companies, animals and inanimate ob jects, but not p eople; and that to refer to an y noun

phrase. The v alues for the n um b er-agreemen t feature are tak en from the v erb in the relativ e

clause. The part of sp eec h tags VB and VBZ set numb er= f s g and the part of sp eec h tag

VBP sets numb er= f p g . F or all other v erbs, the default of numb er= f s,p g is used.

3.2.2 Syntactic Filter

The an teceden t of a relativ e pronoun is usually only separated from it b y prep ositional

phrases or app ositiv es; for example, in the sen tences b elo w:

One man who is lik ely to reap the b ene�ts is V aino Heikkinen

1

, aged 67, a farmer

in Lieksa, 10km from the So viet b order, who

#1

claims a Finnish record for sho ot-

ing 36 b ears since 1948.

`The pace of life w as slo w er in those da ys,' sa ys 51-y ear-old Cath y Tinsall

2

from

South London, who

#2

had �v e c hildren, three of them b o ys.
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Pronoun / Agreemen t

Agreemen t n um b er gender animacy

who from follo wing v erb f m,f,n g f a g

whic h from follo wing v erb f n g f a,i g

that from follo wing v erb f m,f,n g f a,i g

Table 3.6. Agreement values for relative pronouns

My syn tactic �lter rules out an y p oten tial an teceden t that is separated from the relativ e

pronoun b y an y other category . This �lter can b e to o restrictiv e. If no an teceden t is found,

I do a w a y with the syn tactic �lter completely and try again.

3.2.3 Salience

I use the same salience function as for third p erson pronouns; ho w ev er, I w eigh t it according

to the relativ e pronoun and the animacy of the co-reference class under consideration.

F or who , I increase the salience of p oten tial an teceden ts that are p eople ( anim= f a g and

gend= f m,f g ). This is b ecause to refer to a compan y or animal in a con text where a p oten tial

an teceden t is a p erson, the author can use which instead of who . Hence, in an am biguous

situation, who is more lik ely to refer to a p erson than an organisation or animal.

F or which , I increase the salience of p oten tial an teceden ts that are organisations or animals

( anim= f a g and gen= f n g ). This is a genre-sp eci�c w eigh ting and arises b ecause organisations

and animals get referred to more often than inanimate nouns in m y corpus.

3.2.4 Evaluation

I presen t an ev aluation of m y salience-based relativ e-pronoun resolution algorithm (on

the corpus describ ed in table 3.4) in table 3.7. I rep ort a 10% impro v emen t o v er the lo cal

attac hmen t baseline.

An analysis of m y training corpus sho w ed that 51% of relativ e clause attac hmen ts w ere

unam biguous (in the sense that m y syn tax �lter returned exactly one p oten tial an teceden t

for the relativ e pronoun). Therefore, results on only am biguous cases is ~ 88%, compared to

the corresp onding baseline for the training corpus of ~ 64%. My algorithm therefore giv es a

signi�can t impro v emen t ( ~ 24%) o v er the baseline for resolving am biguous cases.

The am biguous cases fell in to t w o main t yp es. The main cause of am biguit y (accoun ting

for 70% of the am biguous cases) in v olv ed deciding lo cal vs wide attac hmen t when the noun
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Pronoun / T raining Corpus T est Corpus

Algorithm Baseline

�

Salience Baseline

�

Salience

who .82 .98 .87 .98

whic h .85 .97 .78 .86

that .81 .85 .93 .96

Av erage .82 .94 .86 .94

�

Alw a ys attac h lo cally

Table 3.7. Accuracy results for salience­based relative pronoun resolution

phrase preceding the relativ e clause has the structure NP1 Prep NP2 . The second t yp e

(accoun ting for 26% of the am biguous cases) in v olv ed pic king the righ t noun phrase in the

presence of app ositiv es. The remaining 4% of am biguous cases are those for whic h m y

syn tactic �lter ruled out ev ery noun phrase as an an teceden t.

3.2.5 A Machine Learning Approach to Relative Clause Attachment

The use of salience for making decisions on relativ e clause attac hmen t is a new approac h

to the problem. It is therefore w orth comparing it with the t w o ob vious alternativ es|

statistical parsing and mac hine learning. I no w describ e a mac hine learning approac h to

relativ e clause attac hmen t. I restrict m yself to the case of who and which relativ e clauses

that are preceded b y the structure NP1 Prep NP2 .

I de�ne the binary features in table 3.8 for eac h instance of a who or which clause (either

restrictiv e or non-restrictiv e) that is preceded b y the pattern NP1 Prep NP2 . An example

is then a v ector of the indexes of the features that are presen t in an y particular sen tence. I

used the SNoW mac hine learning pac k age (Carlson et al., 1999) to train a net w ork to decide

b et w een lo cal(1) and wide(0) attac hmen t using the WINNO W algorithm. Since I required

a larger corpus for training m y net w ork, I used parse trees from the P enn T reebank for m y

exp erimen ts.

As men tioned earlier, the most imp ortan t feature for determining relativ e clause attac h-

men t is animacy. F eatures 3-10 and 16-23 in table 3.8 classify NP1 and NP2 according to the

W ordNet classes of their head nouns.

I included features for prep ositions that the net w ork could mak e use of when NP1 or

NP2 did not ha v e W ordNet classes; prop er nouns (that could b e p eople, organisations or

lo cations) are v ery common as argumen ts to prep ositions. Lexicalisation o v er prep ositions
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0: T arget (wide attac hmen t) 16: NP2 is a p erson

1: T arget (lo cal attac hmen t) 17: NP2 is a gr oup

2: Restrictiv e Clause 18: NP2 is an animal

3: NP1 is a p erson 19: NP2 is a p ossession

4: NP1 is a gr oup 20: NP2 is an entity

5: NP1 is an animal 21: NP2 is an act

6: NP1 is a p ossession 22: NP2 is an abstr action

7: NP1 is an entity 23: NP2 has no W ordNet class

8: NP1 is an act 24: NP2 is a prop er noun

9: NP1 is an abstr action 25: NP2 con tains a de�nite determiner

10: NP1 has no W ordNet class 26: NP2 has no determiner

11: NP1 is a prop er noun 27: Verb selects for singular sub ject

12: NP1 con tains a de�nite determiner 28: Verb selects for plural sub ject

13: NP1 has no determiner 29: NP1 is singular

14: Prep fa v ours lo cal attac hmen t 30: NP2 is singular

15: Prep fa v ours wide attac hmen t

Table 3.8. List of binary features for deciding relative clause attachment

(ha ving the presence/absence of eac h prep osition as a separate feature) w as impractical due

to data sparsit y problems. I therefore assumed that prep ositions only in
uence attac hmen t

indirectly , through their preferences for the agency of their argumen ts.

I classi�ed the sub ject and ob ject of 15000 o ccurrences of prep ositions in the WSJ T reebank

(in an y con text, not just preceding relativ e clauses) according to their W ordNet classes. I

in tro duced t w o features (14 and 15) for prep ositions.

F or who clauses, if the probabilit y of the prep osition's ob ject b eing human , gr oup(or ganisation)

or animal is greater than that of the prep osition's sub ject, then the prep osition selects for

lo cal attac hmen t and feature 14 is set, otherwise feature 15 is set. F or which clauses, if the

probabilit y of the prep osition's ob ject not b eing human is greater than the probabilit y of

the prep osition's sub ject not b eing human , then feature 14 is set, otherwise feature 15 is

set. T able 3.9 giv es the probabilit y that the prep osition selects for lo cal attac hmen t for some
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Prep P

w ho

P

w hich

Prep P

w ho

P

w hich

Prep P

w ho

P

w hich

ab out .58 .43 against .53 .47 among .62 .42

as .57 .43 at .46 .57 b efore .51 .52

b et w een .75 .41 b y .63 .43 during .44 .56

from .62 .53 for .55 .50 in .52 .52

lik e .39 .54 near .50 .50 of .52 .52

on .62 .49 o v er .61 .50 to .66 .61

under .34 .54 with .52 .51 without .37 .54

Table 3.9. Probability of the preposition selecting for local attachment (for who and which
clauses)— Derived from the Penn WSJ Treebank.

common prep ositions. F or probabilities greater than 0.5 in table 3.9, features 14 is set and

for the rest, feature 15 is set.

The other features I use are for n um b er agreemen t with the v erb in the relativ e clause

(features 27-30), whether the clause is restrictiv e (feature 2) and whether the noun phrases

are de�nite (features 12-13, 25-26).

The accuracy of the mac hine learning approac h for deciding attac hmen t for who and which

clauses when the preceding noun phrase has the structure NP1 Prep NP2 is sho wn in table

3.10. Unfortunately , the limited n um b er of examples a v ailable mean t that I could not create

an unseen test set. Instead I used �v e-fold cross-v alidation on the 248 examples for who

relativ e clauses preceded b y NP1 Prep NP2 , dividing them in to four sets of 50 and one set of

48. An exp erimen t w as run with eac h of the sets as test data (and the other four as training

data). The results in table 3.10 are an a v erage of the results of these �v e exp erimen ts. I used

nine-fold cross-v alidation on the 466 examples for which clauses, dividing them in to eigh t

sets of 50 and one set of 66.

F or who clauses, the mac hine learning approac h ga v e results that w ere roughly 25% b etter

than the lo cal attac hmen t baseline. Which clause attac hmen ts w ere not learn t as w ell as

who clause attac hmen ts. The W ordNet hierarc h y w as ob viously useful when exactly one of

NP1 and NP2 w as human . In the ma jorit y of cases, ho w ev er, neither w as human and, as

the second baseline suggests, the prep ositions did not pro vide m uc h of a clue either, so the

net w ork had v ery little to go on.
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Pronoun Data Set Size Baseline1 Baseline2 Winno w

who T raining Set ~ 200 .67 .73 .92

who T est Set ~ 50 .67 .73 .91

whic h T raining Set ~ 400 .70 .63 .77

whic h T est Set ~ 50 .70 .63 .77

Baseline1: Alw a ys attac h lo cally

Baseline2: A ttac h according to the prep osition's preferences

Table 3.10. Accuracy results for the machine learning approach to relative clause attachment

3.2.6 Interpreting these Results

Psyc holinguistic studies suggest that when agreemen t v alues cannot rule out either N1 or

N2 , adult nativ e sp eak ers of English tend to asso ciate the relativ e clause with NP2 rather

than NP1 , while for man y other languages, including Spanish, German, F renc h and Greek,

adult nativ e sp eak ers sho w a preference for NP1 (Cuetos and Mitc hell, 1988; Gilb o y et al.,

1995; F ernandez, 2000). This preference for NP2 attac hmen t in English is explained b y the

lo calit y principle of r e c ency , whic h prefers attac hmen t to the most recen tly pro cessed phrase.

T able 3.10 sho ws that there is a preference in edited text for lo cal attac hmen t, with ~ 69%

of clauses attac hing to NP2 .

There are also studies that suggest that for gen uinely am biguous cases, adult sp eak ers'

attac hmen t preferences are in
uenced b y the t yp e of prep osition (sho wing, a preference for

NP1 attac hmen t for complex NPs joined b y of , and a preference for NP2 attac hmen t for

noun phrases joined b y with ), though c hildren app ear to disam biguate purely on the basis

of structure (F elser et al., T o app ear; F elser et al., 2003). T able 3.10 con�rms that making

attac hmen t decisions purely based on the prep osition is also an e�ectiv e strategy , giving an

accuracy of ~ 66%. In terestingly , table 3.10 suggests that deciding attac hmen t purely on the

basis of structure giv es b etter results for which clauses , while deciding attac hmen t purely

based on the prep osition giv es b etter results for who clauses.

Figure 3.11 compares the p erformance of the mac hine-learning approac h, the salience

approac h and the Brisco e and Carroll (1995 ) parser on relativ e clause attac hmen t (only cases

with NP1 Prep NP2 am biguit y) using P enn WSJ T reebank data. The treebank data w as

con v erted to plain text. The results for the Brisco e and Carroll (1995 ) parser w ere computed

from the parse trees it generated from the plain text. The results for the salience-based

approac h w ere computed from the output of m y system (after c h unking the plain text using
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Pronoun Winno w Salience B&C Baseline

1

who .91 .88 .69

2

.67

whic h .77 .75 - .70

1

Baseline: Alw a ys attac h lo cally

2

Recall = .62

Table 3.11. Comparison of my salience­based approach to relative­pronoun resolution with
my machine­learning approach and the Briscoe and Carroll (1995) parser.

the L T TTT and pronoun resolution).

As men tioned earlier, the Brisco e and Carroll (1995 ) parser attac hes non-restrictiv e rel-

ativ e clauses to the ro ot no de of the parse tree as an adjunct, follo wing the treatmen t of

Nun b erg (1990 ). Unfortunately , almost all the W all Street Journal which clauses are non-

restrictiv e (American English prefers that to which for the restrictiv e case). Hence the

ev aluation for the Brisco e and Carroll (1995 ) parser on which clauses w as meaningless. This

w as also the main reason for loss of recall on who clauses, though there w ere also a few

sen tences that did not return parses.

There are a couple of p oin ts to consider when analysing the results in table 3.11. The �rst

is that the mac hine learning approac h has b een sp eci�cally trained on this data set, while

the parser and salience-based approac h ha v e not. The second is that the features used b y

the mac hine learner ha v e b een extracted from the p erfe ct parses in the treebank. T aking

these considerations in to accoun t, the salience-based approac h p erforms creditably in the

comparison. F urther, as describ ed in section 3.2.4, the salience-based approac h can handle

other kinds of am biguities, lik e app ositiv es, and is also easy and e�cien t to incorp orate in to

m y analysis mo dule.

Both the mac hine learning and the salience-based approac hes p erform b etter than the

baseline and the Brisco e and Carroll (1995 ) parser. This indicates that relativ e clause at-

tac hmen t is not a purely syn tactic phenomenon, and issues lik e animacy , prep ositional pref-

erences and ev en atten tional state can b e useful in its resolution.

3.3 Deciding Clause Boundaries
I no w consider the issue of deciding relativ e clause b oundaries. I consider the non-

restrictiv e and restrictiv e cases separately .
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3.3.1 Non-Restrictive Relative Clauses

Determining where a relativ e clause ends is not alw a ys trivial. Non-restrictiv e relativ e

clauses can extend to the end of the sen tence or end with a comma. Ho w ev er, there migh t

b e commas in ternal to the clause so that at eac h comma after the clause starts, a decision

needs to b e made on whether the clause ends or not. I devised a set of heuristics for making

this decision based on a man ual examination of 290 non-restrictiv e who clauses and 846 non-

restrictiv e which clauses in m y training set deriv ed from the P enn WSJ T reebank. These

heuristics are enco ded in algorithm 3.2.

Algorithm 3.2 Deciding non-restrictiv e relativ e clause b oundaries

Decide-Non-Restrictive-RC-Boundaries
1. LET n b e the n um b er of commas b et w een \, f who j which g " and the end of the sen tence

( < /S1 > ) or enclosing clause ( < /SIMP-... > ).

2. IF n = 0 THEN clause extends till the end of sen tence

3. IF n > 0 THEN a decision needs to b e made at eac h comma as follo ws:

4. IF the relativ e pronoun is immediately follo w ed b y a comma THEN Jump to the tok en

after the next comma

5. FOR eac h comma (scanning from left to righ t) DO

(a) IF follo w ed b y an app ositiv e (app ositiv e determination is describ ed in section

3.4.2) THEN INTERNAL comma

(b) IF follo w ed b y a v erb group THEN

i. IF the v erb has POS \VB f N j G g " THEN INTERNAL comma

(c) IF an implicit conjunction of adjectiv es or adv erbs lik e \JJ, JJ" or \RB, RB"

THEN INTERNAL clause

(d) IF it is a Pr onoun X clause where Pr onoun X= f who j which g THEN

i. IF \, CC Pr onoun X " THEN INTERNAL clause and DELETE \ Pr onoun X "

ii. IF \, f who j whic h j that g " THEN INTERNAL comma

6. ELSE b y default end clause on �rst comma

Step 4 is required for jumping o v er paren theticals lik e r ep orts Stephen L ab aton of The

Times in:

No w that compan y is b eing sued b y in v estors, [

RC

who, rep orts Stephen Labaton

of The Times, claim that managemen t defrauded them of millions].
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Most am biguous commas w ere follo w ed b y either noun groups (15%) or v erb groups (67%).

All app ositiv es attac hed lo cally within the clause (step 5(a)). This is b ecause when a relativ e

clause and an app ositiv e attac h to the same noun phrase, the app ositiv e alw a ys precedes the

relativ e clause. The v erb groups alw a ys ended the clause unless they w ere past participle,

presen t participle or gerund in whic h case they acted lik e app ositiv es and attac hed lo cally

(step 5(b)). Step 5(c) c hec ks for commas that conjoin adv erbs or adjectiv es. Step 5(d)i is

designed to handle structures lik e:

F or Jan Sten b ec k, who w en t to Harv ard Business Sc ho ol, and who w ork ed at

Morgan Stanley in New Y ork, c hasing the America's Cup had b een a longtime

dream.

and marks it up; deleting the second o ccurrence of who to giv e:

F or Jan Sten b ec k, [

RC

who w en t to Harv ard Business Sc ho ol, and w ork ed at Mor-

gan Stanley in New Y ork], c hasing the America's Cup had b een a longtime dream.

Step 5(d)ii follo ws b ecause it is unlik ely that t w o consecutiv e relativ e clauses attac h to the

same noun phrase without an in terv ening conjunction and it is m uc h more lik ely that the

second one attac hes lo cally . It is also implausible that a di�eren t relativ e pronoun (lik e which

or that ) attac hes to the same noun phrase as a who clause or vice-v ersa. If step 5 cannot

mak e a decision, the default (step 6) is to end the clause at the comma.

The WSJ T reebank con tains to o few instances of non-restrictiv e that clauses to generalise

o v er. F urther, most of the instances that are presen t attac h to clauses rather than noun

phrases. It w as therefore decided to not simplify non-restrictiv e that clauses.

3.3.2 Restrictive Relative Clauses

I use a similar algorithm for restrictiv e relativ e clauses. Ho w ev er, I can no longer rely on

punctuation to mark the end of a clause. The pro cedure I use to mark restrictiv e relativ e

clauses is sho wn in algorithm 3.3. The main di�erence from algorithm 3.2 is that I no w

need to c hec k for an end of clause not only at punctuation, but also at eac h v erb group and

relativ e pronoun.

Step 1 deals with clause-initial paren theticals. Step 2, whic h skips o v er a v erb group and

a noun group, marks the minim um relativ e clause. If a saying v erb or a complemen tiser is

encoun tered, I need to extend the relativ e clause b y another v erb and noun group (step 3).

I then end the clause if I encoun ter a colon or semicolon (step 4(a)). If I encoun ter another

relativ e pronoun, I need to recursiv ely �nd the end of that clause (step 4(e)iv). If step 4

do es not decide the issue, I lo ok at the previous tok en in step 5. If the previous tok en is a



3.3. Deciding Clause Boundaries 61

conjunction or a sub ject pronoun, it suggests that the clause hasn't ended y et. Otherwise,

the default (step 6) is to end the clause.

Algorithm 3.3 Deciding restrictiv e relativ e clause b oundaries

Decide-Restrictive-RC-Boundaries
1. IF the relativ e pronoun is immediately follo w ed b y a comma THEN Jump to the tok en

after the next comma

2. Jump forw ards past one v erb group and one noun group.

3. IF a complemen tiser w as encoun tered after the v erb group, or the v erb group con tained

a saying v erb THEN jump ahead past the next v erb group as w ell.

4. FOR eac h comma, colon, semicolon, v erb group or relativ e pronoun (pro cessing in a left

to righ t order) DO

(a) IF colon or semicolon or end of enclosing clause ( < /SIMP ... > ), THEN END

CLA USE

(b) IF a comma follo w ed b y an app ositiv e (app ositiv e determination is describ ed in

section 3.4.2) THEN INTERNAL comma

(c) IF a comma follo w ed b y a v erb group THEN

i. IF the v erb has POS \VB f N j G g " THEN INTERNAL comma

(d) IF a comma that is an implicit conjunction of adjectiv es or adv erbs lik e \JJ, JJ"

or \RB, RB" THEN INTERNAL clause

(e) IF w e are inside a Pr onoun X relativ e clause where Pr onoun X= f who j which j that g

THEN

i. IF \ CC Pr onoun X " THEN INTERNAL clause and DELETE \ Pr onoun X "

ii. IF \, f who j whic h j that g " THEN INTERNAL comma

iii. IF \ f who j whic h j that g " THEN INTERNAL comma

iv. Recursiv ely �nd the end of the em b edded clause

5. IF previous tok en is a conjunction or a sub ject pronoun ( I , they , he , we , she ) THEN

INTERNAL comma

6. ELSE b y default end clause

3.3.3 Evaluation

I p erformed t w o ev aluations of m y algorithm. The �rst ev aluation w as on the P enn WSJ

T reebank corpus. The results are sho wn in table 3.12. Non-restrictiv e clauses are lab elled
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Data Set / Non-Restrictiv e Restrictiv e

Clause T yp e Size Accuracy

1

Accuracy

2

Size Accuracy

1

T raining 1036 .99 .97 494 .91

T est ( who ) 236 .98 .97 292 .86

T est ( which ) 696 .97 .94 27 .89

T est ( that ) - - - 320 .89

1

Accuracy for all clauses

2

Accuracy for only am biguous clauses

Table 3.12. Evaluation of clause boundary algorithm on the Penn WSJ Treebank

am biguous if there is at least one comma b et w een the relativ e pronoun and the end of the sen-

tence. The second ev aluation w as on the test data for the Computational Natural Language

Learning W orkshop (CoNLL-2001) on clause iden ti�cation (Daelemans and Za jac, 2001)

at A CL-2001. I compared m y algorithm against the b est p erforming clause iden ti�cation

system at CoNLL-2001 (Carreras and M� arquez, 2001) and the Brisco e and Carroll (1995 )

parser. The results are sho wn in �gure 3.13. This comparison, against a system tac kling the

harder task of iden tifying all clauses in text and a statistical parser illustrates the p oin t that

disam biguation algorithms aimed at a sp eci�c tasks can p erform b etter on that task than

more general purp ose approac hes. The w orkshop pro vided training and test sets and the

output of six systems on the test set are do wnloadable at the w ebsite. The test set con tained

~ 100 non-restrictiv e relativ e clauses that did not end unam biguously in a full stop and ~ 200

restrictiv e relativ e clauses.

3.4 Marking up Appositives

3.4.1 What is Apposition

Quirk et al. (1985) iden tify three conditions that de�ne app osition:

1. Eac h of the app ositiv es can b e separately omitted without a�ecting the acceptabilit y

of the sen tence.

2. Eac h ful�ls the same syn tactic role in the resultan t sen tences.

3. There is no di�erence b et w een the original sen tence and either of the resultan t sen tences

in extra-linguistic reference.

F or example, if the app ositiv es are omitted from:
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Data Set / Algorithms B&C C&M Me

Non-Restrictiv e Relativ e Clauses .77

1

.81 .96

Restrictiv e Relativ e Clauses .67

2

.76 .89

B&C: Brisco e and Carroll (1995 ) parser

1

recall of .85

2

recall of .95

C&M: Carreras and M� arquez (2001 ) clause iden ti�er

Table 3.13. Evaluation of clause boundary algorithm on CoNLL'01 Task

Mr. Vink en is c hairman of Elsevier N.V., the Dutch publishing gr oup .,

w e obtain t w o sen tences:

(a) Mr. Vink en is c hairman of Elsevier N.V.

(b) Mr. Vink en is c hairman of the Dutc h publishing group.

Both sen tences are acceptable, the syn tactic role of the app ositiv e in b oth is the same, and

as Elsevier N.V and the Dutch publishing gr oup are co-referen tial in the original sen tence,

w e can assume their reference to b e the same in b oth sen tences.

Quirk et al. (1985) call app osition that satis�es all three conditions ful l app osition . Partial

app osition , whic h can violate an y or all of the three conditions, is hard to de�ne. An example

from Quirk et al. (1985 ) is:

Norman Jones, at that time a student, wrote sev eral b est-sellers.

Omitting app ositiv es, w e obtain the t w o sen tences:

(a) Norman Jones wrote sev eral b est-sellers.

(b) A t that time a studen t wrote sev eral b est-sellers.

Condition 2 is not satis�ed b y this example, as at that time a student is not a constituen t

in sen tence (b).

Quirk et al. (1985) also classify app osition in other w a ys, lik e strict/we ak (in w eak ap-

p osition, the app ositiv es ha v e di�eren t syn tactic categories) and non-r estrictive/r estrictive

(restrictiv e app osition do es not con tain punctuation, for example, The utter fo ol John

insiste d on going ther e ).

3.4.2 Identifying Appositive Boundaries

I only mark-up strict non-restrictiv e app ositiv es for simpli�cation. This includes some

cases of partial app osition, for example:



64 3. Analysis

There w ere more than 100 w ork ers trapp ed in the coal mine in Huaib ei, 420 miles

south of Beijing .

but not others that violate the strictness criterion, for example:

Norman Jones, at that time a student, wrote sev eral b est-sellers.

I iden tify as an elemen tary app ositiv e ( appos e ), constructs that matc h the follo wing

pattern:

, NP [`Prep NP']* [RC

r est

]? [, j EOS]

This pattern matc hes a comma follo w ed b y a noun phrase that is follo w ed b y zero or more

prep ositional phrases and zero or one restrictiv e relativ e clause. The pattern ends in either

a comma or an end-of-sen tence mark er. Examples of app ositiv es iden ti�ed b y m y pattern

appos e are:

Lorillard Inc., [

appos

[the unit] of [New Y ork-b ase d L o ews Corp.] [

RC

r est

that makes

Kent cigar ettes ]], stopp ed using cro cidolite in its Micronite cigarette �lters in

1956.

\ There's no question that some of those w ork ers and managers con tracted

asb estos-related diseases, " said Darrell Phillips, [

appos

[vic e pr esident] of [human

r esour c es] for [Hol lingsworth & V ose] ].

T o a v oid fragmen ting the text to o m uc h, I do not recursiv ely simplify app ositiv es and only

mark-up one large app ositiv e; for example, in:

Larry Birns , [

appos

dir e ctor of the Washington-b ase d Council on Hemispheric

A�airs , a lib er al r ese ar ch gr oup ], said that Latin American coun tries w ould b e

\ profoundly disapp oin ted " if Canada w ere to follo w the U.S. lead in the O AS .

I treat dir e ctor of the Washington-b ase d Council on Hemispheric A�airs , a lib er al r ese ar ch

gr oup as one app ositiv e. Th us I mark as an app ositiv e ( appos ), the longest sequence of one

or more simple app ositiv es; i.e. the longest string that matc hes the pattern:

appos = [appos e]+

In addition, I only mark-up for simpli�cation app ositiv es that are longer than t w o w ords.

This is again to prev en t to o m uc h fragmen tation of the text, as w ell as to a v oid problems due

to place names in constructs lik e the workers at the West Gr oton, Mass., p ap er factory . I also

p erform a c hec k for co ordinated noun phrases; I scan ahead from the end of the app ositiv e

I ha v e iden ti�ed, till I reac h a v erb or end-of-sen tence mark er. If I encoun ter an and or or ,

I reject m y analysis of the app ositiv e. This stops me making wrong analyses lik e:
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Data Set Size Iden ti�cation

T raining 270 .90

T est 513 .88

Table 3.14. Accuracy results for appositive identi�cation using the Penn WSJ Treebank

Their talks w ould include h uman righ ts, [

appos

regional disputes, relations with

allies], economic co op eration and join t e�orts to �gh t narcotics.

I presen t m y results for app ositiv e iden ti�cation on P enn WSJ T reebank data in table

3.14. App osition is not mark ed-up explicitly in the treebank. The ev aluation w as therefore

done on the basis of brac k eting. An app ositiv e ( X ), as determined b y m y program using the

pattern appos , w as mark ed as b eing correct if all the follo wing conditions w ere satis�ed:

1. X w as a noun phrase and surrounded b y punctuation in the treebank.

2. The immediate enclosing brac k eting mark ed a noun phrase in the treebank.

3. X w as the righ t-most phrase in the enclosing brac k eting.

F or example, in the follo wing extract from the treebank:

...) (PP (PREP than) (NP (NP (NP (DET the) (JJ common) (NN kind) ) (PP

(PREP of ) (NP (NN asb estos) )) (, ,) (NP (NN c hrysotile) ) (, ,) ) (VP (VBN

found) (NP ...

(NP (NN chrysotile) ) is a noun phrase surrounded b y punctuation and is immediately

enclosed b y the noun phrase:

(NP (NP (DET the) (JJ common) (NN kind) ) (PP (PREP of ) (NP (NN as-

b estos) )) (, ,) (NP (NN c hrysotile) ) (, ,) )

It is also the righ t-most phrase in the ab o v e noun phrase and therefore an app ositiv e

This immediately enclosing brac k eting is also used to ev aluate app ositiv e attac hmen t in

section 3.4.3; the iden ti�ed app ositiv e attac hes to the left-most en tit y in the enclosing brac k-

ets, in this case, to (NP (DET the) (JJ c ommon) (NN kind) ) .

Most of the errors in iden tifying app ositiv es could b e traced bac k to incorrect part-of-

sp eec h tagging; for example, in:

`Smok ers ha v e righ ts to o,' sa ys Al Ries, [

appos

c hairman of T rout & Ries Inc., a

Green wic h, Conn. ], mark eting

v bg

[strategy �rm].
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Data Set/Algorithm Size Baseline

�

Salience

T raining 62 .79 .84

T est 205 .80 .87

�

Baseline: Alw a ys attac h lo cally .

Table 3.15. Accuracy results for ambiguous appositive attachment

marketing is tagged as a v erb whic h leads to incorrect noun c h unking and hence incorrect

app ositiv e iden ti�cation.

3.4.3 Deciding Appositive Attachment

I decide app ositiv e phrase attac hmen t in the same manner as relativ e clause attac hmen t.

I resolv e the head noun phrase in the app ositiv e to the most salien t noun phrase that agrees

with it in n um b er, animacy and gender, sub ject to the syn tactic constrain t b elo w.

Syntactic Filter

I use a v ery restrictiv e �lter that ensures that the noun phrase that an app ositiv e attac hes

to can only b e separated from it b y prep ositional phrases; for example, in the sen tence:

Preliminary tallies b y the Industry Ministry sho w ed [another trade de�cit ]

1

in

Octob er, [the �fth monthly setb ack]

2#1

in a ye ar , casting a cloud on South Korea

's exp ort-orien ted econom y .

Only 11% of app ositiv es in the WSJ T reebank had attac hmen t am biguities. F urther, the

lo cal attac hmen t baseline for the am biguous cases w as as high as 80%. This mean t that

the lo cal attac hmen t baseline ga v e an o v erall accuracy of 97.8%. T able 3.15 compares m y

salience based approac h with the lo cal attac hmen t baseline for 267 am biguous instances in

the WSJ T reebank. I used the same salience function and agreemen t and syn tax �lters as

for relativ e clause attac hmen t and an examination of the training set suggested that these

did not need to b e c hanged.

3.5 Marking-up Conjoined Clauses
My transformation stage simpli�es co ordinated clauses as w ell as sub ordinated and corre-

lated clauses. My analysis stage handles b oth pr e�x and in�x conjunctions. In this section,

the patterns Clause n matc h the longest strings that ha v e a sub ject and a v erb and don't

ha v e crossing brac k ets with an y previously mark ed-up clauses.
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3.5.1 Pre�x Conjunctions

Sub ordinated clauses with a pre�x conjunction matc h the follo wing pattern:

CC Clause

1

, Clause

2

.

A mark ed-up example is:

[

C C

Although] [

C l ause

1

b oth India and P akistan announced partial tro op with-

dra w als along the b order], [

C l ause

2

they b oth left their forces in Kashmir in tact].

The issues in v olv ed in marking-up sub ordinated clauses with a pre�x conjunction are similar

to those of determining non-restrictiv e clause b oundaries. A t eac h comma, I need to decide

whether or not to end the �rst clause and start the second. I reuse the same algorithm

(algorithm 3.2) with an additional c hec k that b oth clauses con tain a v erb and sub ject. The

sub ordinating conjunctions in pre�x p osition that I mark-up for simpli�cation are though ,

although , when , if , sinc e , as and b e c ause .

I also mark up the correlativ e if...then construct that matc hes the patterns:

If Clause

1

, then Clause

2

.

If Clause

1

then Clause

2

.

A mark ed-up example is:

[

C C

1

If ] [

C l ause

1

p eople ha v e got in place prop er e�ectiv e safet y measures], [

C C

2

then] [

C l ause

2

naturally w e are pleased ab out that].

3.5.2 In�x Conjunctions

Co ordinated and sub ordinated clauses with in�x conjunctions matc h the patterns:

Clause

1

CC Clause

2

.

Clause

1

, CC Clause

2

.

Mark ed-up examples are:

[

C l ause

1

I ha v e b een in v olv ed with badgers for 24 y ears ] [

C C

and] [

C l ause

2

I ha v e

nev er heard of an ything lik e this].

[

C l ause

1

Lab or has complained that the budget fa v ors settlers o v er the p o or], [

C C

but] [

C l ause

2

Mr. Sharon has said he w ould dismiss an y one from his go v ernmen t

who opp osed his plan].
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Data Set Size Accuracy

T raining 100 .96

T est 200 .94

Table 3.16. Accuracy results for conjoined clause identi�c ation

The co ordinating conjunctions that I handle are and , or and but . The sub ordinating

conjunctions in in�x p osition that I mark-up for simpli�cation are though , although , b e c ause ,

sinc e , as , b efor e , after and when . This list of conjunctions w as determined b y man ually exam-

ining sen tences con taining conjunctions in the WSJ T reebank and selecting the conjunctions

where the t w o clauses could b e separated without compromising meaning. Conjunctions

that o ccurred less than 10 times in the treebank w ere excluded, as I w as unable to satisfy

m yself that they could b e simpli�ed reliably .

I only mark-up in�x conjunctions if b oth C l ause

1

and C l ause

2

con tain a v erb and sub-

ject. In particular, I do not simplify co ordinated v erb phrases. The reason for this is that

co ordinated VPs often o ccur within other constructs and simplifying them usually results in

fragmen ting the text to o m uc h.

I presen t m y results for conjoined-clause iden ti�cation in table 3.16. I used the WSJ

T reebank for the exp erimen t. This is an ev aluation of whether what I ha v e mark ed-up are

actually clauses or not, using the WSJ T reebank as the gold standard. Some examples of

errors are:

Last Marc h, after attending a teac hing seminar in W ashington, Mrs. Y eargin

sa ys she returned to Green ville t w o da ys [

bef or e � C L

b efore ann ual testing feeling

that she hadn't prepared her lo w-abilit y geograph y studen ts adequately].

The a v erage maturit y for funds op en only to institutions, considered b y some

to b e a stronger indicator [

because � C L

b ecause those managers w atc h the mark et

closely , reac hed a high p oin t for the y ear { 33 da ys ].

3.6 A Holistic Evaluation
I no w p erform an ev aluation of m y en tire analysis mo dule. The reasons for this ev aluation

are t w o-fold. Firstly , it is required so that I can see ho w the errors in attac hmen t and

b oundary determination com bine with eac h other. I exp ect this ev aluation to giv e me an

indication of what prop ortion of sen tences I can exp ect to simplify correctly . Secondly ,

man y of the ev aluations in this c hapter ha v e had to b e carried out on the WSJ T reebank.
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This ev aluation, on a corpus of Guardian Newspap er text, is lik ely to indicate ho w w ell m y

algorithms p erform on a di�eren t genre of edited text.

I ran t w elv e news rep orts (con taining 263 sen tences) from the Guardian newspap er through

m y analysis mo dule and p erformed an ev aluation on all the constructs that w ere mark ed-up

for simpli�cation. As this ev aluation in v olv ed sub jectivit y (there is no gold standard lik e

the P enn WSJ T reebank to compare against), I used t w o nativ e-English sp eak ers for the

annotation task. The guidelines that I ga v e m y annotators are attac hed in app endix A.1.

There w ere 203 decisions (b oth attac hmen t and iden ti�cation) that needed to b e made.

There w ere 105 sen tences that had at least one construct mark ed-up to b e simpli�ed.

The t w o indep enden t annotators disagreed on only 9 decisions out of 203. This giv es

an in ter-annotator agreemen t of 96% ( � = 0 : 78)

15

. There w ere 18 decisions spread across

17 sen tences whic h b oth indep enden t annotators mark ed incorrect, and 9 decisions spread

across an additional 7 sen tences whic h only one annotator mark ed incorrect. In other w ords,

87% of decisions w ere made correctly according to b oth annotators and 91% of decisions

w ere made correctly according to at least one annotator. 77% of the 105 the simpli�able

sen tences con tained no analysis errors according to b oth annotators and 84% w ere error-free

according to at least one indep enden t annotator.

When I used m yself as the third annotator, 75% of simpli�able sen tences w ere error-free

according to all three annotators, 79% of simpli�able sen tences w ere error-free according to

t w o out of three annotators and 87% of simpli�able sen tences w ere error-free according to at

least one annotator. The in ter-annotator agreemen t for the three annotators w as no w 93%

( � = 0 : 76).

3.7 Discussion
In this c hapter I ha v e explored the use of shallo w salience-based discourse mo dels coupled

with kno wledge sources lik e W ordNet for a v ariet y of tasks. I ha v e sho wn that shallo w

inference pro cedures used with a shallo w discourse mo del can giv e go o d results on third-

p erson pronoun resolution, ev en without using a parser. These results are not surprising, as

syn tactic constrain ts on pronoun resolution are largely indicatory and seman tic constrain ts

15

� (k appa) is a measure of in ter-annotator agreemen t o v er and ab o v e what migh t b e exp ected b y pure

c hance (See Siegel and Castellan (1988 ) for a description of the form ula and Carletta (1996 ) for its use in

NLP). The form ula for � is:

� =

P ( A ) � P ( E )

1 � P ( E )

The n umerator measures the di�erence b et w een the prop ortion P ( A ) of times the annotators agree and

the prop ortion P ( E ) of times they w ould b e exp ected to agree b y c hance. The denominator measures the

di�erence b et w een p erfect agreemen t 1 and c hance agreemen t P ( E ). � = 1 if there is p erfect agreemen t

b et w een annotators, � = 0 if the annotators agree only as m uc h as y ou w ould exp ect b y c hance, � < 0 if the

annotators agree less than predicted b y c hance.
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are m uc h more imp ortan t.

A more in teresting asp ect of this c hapter is m y demonstration that the com bination of

shallo w discourse mo dels and shallo w seman tic inference is e�ectiv e not just for resolving

third-p erson pronouns but also for making attac hmen t decisions for relativ e clauses and ap-

p ositiv es. These are tasks that ha v e traditionally b een p erformed in a syn tactic framew ork.

It is signi�can t that shallo w pro cessing at the discourse and seman tic lev els can outp erform

syn tactic approac hes on relativ e clause and app ositiv e attac hmen t. Indeed, this com bination

of discourse and seman tics app ear to p erform as w ell on relativ e clause attac hmen t as a

mac hine learning approac h using 31 features. It is not en tirely clear wh y salience is useful

for resolving app ositiv e and relativ e clause attac hmen t. These attac hmen t decisions in v olv e

balancing t w o comp eting lo calit y principles| r e c ency , whic h fa v ours lo cal attac hmen t, and

pr e dic ate pr oximity , whic h fa v ours wide attac hmen t. It is p ossible that the salience function

(whic h com bines n umerical scores for recency and grammatical relation) succeeds in balanc-

ing the t w o comp eting lo calit y principles. It is, ho w ev er, eviden t that most of the w ork in

disam biguation is done b y the agreemen t features; in particular, the animacy feature.

My results also suggest that shallo w solutions tailored to sp eci�c syn tactic problems can

ac hiev e p erformance on those problems that equal, or ev en exceed, that of more sophisti-

cated general purp ose mo dels. F or example, simple pattern matc hing tec hniques based on

lo cal con text are su�cien t to decide b et w een three or four grammatical relations, though it

should b e emphasised that metho ds that shallo w cannot scale up to deciding b et w een the

other GRs in �gure 3.1. Simple algorithms based on the lo cal con text describ ed b y part of

sp eec h tags, lik e the ones presen ted for deciding relativ e clause b oundaries, can b e b etter at

disam biguation than b oth sophisticated wide co v erage parsers and general purp ose clause

b oundary determination algorithms. This is quite understandable; as statistical mo dels for

parsing are trained using an ev aluation criteria that in v olv es man y syn tactic constructs, it

is quite plausible that they are not optimised for m y sp eci�c tasks.

Finally , the results presen ted in this c hapter sho w that I cannot hop e to p erform syn tactic

simpli�cation p erfe ctly . There will alw a ys b e some sen tences that get simpli�ed incorrectly

due to errors in the analysis stage, b oth in attac hing and in determining the b oundaries of

clauses and phrases. The question then arises| ho w accurate do es m y analysis need to b e

for the system to b e useful? The exp erimen ts with aphasics and the deaf describ ed in the

in tro duction pro vide some answ ers. My system can decide relativ e clause b oundaries and

attac hmen t with an accuracy of o v er 85%, compared to the 25-60% rep orted for readers in

tables 1.1 and 1.2. This suggests that m y simpli�ed sen tences migh t b e easier to understand

for man y . Whether or not an en tire text will b e easier to comprehend when simpli�ed will

dep end on ho w easy it is to link together the meanings of individual simpli�ed sen tences.

This will dep end on ho w w ell I can preserv e the cohesion of the original text; a topic I address

in c hapter 5 on r e gener ation .
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The transformation mo dule is where the actual syn tactic simpli�cation o ccurs in m y arc hitec-

ture. As the analysis mo dule has already mark ed-up the constructs to b e simpli�ed and the

regeneration mo dule handles the discourse asp ects of simpli�cation (as describ ed in c hapter

2 on ar chite ctur e ), the functions of the transformation mo dule are quite straigh tforw ard.

The primary function of the transformation mo dule is to apply syn tactic-simpli�cation

rules to the analysed text. The second function is to in v ok e the regeneration mo dule when

required. This c hapter presen ts m y set of simpli�cation rules and details the in teraction

b et w een the transformation and regeneration mo dules. Most of this in teraction just in v olv es

the transformation mo dule pro viding the regeneration mo dule with the information it re-

quires for preserving text cohesion. As I sho w in section 4.2, this information can b e enco ded

succinctly in the form of rhetorical relations.

There are, ho w ev er, t w o issues whose resolution requires more in v olv ed co op eration b e-

t w een the transformation and regeneration mo dules| deciding the order in whic h to use the

simpli�cation rules and ordering the simpli�ed sen tences. It is p ossible that there is more

than one construct that can b e simpli�ed in a sen tence. My transforms result in splitting

sen tences in to t w o; hence, for example, applying three transforms to a sen tence will result in

four sen tences. This raises the issue of ho w to order the simpli�ed sen tences. In m y mo dular

arc hitecture, the transformation stage deals with only sen tence lev el syn tactic transforma-

tions and all discourse lev el decisions are tak en in the regeneration stage. Ho w ev er, while

sen tence ordering is really a regeneration issue (with consequences for text cohesion), indi-

vidual transforms can place constrain ts on b oth the ordering of the transformed sen tences

and the ordering of sen tences generated b y further transformation of the original sen tence.

This mak es the order of application of simpli�cation rules dep enden t on the sen tence-order

decisions resulting from previous simpli�cations. The cen tral issue in this c hapter is of ho w

to resolv e the in tert wined issues of transform and sen tence ordering to, for example, allo w:

Mr. An thon y , who runs an emplo ymen t agency , decries program trading, but he

isn't sure it should b e strictly regulated.

to b e simpli�ed to

Mr. An thon y runs an emplo ymen t agency . Mr. An thon y decries program trading.

But he isn't sure it should b e strictly regulated.
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but not to:

Mr. An thon y decries program trading. Mr. An thon y runs an emplo ymen t agency .

But he isn't sure it should b e strictly regulated.

In m y arc hitecture, individual simpli�cation rules in the transformation mo dule pro vide

the regeneration mo dule with information ab out the rhetorical relations that hold b et w een

the simpli�ed sen tences. The regeneration mo dule con v erts this information in to explicit

constrain ts on sen tence order (and also in tro duces other constrain ts on sen tence order aris-

ing from cen tering theory) and resolv es them, passing bac k constrain ts on future sen tence-

ordering to the transformation mo dule. I describ e this pro cess in detail in sections 4.2{4.4.

The individual transforms are carried out using hand-crafted simpli�cation rules. I describ e

these rules in section 4.1.

4.1 Simpli�cation Rules
My transformation mo dule uses sev en hand-crafted syn tactic simpli�cation rules (rules

4.1{4.7 in the discussion b elo w). There are three rules for conjunction and t w o rules eac h

for relativ e clauses and app osition.

4.1.1 Conjoined Clauses

The transformation rule for pre�x sub ordination is:

(4.1) CC

n

[

C l ause

n

1

X], [

C l ause

n

2

Y]. � !

( a ) X :

( b ) Y :

where the conjunction CC

n

matc hes one of though , although , when and b e c ause . As an exam-

ple, this rule splits:

[

C C m

Although] [

C l ause

m

1

b oth India and P akistan announced tro op withdra w als

along the b order], [

C l ause

m

2

they b oth left their forces in Kashmir in tact].

in to:

(a) Both India and P akistan announced tro op withdra w als along the b order.

(b) f But g

16

they b oth left their forces in Kashmir in tact.

16

The cue-w ord but is not in tro duced b y rule 4.1; rather, it is in tro duced b y the regeneration mo dule on

the basis of the rhetorical relation b et w een the conjoined clauses (refer to section 4.2). In the examples in

this c hapter, curly brac k ets denote the fact that they con tain w ords that are in tro duced b y the regeneration

stage. These are only sho wn to mak e the examples lo ok realistic.
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The rule for the correlativ e if...then and the sub ordinativ e if construct is:

(4.2) [

m

If][

C l ause

m

1

X] [then j ,] [

C l ause

m

2

Y]. � !

( a ) X :

( b ) Y :

As an example, this rule splits:

[

C C

n

If ] [

C l ause

n

1

p eople ha v e got in place prop er e�ectiv e safet y measures], [

C C

n

then] [

C l ause

n

naturally w e are pleased ab out that].

in to:

(a) f Supp ose g p eople ha v e got in place prop er e�ectiv e safet y measures.

(b) f Then g naturally w e are pleased ab out that.

The rule for in�x co ordination and sub ordination is:

(4.3) [

C l ause

n

1

X] [,]? [

n

CC] [

C l ause

n

2

Y] ] � !

( a ) X :

( b ) Y :

where the conjunction CC matc hes one of though , although , but , and , b e c ause , sinc e , as , b efor e ,

after and when . F or example, this rule splits:

[

C l ause

n

1

I ha v e b een in v olv ed with badgers for 24 y ears ] [

n

and] [

C l ause

n

2

I ha v e

nev er heard of an ything lik e this].

in to:

(a) I ha v e b een in v olv ed with badgers for 24 y ears.

(b) f And g I ha v e nev er heard of an ything lik e this.

and:

[

C l ause

n

1

Lab or has complained that the budget fa v ors settlers o v er the p o or], [

n

but] [

C l ause

n

2

Mr. Sharon has said he w ould dismiss an y one from his go v ernmen t

who opp osed his plan].

in to:

(a) Lab or has complained that the budget fa v ors settlers o v er the p o or.

(b) f But g Mr. Sharon has said he w ould dismiss an y one from his go v ernmen t

who opp osed his plan.

4.1.2 Relative Clauses

The transformation rules for relativ e clauses are:
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(4.4) V W

x

N P

X [

RC n

RELPR

# x

Y ] Z . � !

( a ) V W X Z :

( b ) W Y :

(4.5) V W

x

N P

X [

RC n

RELPR

# x

Y ]. � !

( a ) V W X :

( b ) W Y :

These rules state that if, in m y analysed text, a relativ e clause RELPR Y attac hes to a noun

phrase W , then I can extract W Y in to a new sen tence. In the case of non-restrictiv e clauses,

the enclosing commas implicit in X and Z are remo v ed. These rules can simplify:

[Garret Bo one]

1

, [

RC

n

who

#1

teac hes art at Earlham College], calls the new struc-

ture \just an ugly bridge" and one that blo c ks the view of a new park b elo w.

to:

(a) Garret Bo one calls the new structure \just an ugly bridge" and one

that blo c ks the view of a new park b elo w.

(b) Garret Bo one teac hes art at Earlham College.

and:

`The pace of life w as slo w er in those da ys,' sa ys [51-y ear-old Cath y Tinsall]

1

from

South London, [

RC

n

who

#1

had �v e c hildren, three of them b o ys].

to:

(a) `The pace of life w as slo w er in those da ys,' sa ys 51-y ear-old Cath y

Tinsall from South London.

(b) Cath y Tinsall had �v e c hildren, three of them b o ys.

Before applying the simpli�cation rules for relativ e clauses, I p erform a c hec k on the noun

phrases they attac h to. T o a v oid p erforming the simpli�cation if the clause attac hes to a

partitiv e, I mak e sure that if the clause attac hes to the pattern NP1 of NP2 , then NP1 is

not a n umerical attribute (lik e numb er , p er c entage , dozens etc.). This is to a v oid simplifying

constructs lik e the numb er of p e ople who... I also do not p erform the simpli�cation if the

clause attac hes to the noun phrase those . This is to a v oid simplifying constructs lik e those

of us who... or those who...

4.1.3 Appositive Phrases

The transformation rules for app ositiv es are:

(4.6) U V

x

N P

W, [

appos n

X

# x

Y ], Z . � !

( a ) U V W Z :

( b ) V Aux X Y :



4.2. The In terface b et w een T ransformation and Regeneration 75

(4.7) U V

x

N P

W, [

appos n

X

# x

Y ]. � !

( a ) U V W :

( b ) V Aux X Y :

These rules state that if, in m y analysed text, an app ositiv e X Y attac hes to a noun phrase

V , then I can extract V Aux X Y in to a new sen tence. The auxiliary v erb Aux is one of is ,

was , ar e and wer e and is determined from the tense of the main clause and b y whether V is

singular or plural. These transforms can b e used to simplify , for example:

Pierre Vink en, 61 y ears old, will join the b oard as a nonexecutiv e director No v.

29.

to:

(a) Pierre Vink en will join the b oard as a nonexecutiv e director No v. 29.

(b) Pierre Vink en is 61 y ears old.

and:

\There's no question that some of those w ork ers and managers con tracted asb estos-

related diseases," said Darrell Phillips, vice presiden t of h uman resources for

Hollingsw orth & V ose.

to:

(a) \There's no question that some of those w ork ers and managers

con tracted asb estos-related diseases," said Darrell Phillips.

(b) Darrell Phillips w as vice presiden t of h uman resources for Hollingsw orth &

V ose.

4.2 The Interface between Transformation and Regeneration
There are �v e issues that the regeneration mo dule needs to resolv e| cue-w ord selection,

sen tence order, referring expression generation, determiner c hoice and pronominal use. The

�rst four are transform-sp eci�c, and need to b e addressed immediately when a transform is

p erformed. Pronominal use can b e resolv ed as a p ost-pro cess, in a transform-indep enden t

manner (details in c hapter 5). F or the regeneration mo dule to resolv e the �rst four issues,

it is su�cien t that it receiv es the follo wing input from the transformation stage:

1. (a, RR, b) : The rhetorical relation RR that holds b et w een the t w o simpli�ed sen tences

a and b generated b y the transform

2. n : The index of the noun phrase for whic h to generate the referring expression
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Conjunctions Rhetorical Relation

although, though, whereas, but, ho w ev er (a, Concession, b)

or, or else (a, An ti-Conditional, b)

if, if...then... (a, Condition, b)

b ecause (a, Justify , b)

X (a, X , b)

Table 4.1. Rhetorical relations triggered by conjunctions

The detailed discussion of wh y this sp eci�cation is su�cien t is p ostp oned to c hapter 5, when

I address these regeneration issues. But in brief, cue-w ord selection, sen tence order and

determiner c hoice can b e decided from the rhetorical relation, and the referring expression

generator requires only the index of the noun phrase. I no w mak e explicit the rhetorical

relations that I use.

4.2.1 The List of Rhetorical Relations Used

Conjunctions act as cue w ords that can de�ne the rhetorical relation (in tro duced in section

1.6.3) b et w een the conjoined clauses. T able 4.1 sho ws the rhetorical relation asso ciated

with eac h sub ordinating conjunction that I simplify . In eac h en try , a is the n ucleus and

b is the satellite of the relation ( a and b are the simpli�ed sen tences generated b y rules

4.1{4.3). The �nal ro w in table 4.1 is a default that arises b ecause rhetorical structure

theory is in some cases not suited for m y purp oses (A discussion follo ws in section 4.2.2).

F or example, RST pro vides the rhetorical relation cir cumstanc e where the satellite clause

pro vides an in terpretiv e con text of situation or time. Ho w ev er, I need to b e able to distinguish

b et w een when , b efor e and after clauses, all of whic h ha v e the cir cumstanc e relation with their

n ucleus. I therefore use m y o wn relations (a, when, b) , (a, b efor e, b) and (a, after, b) for the

conjunctions when , b efor e and after . There are also cases of am biguous conjunctions that

can signal more than one rhetorical relation. F or example, the conjunctions as and sinc e

can indicate either a justify or a cir cumstanc e relation. As m y analysis mo dule do es not

disam biguate rhetorical relations, I de�ne m y o wn relations (a, as, b) and (a, sinc e, b) that

capture the undersp eci�ed rhetorical relation.

I also need to adapt RST to o�er a treatmen t of relativ e clauses and app ositiv es. RST

pro vides an elab or ation relation, but the original theory do es not use it for non-restrictiv e

relativ e clauses. The problem is that a relativ e clause has a relationship with the noun phrase

it attac hes to, and in RST, that noun phrase do es not qualify as a text span. This problem
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is generally o v ercome b y lab elling non-restrictiv e relativ e clauses and app ositiv es as paren-

thetical units (Marcu, 1997; Marcu, 2000). But restrictiv e relativ e clauses do not qualify as

paren theticals and are left without a treatmen t, whic h seems unreasonable. I con tin ue to use

the p ar enthetic al relation to relate non-restrictiv e relativ e clauses and app ositiv es to noun

phrases. In addition, I use an identi�c ation relation to relate restrictiv e relativ e clauses to

noun phrases. T o motiv ate this relation, consider the restrictiv e relativ e clause in:

The man [

RC

who had brough t it in for an estimate] then returned to collect it.

The relativ e clause serv es to identify one man from the larger set of men. The relation is

not strictly paren thetical, b ecause if the clause is omitted:

The man then returned to collect it.,

it is lik ely that the reader can no longer unam biguously iden tify the referen t of the man .

4.2.2 A Note on My Use of RST

As discussed in the last section, I ha v e adapted the broad framew ork of RST to suit m y

requiremen ts. I no w pro vide a short discussion of ho w m y adaptation of RST di�ers from

its original form ulation, and ho w m y goals in this thesis relate to the goals of RST.

An imp ortan t di�erence is that m y adaptation only considers lexically signalled relations.

As describ ed in section 1.6.3 of the in tro duction, RST p ostulates that rhetorical relations

need not b e signalled lexically . Indeed, less than half the rhetorical relations in naturally

o ccurring text are lexically signalled. Therefore m y adaptation only deals with a subset of

RST.

Also, RST w as prop osed as a mo del of conjunctiv e cohesion, and did not allo w for refer-

en tial relations. The identi�c ation relation that I in tro duced to relate a restrictiv e relativ e

clause to a noun phrase is an example of a referen tial relation. This addition of a referen tial

relation w as required in order to o�er a uni�ed treatmen t of restrictiv e and non-restrictiv e

relativ e clauses. This w as imp ortan t to me for m y simpli�cation task, but w as ob viously not

an issue for the original RST, giv en its di�ering goals.

These di�erences in 
a v our b et w een m y relations and traditional RST means that m y

goals and tec hniques for analysing text di�er from traditional approac hes to RST-p arsing .

RST-parsing (Marcu, 1997; Marcu, 2000) is a m uc h harder problem than that tac kled in this

section. It in v olv es the iden ti�cation of rhetorical relations that ma y or ma y not b e signalled

linguistically , the disam biguation of am biguous linguistic cues (for example, the w ords sinc e

and as can signal either a justify or a cir cumstanc e relation) and the creation of a RST

tree that spans the en tire text. Marcu (1997 ) pro vided the follo wing algorithm for rhetorical

parsing:
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1. Determine the set D of all discourse mark ers (linguistic cues) and the set U

T

of ele-

men tary textual units in the text T .

2. Hyp othesise a set of relations R b et w een the elemen ts of U

T

.

3. Use a constrain t satisfaction pro cedure to determine all the discourse trees of T .

4. Assign a w eigh t to eac h of the discourse trees and determine the tree(s) with the

maximal w eigh t.

Comparing steps 1 and 2 of this algorithm with m y approac h, I use a v ery small set of dis-

course mark ers D , that consists of ten conjunctions and three relativ e pronouns (in con trast,

Marcu (1997 ) considers o v er 450 discourse mark ers). My task of h yp othesising relations

b et w een textual units (that are determined b y the clause b oundary routines describ ed in

c hapter 3) is made easy b ecause I de�ne a one-to-one relationship b et w een linguistic cues

and relations. This is p ossible b ecause I allo w for undersp eci�ed relations (lik e sinc e and

as ) that connect textual units link ed b y am biguous linguistic cues.

My application do es not require the construction of a RST tree. Therefore, I do not need

to carry out steps 3 and 4. Indeed, m y application (whic h simpli�es sen tences one at a

time) only requires me to iden tify rhetorical relations b et w een textual units within the same

sen tence.

In summary , while I retain the spirit of RST in using it to formalise cohesiv e relations

in text, I deviate sligh tly b y including a referen tial relation. I also mak e m y RST-based

analysis easier b y restricting the n um b er of linguistic cues and b y p ostulating undersp eci�ed

relations that do a w a y with the need for disam biguation when h yp othesising relations.

4.3 Deciding Transformation Order
Ha ving discussed the use of RST to in terface b et w een the transformation and regeneration

stages, I no w return to the function of the transformation mo dule|to decide the order in

whic h to apply transforms. I use three examples to motiv ate m y approac h to ordering

transforms. I also use these examples to illustrate that individual transforms can constrain

sen tence-order not just for the sen tences generated b y the transform, but also during further

recursiv e simpli�cation of these sen tences. My algorithm for recursiv ely applying transforms

(presen ted in section 4.4) passes constrain ts on sen tence-order do wn the recursion using

constrain t sets (also detailed in section 4.4). I use this section to 
ag the kinds of constrain ts

that are required.

The easiest w a y to deal with m ultiple transforms is to apply them in the order in whic h

the constructs o ccur in the sen tence; that is, from left to righ t. If I use cue-w ords to mark
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Original Sentence:

Mr. An thon y, who

1

runs an emplo ymen t agency , decries program trading,

but

2

he isn't sure it should b e strictly regulated.

Simpli�ed Sentences:

(a) Mr. An thon y decries program trading.

(b) Mr. An thon y runs an emplo ymen t agency .

(c) But he isn't sure it should b e strictly regulated.

Figure 4.1. Left­to­right simpli�cation and depth­�rst tr ee traversal

o ccurrences, this corresp onds to a depth �rst tra v ersal of the corresp onding parse tree

17

.

This is illustrated in the example in �gure 4.1, where the ordering (1,2) corresp onds to b oth

depth �rst searc h on the parse tree and left-to-righ t searc h on cue w ords in the sen tence. This

ordering (1,2) is not satisfactory b ecause transform 2 places constrain ts on the ordering of

sen tences generated b y transform 1 and should therefore b e p erformed �rst. The conjunction

but in the original sen tence relates t w o clauses Mr. A nthony de cries pr o gr am tr ading and

he isn 't sur e it should b e strictly r e gulate d . T o main tain the original c onc ession relation, the

simpli�ed sen tence (a) has to b e immediately b efore (c). This constrains the p osition of

sen tence (b) generated b y transform 1. Hence transform 2 needs to b e p erformed �rst.

A top-do wn left-to-righ t searc h on rules as opp osed to cue wor ds allo ws me to place all

the constrain ts I require and results in the optimal clause ordering. In �gure 4.1, it results

17

The parse trees sho wn in �gures 4.1{4.3 are for illustration purp oses and do not corresp ond to the output

of m y analysis mo dule. My analysed text do es not consist of parse trees; ho w ev er, it do es con tain a partial

tree structure as some mark ed-up constructs can b e em b edded within others.
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[

1

The meeting, [

2

whic h is exp ected to dra w 20,000 to Bangk ok], w as going to

b e held at the Cen tral Plaza Hotel], but

1

[

1

the go v ernmen t balk ed at the hotel's

conditions for undertaking necessary expansion].

Figure 4.2. Top­down left­to­right search on rules

in the desired ordering (x,y) of transforms. T op-do wn left-to-righ t searc h on parse trees also

corresp onds to pro cessing transforms in a left-righ t order on m y analysed text; only I order

transforms b y the �rst clause in v olv ed, rather than the cue-w ord. This is illustrated in �gure

4.2, where the order of applying transforms is (1, 2).

4.3.1 Sentence Ordering by Constraint Satisfaction

The examples in �gures 4.1 and 4.2 illustrate that individual simpli�cation rules can

in tro duce constrain ts on the �nal ordering of simpli�ed sen tences. When the simpli�cation

rules are applied in a top-do wn manner, it is p ossible to resolv e sen tence-ordering constrain ts

lo cally , rather than globally . Consider the example in �gure 4.1. Global sen tence ordering

w ould in v olv ed deciding the relativ e order of the three sen tences:

1. Mr. An thon y decries program trading.

2. Mr. An thon y runs an emplo ymen t agency .

3. But he isn't sure it should b e strictly regulated.
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On the other hand, if sen tence ordering decisions w ere made lo cally using a top-do wn trans-

form order, t w o smaller decisions w ould b e required| ordering the sen tences generated b y

the �rst transform (that simpli�es the but clause using rule 4.3):

(a) Mr. An thon y , who runs an emplo ymen t agency , decries program trading.

(b) But he isn't sure it should b e strictly regulated.

and then ordering the sen tences generated b y the second transform (that simpli�es the

relativ e clause using rule 4.4):

(aa) Mr. An thon y decries program trading.

(ab) Mr. An thon y runs an emplo ymen t agency .

Deciding sen tence order lo cally has the adv an tage of greatly pruning the searc h space of

p ossible sen tence orders. This results in a more e�cien t implemen tation than global sen tence

ordering. When using the lo cal approac h to sen tence ordering, a decision needs to b e made at

ev ery transform application on the optimal order of the t w o generated simpli�ed sen tences.

In this thesis, I form ulate this as a constrain t satisfaction problem. I discuss the nature of

the constrain ts that decide sen tence order in detail in section 5.2.1. In this section, I only

formalise the constrain t satisfaction problem in general terms, and in tro duce the notation

used in the algorithm for the transformation mo dule (algorithm 4.1 in the next section).

A constrain t satisfaction problem (Hen tenryc k, 1989) is de�ned b y:

1. A set of v ariables X

1

; X

2

; :::; X

n

.

2. F or eac h v ariable X

i

, a �nite domain D

i

of p ossible v alues.

3. A set of constrain ts C on the v alues of the v ariables (for example, if X

i

are in tegers,

the constrain ts could b e of the form X

1

< X

3

or X

3

> X

4

or X 6 = 0).

A solution to the problem assigns to eac h v ariable X

i

a v alue from its domain D

i

suc h that

all the constrain ts are resp ected. It is p ossible that a constrain t satisfaction problem has

m ultiple solutions, exactly one solution or no solution. In order to select from amongst m ul-

tiple solutions, the problem de�nition can b e extended to allo w for har d and soft constrain ts.

Then, a solution w ould assign eac h v ariable a v alue from its domain suc h that all the hard

constrain ts are resp ected, and the n um b er of soft constrain ts resp ected is maximised.

I treat lo cal sen tence ordering as a constrain t satisfaction problem where the v ariables

represen t the p ositions of the simpli�ed sen tences in the regenerated text and the constrain ts

are expressed in terms of the p ossible orderings of the t w o sen tences generated b y a transform.

These constrain ts arise from RST, as w ell as from considerations of referen tial cohesion and

connectedness. The details are presen ted in section 5.2.1, but to illustrate the constrain ts

that arise from RST, consider simplifying the c onc ession relation in:
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Mr. An thon y , who runs an emplo ymen t agency , decries program trading, but he

isn't sure it should b e strictly regulated.

#

(a) Mr. An thon y , who runs an emplo ymen t agency , decries program trading.

(b) But he isn't sure it should b e strictly regulated.

The n ucleus of the concession relation (signalled b y but ) should immediately precede the

satellite. The precedence is enforced b y the constrain t a < b . T o enforce the immediacy ,

constrain ts need to b e passed do wn the recursion, so that when recursiv ely simplifying (a):

(a) Mr. An thon y , who runs an emplo ymen t agency , decries program trading.

#

(aa) Mr. An thon y decries program trading.

(ab) Mr. An thon y runs an emplo ymen t agency .

the n ucleus sen tence (aa) is forced to b e last. This can b e ac hiev ed b y passing do wn the

constrain t nucleus is last when recursiv ely simplifying (a). The �nal sen tence order is then

constrained to b e:

Mr. An thon y runs an emplo ymen t agency . Mr. An thon y decries program trad-

ing. But he isn't sure it should b e strictly regulated.

The algorithm for recursiv ely applying transforms is describ ed in the next c hapter, while the

task of sen tence ordering is describ ed in section 5.2.1.

4.4 The Algorithm for Transformation Module
Returning to the issue of transform ordering, b oth depth-�rst and top-do wn left-to-righ t

tree tra v ersal metho ds are inadequate in practice. The problem arises when a simpli�cation

rule results in rev ersing the original clause order. When this happ ens, the righ t branc h of

the tree needs to b e pro cessed b efore the left branc h. This is illustrated in �gure 4.3, where

depth �rst searc h giv es the ordering (3,1,2), top-do wn left-to-righ t searc h giv es the order

(1,3,2) and the required order is (1,2,3). In this example, clause order is rev ersed b ecause

m y regeneration stage con v erts a (a, justify, b) relation to a (b, c onse quenc e, a) relation, in

order to b e able to use the cue-w ord so (discussed in section 5.2.1).

I no w presen t m y algorithm for the transformation stage, that applies transforms in the

required order for the examples in �gures 4.1-4.3. Algorithm 4.1 tak es as input the output

of the analysis stage, and outputs the correctly ordered simpli�ed sen tences to the output
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Original Sentence

[

1

The remaining 23,403 tons, [

3

whic h are three quarters of the share], are still a lucrativ e

target for gro w ers b ecause the U.S. price, [

2

whic h is curren tly 18 cen ts a p ound], runs w ell

ab o v e the w orld rate].

Desired Transformation Sequence

1. The U.S. price, whic h is curren tly 18 cen ts a p ound, runs w ell ab o v e the w orld rate. So,

the remaining 23,403 tons, whic h are three quarters of the share, are still a lucrativ e

target for gro w ers.

2. The U.S. price is curren tly 18 cen ts a p ound. The U.S. price runs w ell ab o v e the w orld

rate. So, the remaining 23,403 tons, whic h are three quarters of the share, are still a

lucrativ e target for gro w ers.

3. The U.S. price is curren tly 18 cen ts a p ound. The U.S. price runs w ell ab o v e the w orld

rate. So, the remaining 23,403 tons are still a lucrativ e target for gro w ers. The 23,403

tons are three quarters of the share.

Figure 4.3. Inadequacy of top­down left­to­right processing

stream. The algorithm w orks b y main taining a queue of simpli�ed-sen tence/constrain t-set

pairs. Step 2(a) is the iterativ e part of the algorithm that considers eac h sen tence from the

input stream in turn. Step 2(b) is the recursiv e part of the algorithm that transforms a

sen tence and sends the simpli�ed sen tences to the output stream.

In the recursiv e step, I tak e the �rst sen tence/constrain t-set pair ( S; C ) in the queue (step

iii.A.) and apply a transform R (step iii.B.) to get the simpli�ed sen tences S

a

and S

b

. A t

this p oin t C con tains the constrain ts that ha v e b een passed do wn from previously applied

transforms. The regeneration mo dule is no w in v ok ed (step iii.C.). The regeneration mo dule
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(apart from addressing cue-w ord selection, referring expression generation and determiner

c hoice) uses the inherited constrain ts C , new constrain ts from the rhetorical relation b et w een

S

a

and S

b

, and lo cal cohesion constrain ts from cen tering theory to determine the sen tence

order for S

a

and S

b

. It also passes do wn the constrain ts to C

a

and C

b

.

Algorithm 4.1 T ransforming sen tences recursiv ely

T r ansform R e cursively(Input Str e am, Output Str e am)

1. Initialise Queue to b e empt y

2. WHILE there are sen tences left in Input Str e am DO a-b

(a) IF Queue is empt y THEN

i. PUSH next sen tence from Input Str e am on to Queue

ii. Initialise the asso ciated constrain t-set to b e empt y

(b) WHILE Queue is not empt y DO i-iii

i. Consider the �rst sen tence/constrain t-set pair ( S; C ) in the queue

ii. IF S can't b e simpli�ed THEN

A. POP ( S; C )

B. Send S to Output Str e am and discard C

C. Fix future anaphoric links (�gure 4.4)

iii. ELSE

A. POP ( S; C )

B. Apply the �rst (b y top-do wn left-to-righ t searc h) simpli�cation rule R to

S , obtaining sen tences S

a

and S

b

C. In v ok e the regeneration mo dule to address transform-sp eci�c regeneration

issues (�gure 4.4). In particular, it returns the sen tence order (either

(a,b), (b,a) or fail ) and passes do wn the new constrain ts to C

a

and C

b

.

D. IF the sen tence order is fail , THEN remo v e the mark-up for the failed

transform in S and PUSH ( S; C ) bac k on to the Queue.

E. IF the sen tence order is (a,b) THEN PUSH ( S

b

; C

b

) and ( S

a

; C

a

) on to Queue

in that order.

F. IF the sen tence order is (b,a) THEN PUSH ( S

a

; C

a

) and ( S

b

; C

b

) on to Queue

in that order.

If the sen tence-ordering constrain ts cannot b e resolv ed, the transform is not p erformed,

and the original pair ( S; C ) is pushed bac k on to the Queue with the mark-up for the failed

transform remo v ed (step iii. D.). Otherwise, the sen tence/constrain t-set pairs ( S

a

; C

a

) and

( S

b

; C

b

) are pushed on to the fron t of the queue in the correct order (steps iii.E. and iii.F.).
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Analysis

Transformation

Regeneration

OutputInput

Recursive Step
Algorithm4.1,

Step 2 (b) iii. E

Base Step
Algorithm 4.1,
Step 2 (b) ii. C

transform­speci�c

Order Simpli�ed Sentences
Select Cue Words

Generate Referring Expressions
Select Determiners

transform­independent

Check Anaphoric Links
Fix Any Broken Links.

Figure 4.4. The interaction between the transformation and regeneration stages

This approac h decides sen tence order in a top-do wn manner, suc h that the queue alw a ys

con tains simpli�ed sen tences in the righ t order. Hence, when the base step of the recursion

(ii.A.) is in v ok ed (when the �rst sen tence S in the queue cannot b e simpli�ed further), the

sen tence S can b e sen t straigh t to the output stream.

The algorithm th us ensures that sen tences are sen t to the output stream in the correct

order b y optimising constrain ts lo cally at eac h recursiv e step, rather than b y p erforming a

global constrain t optimisation at the base step. This pro cedure has t w o adv an tages o v er

global optimisation. Firstly , it cannot result in a situation where clauses that w ere related

in the original sen tence are separated b y large distances in the transformed text. Secondly ,

it pro vides an easy escap e route when a transform can't b e p erformed b ecause of con
icting

constrain ts that cannot b e resolv ed sim ultaneously; in that ev en tualit y , the solution is to not

p erform that transform. This allo ws the remaining transforms to b e carried out.

Figure 4.4 sc hematically sho ws ho w the transformation stage (algorithm 4.1) in teracts with

the regeneration stage. T ransform-sp eci�c issues are resolv ed b y a call to the regeneration

stage during transform application. Other discourse lev el issues lik e anaphoric structure are

dealt with as a p ost-pro cess.

I no w illustrate, using the example in �gure 4.3, ho w constrain ts are passed do wn during

the recursion. I start the trace at step 2(b), with the queue con taining the original sen tence

S with an empt y constrain t set C :
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queue:

1. S = [

l

The remaining 23,403 tons, [

m

whic h are three quarters of the share], are still

a lucrativ e target for gro w ers b ecause the U.S. price, [

n

whic h is curren tly 18 cen ts a

p ound], runs w ell ab o v e the w orld rate].

C = []

The �rst pair ( S; C ) is p opp ed o� the queue (step iii.A.) and the transform is applied (step

iii.B.):

T ransform 1: in�x sub ordination (b ecause) rule 4.3

(a) The remaining 23,403 tons, [

m

whic h are three quarters of the share], are still a lucrativ e

target for gro w ers.

(b) The U.S. price, [

n

whic h is curren tly 18 cen ts a p ound], runs w ell ab o v e the w orld rate.

The regeneration mo dule is then in v ok ed (step iii.C.), whic h in tro duces the appropriate

cue-w ord, returns the sen tence order (b,a) and passes do wn the constrain ts:

C

a

= f n ucleus is �rst g

C

b

= f n ucleus is last g

The pairs ( a; C

a

) and ( b; C

b

) are no w pushed on to the fron t of the queue in that order (step

iii.F.), so that the con ten ts of the queue are no w:

queue:

1. S = The U.S. price, [

n

whic h is curren tly 18 cen ts a p ound], runs w ell ab o v e the w orld

rate.

C = f n ucleus is last g

2. S = So the remaining 23,403 tons, [

m

whic h are three quarters of the share], are still

a lucrativ e target for gro w ers.

C = f n ucleus is �rst g

I no w recurse step 2(b), p opping sen tence/set pair #1 ( S; C ) o� the queue (step iii.A.), and

then applying the step iii.B.:

T ransform 2: non-restrictiv e relativ e clause rule 4.4

(a) The U.S. price runs w ell ab o v e the w orld rate.

(b) The U.S. price is curren tly 18 cen ts a p ound.
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In step iii.C., the regeneration mo dule is in v ok ed with C = f n ucleus is last g . It returns the

sen tence order (b,a) and passes do wn the constrain ts:

C

a

= f n ucleus is last, soft: n ucleus is �rst g

C

b

= f soft: n ucleus is last g

The pairs ( a; C

a

) and ( b; C

b

) are no w pushed on to the fron t of the queue in that order (step

iii.F.), so that the con ten ts of the queue are no w:

queue:

1. S = The U.S. price is curren tly 18 cen ts a p ound.

C = f soft: n ucleus is last g

2. S = This price runs w ell ab o v e the w orld rate.

C = f n ucleus is last, soft: n ucleus is �rst g

3. S = So the remaining 23,403 tons, [

m

whic h are three quarters

of the share], are still a lucrativ e target for gro w ers.

C = f n ucleus is �rst g

I no w recurse 2(b) again, this time reac hing the base case (step ii.A.) and p opping sen tence

1 from the queue to the output stream. The new queue is no w:

queue:

1. S = This price runs w ell ab o v e the w orld rate.

C = f n ucleus is last, soft: n ucleus is �rst g

2. S = So the remaining 23,403 tons, [

m

whic h are three quarters

of the share], are still a lucrativ e target for gro w ers.

C = f n ucleus is �rst g

and the output stream con tains:

output stream:

1. The U.S. price is curren tly 18 cen ts a p ound.

I recurse 2(b) again, again reac hing the base case (step ii.A.) and p opping sen tence 1 from

the queue to the output stream. The new queue is no w:

queue:

1. S = So the remaining 23,403 tons, [

m

whic h are three quarters

of the share], are still a lucrativ e target for gro w ers.

C = f n ucleus is �rst g
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and the output stream con tains:

output stream:

1. The U.S. price is curren tly 18 cen ts a p ound.

2. This price runs w ell ab o v e the w orld rate.

The recursion follo ws a similar route for the remaining sen tence on the queue, and at the

end of the recursion, the output stream con tains:

output stream:

1. The U.S. price is curren tly 18 cen ts a p ound.

2. This price runs w ell ab o v e the w orld rate.

3. So the remaining 23,403 tons are still a lucrativ e target for gro w ers.

4. These 23,403 tons are three quarters of the share.

F or the sen tences in �gures 4.1 and 4.2, m y algorithm �nds the follo wing sen tence orders:

Mr. An thon y, who runs an emplo ymen t agency , decries program trading, but he

isn't sure it should b e strictly regulated.

#

Mr. An thon y runs an emplo ymen t agency . Mr. An thon y decries program trad-

ing. But, he isn't sure it should b e strictly regulated.

and:

The meeting, whic h is exp ected to dra w 20,000 to Bangk ok, w as going to b e held

at the Cen tral Plaza Hotel, but the go v ernmen t balk ed at the hotel's conditions

for undertaking necessary expansion.

#

The meeting is exp ected to dra w 20,000 to Bangk ok. This meeting w as going to

b e held at the Cen tral Plaza Hotel. But the go v ernmen t balk ed at the hotel's

conditions for undertaking necessary expansion.

In these examples, eac h sen tence ordering decision w as con trolled b y a har d constrain t.

In cases where there are no hard constrain ts (for example, if there are t w o or three relativ e

clauses and app ositiv es in a sen tence), the regeneration stage uses coherence c hec ks along

with the soft constrain ts. This is discussed further in the next c hapter (refer to section 5.2.1

on sen tence ordering).
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As I ha v e emphasised through this thesis, there are v arious discourse-lev el issues that arise

when carrying out sen tence-lev el syn tactic simpli�cation of the kind describ ed in c hapter 4

18

.

If these discourse implications are not tak en in to accoun t, the rewriting could result in a loss

of cohesion, making the text harder to read, or ev en alter its in tended meaning; in either

case, making the text harder to comprehend. My arc hitecture therefore uses, in addition to

the analysis and tr ansformation stages, a third stage| r e gener ation , that I describ e in this

c hapter.

5.1 Issues of Cohesion and Texture
As outlined in section 1.5, m y theory of text simpli�cation splits the regeneration task in to

the separate issues of preserving conjunctiv e and anaphoric cohesion. Conjunctiv e cohesion

is addressed using the framew ork of rhetorical structure theory, while anaphoric cohesion is

addressed using a mo del of atten tional state (salience or cen tering). Figure 5.1 sc hematically

sho ws ho w v arious regeneration issues in
uence text cohesion.

18

P arts of this c hapter ha v e b een published previously in Siddharthan and Cop estak e (2002 ) and

Siddharthan (2003a ).

Sentence
Order

Referring
Expressions

Cue Words

Determiner Choice

Pronominal Use

Conjunctive Cohesion

Anaphoric and Conjunctive Cohesion

Anaphoric Cohesion

Figure 5.1. Regeneration issues and text cohesion
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5.1.1 Conjunctive Cohesion

In section 5.2, I sho w ho w the regeneration issues of sen tence ordering, cue-w ord selection

and determiner c hoice can b e resolv ed so as to minimise the adv erse a�ect of text simpli�-

cation on conjunctiv e cohesion. F or example, to simplify 5.1(a) to 5.1(b) b elo w, I in tro duce

a new cue w ord ( so ) and rev erse the original clause ordering:

(5.1) a. The \unengageable" elemen t of the w elfare p opulation is rising b ecause

the cit y is pla ying reclassi�cation games.

b. The cit y is pla ying reclassi�cation games. So the \unengageable" elemen t

of the w elfare p opulation is rising.

In addition to rhetorical structure, m y approac h to sen tence-ordering also considers issues

of connectedness, as information presen ted in a disjoin ted manner, or frequen t c hanges in

fo cus, can mak e a text di�cult to read.

5.1.2 Anaphoric Cohesion

I discuss issues of anaphoric cohesion in section 5.3 (on the use of referring expressions)

and section 5.4 (on the use of pronouns). As an illustration of the use of referring expressions,

consider example 5.2 b elo w:

(5.2) a. A former ceremonial o�cer from Derb y , who w as at the heart of White-

hall's patronage mac hinery , sa ys there is a general review of the state of

the honours list ev ery �v e y ears or so.

b. A former ceremonial o�cer from Derb y w as at the heart of Whitehall's

patronage mac hinery . This former ceremonial o�cer from Derb y

sa ys there is a general review of the state of the honours list ev ery �v e

y ears or so.

b'. A former ceremonial o�cer from Derb y w as at the heart of Whitehall's

patronage mac hinery . This former o�cer sa ys there is a general review

of the state of the honours list ev ery �v e y ears or so.

My rules for simplifying relativ e clauses and app ositiv e phrases in v olv e the duplication of

a noun phrase. The second instance needs to b e a referring expression. As illustrated ab o v e,

I ha v e a c hoice of referring expressions. Repro ducing the en tire noun phrase (as in 5.2(b))

can mak e the text stilted. F urther, including to o m uc h information in referring expressions

can cause un w an ted con v ersational implicatures. F or example, 5.2(b) migh t suggest to the

reader that the fact that the o�cer is from Derb y is imp ortan t to the in terpretation of the

discourse. It is therefore preferable to use a shorter referring expression, as illustrated in

5.2(b'). I describ e m y approac h to generating referring expressions in section 5.3.
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The other imp ortan t mec hanism for reference is pronominalisation. Unfortunately , text-

rewriting op erations can mak e the original pronominalisation unacceptable. This is b ecause

syn tactic transforms can result in discourse referen ts getting in tro duced in di�eren t orders,

with di�eren t grammatical functions, and this can mak e it hard for a reader to correctly

resolv e pronouns further in the text. F or example, if 5.3(a) is naiv ely simpli�ed to 5.3(b),

the pronoun he b ecomes di�cult to resolv e correctly:

(5.3) a. Dr. Kn udson found that some c hildren with the ey e cancer had inherited a

damaged cop y of c hromosome No. 13 from a paren t, who had necessarily

had the disease. Under a microscop e he could actually see that a bit of

c hromosome 13 w as missing.

b. Dr. Kn udson found that some c hildren with the ey e cancer had inherited

a damaged cop y of c hromosome No. 13 from a paren t. This paren t had

necessarily had the disease. Under a microscop e he could actually see

that a bit of c hromosome 13 w as missing.

The problem arises b ecause the atten tional state at the pronoun he has b een altered b y

the simpli�cation pro cess, resulting in the p ar ent b ecoming more salien t than Dr. Knudson .

I discuss tec hniques for detecting and �xing brok en pronominal links in section 5.4.

5.2 Preserving Rhetorical Relations
I no w describ e ho w the issues of sen tence ordering, cue-w ord selection and determiner

c hoice can b e resolv ed in a manner that main tains conjunctiv e cohesion and connectedness.

5.2.1 Sentence Order

As describ ed in c hapter 4, the sen tence-ordering algorithm in teracts closely with the

transform-ordering algorithm in the transformation stage. When there is more than one

construct that can b e simpli�ed in a sen tence, the transformation stage applies simpli�cation-

rules recursiv ely on the sen tence, in a top-do wn manner. Consider:

[

m

Mr. An thon y

1

, [

n

who

#1

runs an emplo ymen t agency], decries program trading],[

m

but he isn't sure it should b e strictly regulated].

The top-do wn rule application leads to the conjunction (construct m ) b eing simpli�ed �rst,

generating the t w o sen tences:

(a) Mr. An thon y

1

, [

n

who

#1

runs an emplo ymen t agency], decries program trad-

ing.

(b) f But g he isn't sure it should b e strictly regulated.

The sen tence-ordering algorithm is called b y the transformation stage after eac h application

of a simpli�cation rule. Its role is to decide b et w een the orderings (a,b) and (b,a) of the



92 5. Regeneration

t w o sen tences a and b generated b y the simpli�cation rule and to constrain the ordering of

sen tences generated b y the recursiv e simpli�cation of a and b . In this example, it needs to

constrain the p ossible orderings of the sen tences aa and ab generated b y transform n :

(aa) Mr. An thon y decries program trading.

(ab) Mr. An thon y runs an emplo ymen t agency .

The sen tence-ordering algorithm receiv es t w o inputs:

1. A triplet ( a; R R ; b ) of the simpli�ed sen tences a and b and the rhetorical relation R R

b et w een them.

2. A set C of inherited constrain ts on sen tence order.

It then forms new constrain ts from the rhetorical relation R R , adds these to the set C of

inherited constrain ts and �nds the optimal sen tence order. It then initialises the constrain t

sets C

a

and C

b

for the simpli�ed sen tences a and b . These constrain ts are then passed do wn

the recursion, as describ ed in section 4.4.

I no w describ e the constrain ts that di�eren t rhetorical relations R R (describ ed in section

4.2.1) add to the sets C , C

a

and C

b

. With the exception of three ( justify , p ar enthetic al and

identi�c ation ), ev ery rhetorical relation in tro duces the follo wing constrain ts:

1. In C : a precedes b

2. In C

a

: the n ucleus is last

3. In C

b

: the n ucleus is �rst

The �rst constrain t is required in order to enforce the correct rhetorical relation b et w een the

t w o simpli�ed sen tences. The other t w o constrain ts arise b ecause this rhetorical relation held

b et w een particular clauses in the original sen tence; hence if the simpli�ed sen tences a and b

get further simpli�ed, it is necessary to enforce the con tin ued adjacency of those clauses. In

the example ab o v e,

Mr. An thon y , who runs an emplo ymen t agency , decries program trading, but he

isn't sure it should b e strictly regulated.

w as simpli�ed t wice to giv e, �rst:

(a) Mr. An thon y , who runs an emplo ymen t agency , decries program trading.

(b) But he isn't sure it should b e strictly regulated.

and then:

(aa') Mr. An thon y decries program trading.

(ab') Mr. An thon y runs an emplo ymen t agency .

(b') But he isn't sure it should b e strictly regulated.
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The �rst constrain t in tro duced b y the but transform ( RR=c onc ession ) enforces the ordering

a < b . The second constrain t enforces the ordering aa' > ab' whic h ensures that the c onc ession

relation con tin ues to hold b et w een Mr. A nthony de cries pr o gr am tr ading and he isn 't sur e it

should b e strictly r e gulate d . These constrain ts ensure that the text is simpli�ed to:

Mr. An thon y runs an emplo ymen t agency . Mr. An thon y decries program trading.

But he isn't sure it should b e strictly regulated.

and not the misleading:

Mr. An thon y decries program trading. Mr. An thon y runs an emplo ymen t agency .

But he isn't sure it should b e strictly regulated.

An exception to these constrain ts is when RR = justify . In this case, the constrain ts are:

1. In C : b precedes a

2. In C

a

: the n ucleus is �rst

3. In C

b

: the n ucleus is last

This is b ecause I transform the justify relation in to a c onse quenc e relation (refer to section

5.2.2 for the rationale) and the c onse quenc e clause has to b e second; for example, I simplify:

The remaining 23,403 tons are still a lucrativ e target for gro w ers b ecause the

U.S. price runs w ell ab o v e the w orld rate.

to:

The U.S. price runs w ell ab o v e the w orld rate. So the remaining 23,403 tons are

still a lucrativ e target for gro w ers.

The constrain ts presen ted th us far are all har d ; they ha v e to hold in the �nal sen tence or-

der. In con trast, when RR=p ar enthetic al , the constrain ts in tro duced are soft . P aren theticals

con tain information that is not cen tral to the discourse. This means that there is some 
ex-

ibilit y as to where they can b e p ositioned. The sole constrain t in tro duced b y paren theticals

is:

1. In C : soft: a precedes b

This constrain t arises b ecause paren theticals (non-restrictiv e relativ e clauses and app ositiv es)

tend to pro vide additional information ab out the noun phrase they attac h to. This additional

information is b etter presen ted in the second sen tence. This is a soft constrain t; disregarding

it causes a c hange from an elab orativ e to a more narrativ e st yle, but do es not mak e the text

misleading or nonsensical; for example, in isolation, 5.4(b') is only marginally (if at all) less

acceptable than 5.4(b) b elo w:
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(5.4) a. Garret Bo one, who teac hes art at Earlham College, calls the new structure

\just an ugly bridge" and one that blo c ks the view of a new park b elo w.

b. Garret Bo one calls the new structure \just an ugly bridge" and one that

blo c ks the view of a new park b elo w. Garret Bo one teac hes art at Earlham

College.

b'. Garret Bo one teac hes art at Earlham College. Garret Bo one calls the new

structure \just an ugly bridge" and one that blo c ks the view of a new park

b elo w.

The �nal relation that needs to b e considered is RR=identi�c ation , whic h holds b et w een

a restrictiv e relativ e clause and the noun phrase it attac hes to. The constrain t in tro duced

b y this relation is:

1. In C : soft: b precedes a

This constrain t arises b ecause it is preferable to iden tify the referen t of the noun phrase

b efore it is used in the main clause. This constrain t encourages the sen tence:

The man who had brough t it in for an estimate returned to collect it.

to b e simpli�ed as:

A man had brough t it in for an estimate. This man returned to collect it.

The soft constrain ts in tro duced b y p ar enthetic al or identi�c ation relations can b e violated

either to enforce a hard constrain t or to impro v e text connectedness.

I no w presen t m y algorithm for deciding sen tence order. Algorithm 5.1 receiv es a constrain t

set C , the simpli�ed sen tences a and b and the rhetorical relation R R b et w een them as input

from the transformation stage. The algorithm �rst mak es the constrain t sets for a and b

inherit the constrain ts from previous transforms that are presen t in C (step 1). It then uses

the rhetorical relation R R to up date the constrain t sets C , C

a

and C

b

(step 2) as describ ed

previously in this section.

The algorithm then scans the constrain t set C for hard constrain ts (steps 3 and 4). If

there are con
icting hard constrain ts, it returns an error co de and the transformation stage

ab orts that transform. In the case where there is a hard constrain t presen t and there is no

con
ict, the algorithm returns the order sp eci�ed b y the hard constrain t.

In the case where there are no hard constrain ts to guide sen tence order, the algorithm

considers issues of connectedness. There are t w o cases when these issues decide sen tence

order. The �rst (step 5) is when the simpli�ed sen tences ha v e the form a = X Y. and b =

Y Z. In this case, the sen tence order X Y. Y Z. ( a , b ) is judged to b e more connected than
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the order Y Z. X Y. ( b , a ); for example, the ordering (b) is judged more connected than

(b') in:

(5.5) a. They will remain on a lo w er-priorit y list that includes 17 other coun tries.

b. (1) They will remain on a lo w er-priorit y list. (2) This list includes 17 other

coun tries.

b'. (1) A lo w er-priorit y list includes 17 other coun tries. (2) They will remain

on this list.

Algorithm 5.1 Deciding sen tence order

Decide-Sentence-Order((a,RR,b),C)
1. Initialise C

a

and C

b

to the constrain ts in C

2. Pro cess R R and up date C , C

a

and C

b

(as describ ed earlier in the section)

3. IF constrain t set C con tains hard constrain ts ( a < b or a is �rst or b is last ) THEN

(a) IF there are no con
icting hard constrain ts THEN RETURN ( a; b ) and C

a

and C

b

ELSE RETURN fail

4. IF constrain t set C con tains hard constrain ts ( b < a or b is �rst or a is last ) THEN

(a) IF there are no con
icting hard constrain ts THEN RETURN ( b; a ) and C

a

and C

b

ELSE RETURN fail

5. IF a = X Y : and b = Y Z : THEN

(a) Add the constrain t soft: nucleus is last to C

a

and soft: nucleus is �rst to C

b

(b) RETURN ( a; b ) and C

a

and C

b

6. IF a can b e simpli�ed further or IF constrain t set C con tains soft constrain ts ( b < a

or b is �rst or a is se c ond ) and no con
icting constrain ts THEN

(a) Add the constrain t soft: nucleus is �rst to C

a

and soft: nucleus is last to C

b

(b) RETURN ( b; a ) and C

a

and C

b

7. By default:

(a) Add the constrain t soft: nucleus is last to C

a

and soft: nucleus is �rst to C

b

(b) RETURN ( a; b ) and C

a

and C

b

This can b e justi�ed using cen tering theory. The main assumption is that in the original

sen tence (a), it is unlik ely that the bac kw ard-lo oking cen ter C

b

( a ) is con tained within a

relativ e clause and so C

b

( a ) is most lik ely to b e the referen t of they . In that case, the

sen tence-ordering (b) consists of one cen ter-con tin uation transition (to sen tence 1) and one

cen ter-retaining transition (to sen tence 2). On the other hand, the sen tence-ordering (b')
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in v olv es a cen ter-shift to sen tence 1 and is therefore more disruptiv e (refer to section 1.6.1).

While cen tering theory can b e used to justify m y sen tence-ordering decisions, using it to

actually mak e them is impractical, as that w ould in v olv e ha ving to mak e a wide range of

co-reference decisions. F or example, the surrounding text for example 5.5 ab o v e is:

These three coun tries

1

aren't completely o� the ho ok, though. They

#1

will re-

main on a lo w er-priorit y list

2

that includes 17 other coun tries

3

. Those coun tries

#3

{ including Japan, Italy , Canada, Greece and Spain { are still of some concern to

the U.S. but are deemed to p ose less-serious problems for American paten t and

cop yrigh t o wners than those on the \priorit y" list

#2

.

Finding the bac kw ard-lo oking cen ters for this example w ould require co-referencing not just

pronouns (lik e they ) but also de�nite references (lik e those c ountries and the \priority" list ).

T ext can also lose its connectedness if clauses that w ere adjacen t in the original sen tence

get separated b y an in terv ening sen tence. This can happ en if sen tence a con tains another

construct to b e simpli�ed; for example, consider the sen tence:

(5.6) a. The agency , which is funde d thr ough insur anc e pr emiums fr om employers ,

insures p ension b ene�ts for some 30 million priv ate-sector w ork ers who

tak e part in single-emplo y er p ension plans.

that con tains t w o relativ e clauses. When applying the �rst transform, the follo wing sen tences

are generated:

(a) The agency insures p ension b ene�ts for some 30 million priv ate-sector w ork ers

who take p art in single-employer p ension plans .

(b) The agency is funded through insurance premiums from emplo y ers.

In this case sen tence (a) can b e simpli�ed further. If the order ( a; b ) is returned b y the �rst

transform, there are t w o p ossibilities for the �nal sen tence ordering:

(5.6) b'. The agency insures p ension b ene�ts for some 30 million priv ate-sector

w ork ers. These w ork ers tak e part in single-emplo y er p ension plans. The

agency is funded through insurance premiums from emplo y ers.

b". These w ork ers tak e part in single-emplo y er p ension plans. The agency

insures p ension b ene�ts for some 30 million priv ate-sector w ork ers. The

agency is funded through insurance premiums from emplo y ers.

If the �rst transform returns the order ( b; a ), it leads to the �nal sen tence ordering:

(5.6) b. The agency is funded through insurance premiums from emplo y ers. The

agency insures p ension b ene�ts for some 30 million priv ate-sector w ork ers.

These w ork ers tak e part in single-emplo y er p ension plans.
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Rhetorical Relation Cue-W ords

Concession but

An ti-Conditional or

Condition supp ose...then

Justify ( ! Consequence) so

And and

X This Aux X

Table 5.1. Cue words that are introduced when simplifying various conjoined clauses.

Again, cen tering theory can b e used to reason that 5.6(b) is preferable to b oth 5.6(b')

and 5.6(b"). Step 6 returns the ordering ( b; a ) if a can b e simpli�ed further, or if there are

non-con
icting soft constrain ts that suggest that order. Otherwise, b y default, the order

with the n ucleus �rst ( a; b ) is returned (step 7).

5.2.2 Cue-Word Selection

T o preserv e the rhetorical relation b et w een conjoined clauses that ha v e b een simpli�ed

in to separate sen tences, it is necessary to in tro duce new cue-w ords to signal the relation. As

describ ed in section 4.2, cue-w ord selection is resolv ed using an input from the transformation

stage of the form (a, RR, b) , where RR is the rhetorical relation connecting the t w o simpli�ed

sen tences a and b .

I ha v e a c hoice of cue-w ords a v ailable for signalling some relations. Williams et al. (2003 )

conducted exp erimen ts on learner readers that sho w ed faster reading times when simple

cue-w ords lik e so and but w ere used instead of other widely used cue-w ords lik e ther efor e ,

henc e or however . Williams et al. (2003 ) also rep orted that the presence of punctuation

along with the cue-w ord resulted in faster reading times. I therefore restrict m yself to using

simple cue-w ords lik e so for the c onse quenc e relation and but for the c onc ession relation and

also include punctuation wherev er p ossible.

T able 5.1 giv es a list of rhetorical relations and the corresp onding cue-w ords that m y

algorithm in tro duces. Ev ery c onc ession relation results in a sen tence-initial but in the second

sen tence:

(5.7) a. Though all these p oliticians a v o w their resp ect for gen uine cases, it's the

tritest lip service.

b. All these p oliticians a v o w their resp ect for gen uine cases. But , it's the

tritest lip service.
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(5.8) a. T eac hers often \teac h the test" as Mrs. Y eargin did, although most are

nev er caugh t.

b. T eac hers often \teac h the test" as Mrs. Y eargin did. But , most are nev er

caugh t.

I con v ert the justify relation to a c onse quenc e relation in order to use the simple cue-

w ord so . This also results in rev ersing the original clause order (refer to section 5.2.1 on

sen tence-ordering). An example is:

(5.9) a. The federal go v ernmen t susp ended sales of U.S. sa vings b onds b ecause

Congress hasn't lifted the ceiling on go v ernmen t debt.

b. Congress hasn't lifted the ceiling on go v ernmen t debt. So , the federal

go v ernmen t susp ended sales of U.S. sa vings b onds.

In section 4.2, I in tro duced m y o wn rhetorical relations lik e when , b efor e , after , and ,

sinc e and as (either due to a lac k of gran ularit y in the original Mann and Thompson (1988 )

relations or due to di�culties with disam biguating the rhetorical relation). F or eac h of these

rhetorical relations X (with the exception of and ), I in tro duce the cue-w ords This Aux X .

The auxiliary v erb Aux is either is or was and is determined from the tense of the n ucleus

clause; for example, in:

(5.10) a. Ken y a w as the scene of a ma jor terrorist attac k on August 7 1998, when

a car b om b blast outside the US em bassy in Nairobi killed 219 p eople.

b. Ken y a w as the scene of a ma jor terrorist attac k on August 7 1998. This

w as when a car b om b blast outside the US em bassy in Nairobi killed 219

p eople.

(5.11) a. A more recen t no v el, \ Norw egian W o o d ", has sold more than four million

copies since Ko dansha published it in 1987.

b. A more recen t no v el, \ Norw egian W o o d ", has sold more than four million

copies. This is since Ko dansha published it in 1987.

(5.12) a. But Son y ultimately to ok a lesson from the American managemen t b o oks

and �red Mr. Katzenstein, after he committed the so cial crime of making

an app oin tmen t to see the v enerable Akio Morita, founder of Son y .

b. But Son y ultimately to ok a lesson from the American managemen t b o oks

and �red Mr. Katzenstein. This w as after he committed the so cial crime

of making an app oin tmen t to see the v enerable Akio Morita, founder of

Son y .

5.2.3 Determiner Choice

Simplifying relativ e clauses and app ositiv es results in the duplication of a noun phrase. I

need to use a referring expression the second time, a topic I discuss in section 5.3. I also
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need to decide on what determiners to use. This decision dep ends on the rhetorical relation

b et w een the extracted clause or phrase and the noun phrase it attac hes to.

In the non-restrictiv e case (for either app ositiv es or relativ e clauses), the rhetorical relation

is RR=p ar enthetic al . The only constrain t here is that there should b e a de�nite determiner

in the referring expression. I use this or these dep ending on the whether the noun phrase is

singular or plural; for example, in:

(5.13) a. A former ceremonial o�cer, who w as at the heart of Whitehall's patronage

mac hinery , said there should b e a review of the honours list.

b. A former ceremonial o�cer said there should b e a review of the honours

list. This o�cer w as at the heart of Whitehall's patronage mac hinery .

When simplifying restrictiv e clauses, the rhetorical relations is that of identi�c ation |

iden tifying a mem b er (or some mem b ers) from a larger set. T o preserv e this, I require an

inde�nite determiner ( a or some ) in the noun phrase that the clause attac hes to. This has

the e�ect of in tro ducing the mem b er(s) of the larger set in to the discourse:

(5.14) a. The man who had brough t it in for an estimate returned to collect it.

b. A man had brough t it in for an estimate. This man returned to collect

it.

The inde�nite article is not in tro duced if the noun phrase con tains a n umerical attribute;

for example, in:

(5.15) a. He w as in v olv ed in t w o con v ersions whic h turned out to b e crucial.

b. He w as in v olv ed in t w o con v ersions. These con v ersions turned out to b e

crucial.

The referring expression con tains a de�nite determiner for the restrictiv e case as w ell.

I do in tro duce or c hange the determiner in either the original noun phrase or the referring

expression if the head noun is a prop er noun or if there is an adjectiv al (p ossessiv e) pronoun

presen t (for example, in his latest b o ok ).

5.2.4 Evaluation

Ev aluating issues of conjunctiv e cohesion is non-trivial. Unlik e the ev aluations in c hapter

3 on analysis , there are no gold standards lik e the P enn WSJ T reebank to compare against.

Therefore, the only w a y to ev aluate these regeneration issues is b y means of h uman judge-

men ts. There is, ho w ev er, a fair bit of sub jectivit y in v olv ed in making judgemen ts on issues

suc h as optimal sen tence-order or cue-w ord and determiner selection. And, since neither of

the previous attempts at syn tactic simpli�cation (describ ed in section 1.4) considered issues

of conjunctiv e cohesion, there is no preceden t for ev aluation that I can follo w.
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In section 6.1 of the c hapter on r esults , I presen t an ev aluation of the correctness of the

simpli�ed sen tences generated b y m y program. In that ev aluation, I use three h uman judges

to eac h ev aluate three asp ects of the simpli�ed sen tences|grammaticalit y , seman tic parit y

and coherence. In order to ev aluate ho w w ell b y program preserv es conjunctiv e cohesion, I

summarise the results for coherence (for details, refer to section 6.1).

The judges w ere presen ted with 95 sen tences from Guardian news rep orts and the simpli-

�ed sen tences that m y program generated from them. They w ere ask ed to judge coherence

on a scale of 0 to 3 (0 indicating meaning c hange, 1 indicating ma jor disruptions in coher-

ence, 2 indicating a minor reduction in coherence and 3 indicating no loss of coherence). F or

40% of the 95 examples, all the judges scored 3. Ho w ev er, there w as v ery little agreemen t

b et w een judges for the remaining 60%.

As an indication of ho w coheren t the simpli�ed sen tences w ere, the a v erage of the scores

of all the judges o v er all the examples w as 2.43. The a v erage of the three judges' scores w as

ab o v e 2 for 73% of the cases and b elo w 1 for only 8% of the cases.

T o try and pin the errors on particular algorithms in m y simpli�cation system, I ask ed

t w o of the judges to revise the simpli�ed sen tences (for cases where they had scored less than

3) if they could think up a more cohesiv e output. Most of the revisions the judges made

in v olv ed increasing the use of pronouns; for example, the output:

Argen tina's former presiden t w as Carlos Menem. Argen tina's former presiden t

w as last nigh t on the brink of thro wing in the to w el on his re-election bid...

w as rewritten b y one judge as:

Argen tina's former presiden t w as Carlos Menem. He w as last nigh t on the brink

of thro wing in the to w el on his re-election bid...

This indicates that simpli�ed text can b e di�cult to read for p eople with high reading ages.

Ho w ev er, though the lac k of pronominalisation mak es the text less cohesiv e, it migh t still b e

b ene�cial to p eople who ha v e di�cult y resolving pronouns.

Among the revisions that could b e used to ev aluate the algorithms in this section, the t w o

judges (on a v erage) c hanged sen tence order 3 times, cue-w ords 4 times, auxiliary v erbs ( is

to was and vice-v ersa) 4 times and determiners once. Ho w ev er, most of the revisions w ere

of a more seman tic nature, and generated sen tences that w ould b e b ey ond the scop e of m y

program. F or example, the sen tence:

An anaesthetist who m urdered his girlfriend with a Kalashnik o v souv enir of his

da ys as an SAS tro op er, w as struc k o� the medical register y esterda y , �v e y ears

later.

got simpli�ed b y m y program to:
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A anaesthetist, w as struc k o� the medical register y esterda y , �v e y ears later.

This anaesthetist m urdered his girlfriend with a Kalashnik o v souv enir of his da ys

as an SAS tro op er.

This w as then revised b y one judge to:

An anaesthetist w as struc k o� the medical register y esterda y . Fiv e y ears earlier

he m urdered his girlfriend with a Kalashnik o v souv enir of his da ys as an SAS

tro op er.

and b y the other judge to:

A anaesthetist, w as struc k o� the medical register y esterda y . This anaesthetist

m urdered his girlfriend with a Kalashnik o v souv enir of his da ys as an SAS tro op er.

This happ ened �v e y ears ago.

There w ere also instances where a judge mark ed the output as incoheren t, but could not

think of a coheren t w a y to rewrite it. F or example, the sen tence:

The hardliners, who ha v e blo c k ed attempts at reform b y Presiden t Mohammad

Khatami and his allies, ha v e dra wn a di�eren t lesson from the Iraq con
ict.

w as simpli�ed b y m y program to:

The hardliners ha v e dra wn a di�eren t lesson from the Iraq con
ict. These hard-

liners ha v e blo c k ed attempts at reform b y Presiden t Mohammad Khatami and

his allies.

One judge decided that it w as not p ossible to preserv e the subtleties of the original, and

despite giving it a lo w coherence score, did not o�er a revision.

T o summarise, an a v erage score of 2.43 suggested that for most of the sen tences, the loss

in coherence w as minor. Ho w ev er, when there w as a loss in coherence, it tended to arise

from subtleties at the seman tic lev el. This mean t that most of the revisions suggested b y

the judges required more in v olv ed rewrites than could b e ac hiev ed b y manipulating sen tence

order, determiners, cue-w ords or tense.

5.2.5 A Comparison with Constraint Based Text Planning

As discussed in section 5.2.1, I form ulate the sen tence ordering task as a constrain t satis-

faction problem (cf. section 4.3.1). The constrain t satisfaction approac h has previously b een

used in planning text structure in natural language generation. I no w compare the use of
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constrain ts in text generation from rhetorical structure (using the ICONOCLAST (P o w er,

2000) pro ject as a case study) with m y use of constrain ts for preserving rhetorical structure

during text regeneration.

A k ey issue in natural language generation is the realisation of a discourse structure,

represen ted as a RST tree, b y a text structure, in whic h the con ten t of the discourse structure

is divided in to sen tences, paragraphs, itemised lists and other textual units. In general,

there are man y p ossible text structures that can realise a discourse structure; the task is

to en umerate them and select the b est candidate. P o w er (2000 ) describ ed ho w this task

could b e formalised as a constrain t satisfaction problem. The rules of text formation (for

example, that sen tences should not con tain paragraphs) w ere formalised as hard constrain ts.

The p oten tial solutions (text structures that correctly realise a rhetorical structure) w ere

then en umerated b y solving these constrain ts. In order to further constrain the solution,

P o w er (2000 ) included a set of soft st ylistic constrain ts; for example, that single sen tence

paragraphs are undesirable.

P o w er (2000 ) assigned four v ariables ( TEXT-LEVEL , INDENT , ORDER , CONNECTIVE ) to eac h

no de of the rhetorical structure tree. TEXT-LEVEL w as an in teger b et w een 0 and 4 that

denoted:

0: text phrase

1: text clause

2: text sen tence

3: paragraph

4: section

INDENT w as the lev el of inden tation of the text and to ok in teger v alues (0 ; 1 ; 2 ::: ). ORDER w as

an in teger less than N , the n um b er of sister no des. CONNECTIVE w as a linguistic cue (for

example, however , sinc e or c onse quently ).

A solution then in v olv ed assigning v alues to these four v ariables at eac h no de in the

rhetorical structure tree, without violating an y hard constrain ts. Some constrain ts arose from

the desired structure of the text; for example, the ro ot no de should ha v e a higher TEXT-LEVEL

than its daugh ters, sister no des should ha v e iden tical TEXT-LEVEL s and sister no des should

ha v e di�eren t ORDER s. In addition, the c hoice of the discourse connectiv e could imp ose further

constrain ts. F or example, if the c ause relation w as expressed b y CONNECTIVE = c onse quently ,

the satellite had to ha v e a lo w er ORDER than the n ucleus and the TEXT-LEVEL v alues had

to b e greater than zero. In addition, it w as p ossible to constrain the solution using v arious

st ylistic soft constrain ts; for example, imp osing TEXT-LEVEL 6= 1 results in sen tences without

semi-colons, imp osing ORDER =1 on the satellite no de of a relation results in a st yle where



5.3. Generating Referring Expressions 103

the n ucleus is alw a ys presen ted �rst and the constrain t that when TEXT-LEVEL =2 there is at

least one sister no de presen t prev en ts paragraphs that con tain only one sen tence.

The ICONOCLAST approac h to text structuring is not dissimilar to that describ ed in this

thesis in sections 4.3.1 and 5.2.1. Ho w ev er, m y approac h only requires me to consider text-

sen tences ( TEXT-LEVEL =2). F urther, I do not consider t yp ographic features lik e inden tation.

On the other hand, P o w er (2000 ) do not o�er an accoun t of relativ e clauses or app osition

and only consider relations that can b e realised b y a conjunction. In o�ering a treatmen t of

relativ e clauses and app osition, I ha v e in this thesis used the constrain t satisfaction approac h

to com bine constrain ts arising from considerations of referen tial cohesion and text connect-

edness (mo delled b y cen tering theory) with those arising from considerations of conjunctiv e

cohesion (mo delled b y RST).

5.3 Generating Referring Expressions
The previous section dealt with the issue of preserving conjunctiv e cohesion. I no w turn

m y atten tion to issues of anaphoric cohesion. In this section, I consider the use of refer-

ring expressions as an anaphoric device. Then, in section 5.4, I consider issues relating to

pronominalisation in rewritten text.

When splitting a sen tence in to t w o b y dis-em b edding a relativ e clause, I need to pro vide

the dis-em b edded clause with a sub ject. The referen t noun phrase hence gets duplicated,

o ccurring once in eac h simpli�ed sen tence. This phenomenon also o ccurs when simplifying

app ositiv es. I no w need to generate a referring expression the second time, as duplicating the

whole noun phrase can mak e the text stilted and cause un w an ted con v ersational implicatures.

F or example, con trast 5.16(b) with 5.16(c):

(5.16) a. `The pace of life w as slo w er in those da ys,' sa ys 51-y ear-old Cath y Tinsall,

who had �ve childr en .

b. `The pace of life w as slo w er in those da ys,' sa ys 51-y ear-old Cath y Tinsall.

Cath y Tinsall had �v e c hildren.

c. `The pace of life w as slo w er in those da ys,' sa ys 51-y ear-old Cath y Tinsall.

51-y ear-old Cath y Tinsall had �v e c hildren.

5.16(c), apart from sounding stilted, emphasises Cath y Tinsall's age. This migh t, for

example, inadv erten tly suggest to the reader that the relationship b et w een her age and her

ha ving �v e c hildren is imp ortan t. In general, including to o m uc h information in the referring

expression can con v ey un w an ted and p ossibly wrong con v ersational implicatures.

Referring-expression generation is an imp ortan t asp ect of natural-language generation.

When a de�nite noun phrase is used in text to refer to an en tit y , it needs to con tain enough

information to help the reader correctly iden tify the referen t. This can b e ac hiev ed b y
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including either adjectiv es (attributes of the referen t) or prep ositional phrases (relations

b et w een the referen t and other en tities) in the referring expression. The referring-expression

problem is then that of �nding the shortest description that succeeds in di�eren tiating the

referen t en tit y from all other en tities in con text.

In section 5.3.1, I describ e the incr emental algorithm (Reiter and Dale, 1992) for select-

ing attributes and describ e v arious problems with it. These problems are shared b y other

existing approac hes to attribute selection, whic h mak e similar assumptions. I then presen t

m y algorithm for attribute selection in section 5.3.2 and discuss ho w it o v ercomes the dra w-

bac ks of previous approac hes. I discuss existing approac hes to selecting relations in section

5.3.5 and presen t m y approac h to relational descriptions in section 5.3.6. I then presen t a

corpus-based ev aluation of m y algorithm in section 5.3.9.

5.3.1 The Background to Attribute Selection

The incr emental algorithm (Reiter and Dale, 1992) is the most widely discussed attribute

selection algorithm. It tak es as input the en tit y ( e ) that needs to b e referred to and a

c ontr ast set ( C ) of distr actors (other en tities that could b e confused with the in tended

referen t). En tities are represen ted as attribute v alue matrices (A VMs). The algorithm also

tak es as input a *preferred-attributes* list that con tains, in order of preference, the

attributes that h uman writers use to reference ob jects. F or the example in their pap er (that

deals with en tities lik e the smal l black do g, the white c at... ), the preference migh t b e [colour,

size, shap e, ...]. The algorithm then k eeps adding attributes from *preferred-attributes*

that rule out at least one en tit y in the con trast set to the referring set un til all the en tities

in the con trast set ha v e b een ruled out.

It is instructiv e to lo ok at ho w the incremen tal algorithm w orks. Consider an example

where a lar ge br own do g needs to b e referred to. The con trast set con tains a lar ge black do g .

These are represen ted b y the A VMs sho wn b elo w:

e =

2

6

6

6

6

6

6

4

type dog

size l ar g e

colour br ow n

3

7

7

7

7

7

7

5

C =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:
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6

6

6

6

6

6

4

type dog

size l ar g e

colour bl ack
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7

7

7

7

7

7

5

9

>

>

>

>

>

>

=

>

>

>

>

>

>

;

Assuming that the *preferred-attributes* list is [size, colour, ...] , the algorithm

w ould �rst compare the v alues of the size attribute (b oth lar ge ), disregard that attribute as

not b eing discriminating, compare the v alues of the colour attribute and return the br own

do g .

Unfortunately , the incremen tal algorithm is unsuitable for op en domains b ecause it as-

sumes the follo wing:
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1. A classi�cation sc heme for attributes exists

2. The v alues that attributes tak e are m utually exclusiv e

3. Linguistic realisations of attributes are unam biguous

All these assumptions are violated when I mo v e from generation in a v ery restricted domain

to generation or regeneration in an op en domain. Adjectiv e classi�cation is a hard problem

and there is no sensible classi�cation sc heme that can b e used when dealing with an op en

domain lik e newspap er text. Ev en if I had suc h a sc heme, I w ould not b e able to assume the

m utual exclusivit y of v alues; for example, I migh t end up comparing [ size big ] with [ size

lar ge ] or [ colour dark ] with [ colour black ]. F urther, selecting attributes at the seman tic

lev el is risky b ecause their linguistic realisation migh t b e am biguous and most of the common

adjectiv es are p olysemous (See example 1 in section 5.3.2).

My alternativ e algorithm measures the relatedness of adjectiv es, rather than deciding if t w o

of them are the same or not (section 5.3.2). It w orks at the lev el of w ords, not their seman tic

lab els. F urther, it treats discriminating p o w er as only one criteria for selecting attributes

and allo ws for the easy incorp oration of other considerations lik e reference mo di�cation and

the reader's comprehension skills (section 5.3.4).

5.3.2 My Approach

In order to quan tify discriminating p o w er, I de�ne the follo wing three quotien ts:

Similarit y Quotien t ( S Q )

I de�ne similarity as transitiv e synon ym y . The idea is that a synon ym of a synon ym is a

synon ym, and the lev el of synon ym y b et w een t w o adjectiv es dep ends on ho w man y times

I ha v e to c hain through W ordNet synon ym y lists (refer to section 1.7.1 for an o v erview of

W ordNet) to get from one to the other. Supp ose I need to �nd a referring expression for e

0

.

F or eac h adjectiv e a

j

describing e

0

, I calculate a similarit y quotien t S Q

j

b y initialising it to

0, forming a set of W ordNet synon yms S

1

of a

j

, forming a synon ym y set S

2

con taining all

the W ordNet synon yms of all the adjectiv es in S

1

and forming S

3

from S

2

similarly . No w

for eac h adjectiv e describing an y distractor, I incremen t S Q

j

b y 4 if it is presen t in S

1

, b y 2

if it is presen t in S

2

, and b y 1 if it is presen t in S

3

. S Q

j

no w measures ho w similar a

j

is to

other adjectiv es describing distractors.

Con trastiv e Quotien t ( C Q )

Similarly , I de�ne c ontr astive as transitiv e an ton ym y . I form the set C

1

of strict W ordNet

an ton yms of a

j

, C

2

of strict W ordNet an ton yms of mem b ers of S

1

and W ordNet synon yms

of mem b ers of C

1

and C

3

similarly from S

2

and C

2

. I no w initialise C Q

j

to zero and for
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eac h adjectiv e describing eac h distractor, add w = 2 f 4 ; 2 ; 1 g to C Q

j

, dep ending on whether

it is a mem b er of C

1

, C

2

or C

3

. C Q

j

no w measures ho w con trastiv e a

j

is to other adjectiv es

describing distractors.

Discriminating Quotien t ( D Q )

An attribute that has a high v alue of S Q has bad discriminating p o w er. An attribute that

has a high v alue of C Q has go o d discriminating p o w er. I can no w de�ne the Discriminating

Quotien t ( D Q ) as D Q = C Q � S Q . This giv es me an order (decreasing D Q s) in whic h to

incorp orate attributes. I demonstrate m y approac h with t w o examples.

Example 1

Supp ose I need to refer to e

1

when the con trast set C con tains e

2

in:

e

1

=

2

6

6

6

6

6

6

4

type pr esident

age ol d

tenure cur r ent

3

7

7

7

7

7

7

5

C =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

e

2

=

2

6

6

6

6

6

6

4

type pr esident

age y oung

tenure past

3

7

7

7

7

7

7

5

9

>

>

>

>

>

>

=

>

>

>

>

>

>

;

If I follo w ed the strict t yping system used b y previous algorithms, to refer to e

1

I w ould

compare the age attributes and rule out e

2

and generate the old pr esident . This expression

is am biguous since old can also mean pr evious . Mo dels that select attributes at the seman tic

lev el will run in to trouble when their linguistic realisations are am biguous. In con trast, m y

algorithm successfully pic ks the curr ent pr esident as curr ent has a higher D Q than old :

attribute distractor CQ SQ DQ

old e2 f y oung, past g 4 4 0

curren t e2 f y oung, past g 2 0 2

In this example, curr ent is a W ordNet synon ym of pr esent , whic h is a W ordNet an ton ym of

p ast . Old is a W ordNet an ton ym of young and a W ordNet synon ym of p ast .

Example 2

Assume I ha v e four dogs in con text: e1 (a large bro wn dog), e2 (a small blac k dog), e3 (a

tin y white dog) and e4 (a big dark dog). T o refer to e4 , for eac h of its attributes, I calculate

the three quotien ts with resp ect to e1 , e2 and e3 :
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attribute distractor CQ SQ DQ

big e1 f large, bro wn g 0 4 -4

big e2 f small, blac k g 4 0 4

big e3 f tin y , white g 1 0 1

big TOT AL 5 4 1

dark e1 f large, bro wn g 0 0 0

dark e2 f small, blac k g 1 4 -3

dark e3 f tin y , white g 2 1 1

dark TOT AL 3 5 -2

Ov erall, big has a higher discriminating p o w er (1) than dark (-2). I therefore pic k big and

rule out all the distractors that big has a p ositiv e D Q for (in this case, e2 and e3 ). e1 is

the only distractor left. And I need to pic k dark b ecause big has a negativ e D Q for e1 and

dark do esn't.

If I had to refer to e3 , I w ould end up with simply the white do g as white has a higher

o v erall D Q (6) than tiny (1) and rules out e2 and e4 . As white 's D Q with the only remaining

distractor e1 is non-negativ e, I can assume it to b e su�cien tly discriminating:

attribute distractor CQ SQ DQ

tin y e1 f large, bro wn g 1 0 1

tin y e2 f small, blac k g 0 1 -1

tin y e4 f big, dark g 1 0 1

tin y TOT AL 2 1 1

white e1 f large, bro wn g 0 0 0

white e2 f small, blac k g 4 0 4

white e4 f big, dark g 2 0 2

white TOT AL 6 0 6

5.3.3 Justifying my Algorithm

The psyc holinguistic justi�cation for the incremen tal algorithm hinges on t w o premises:
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Incremen tal Algorithm My Algorithm Optimal Algorithm

O ( nN ) O ( n

2

N ) O ( n 2

N

)

Table 5.2. The computational complexity of the incremental algorithm (Reiter and Dale, 1992),
my algorithm and an optimal algorithm (such as Reiter, 1990).

1. Humans build up referring expressions incremen tally

2. There is a preferred order in whic h h umans select attributes (e.g., colour > shap e > size...)

My algorithm is also incremen tal. Ho w ev er, there is a subtle departure from premise 2.

I assume that sp eak ers pic k out attributes that are distinctiv e in con text. Av eraged o v er

con texts, some attributes ha v e more discriminating p o w er than others (largely b ecause of

the w a y p eople visualise en tities) and premise 2 is an appro ximation to m y approac h.

I no w quan tify the extra e�ort I am making to iden tify attributes that \stand out" in a

given c ontext . Let N b e the maxim um n um b er of en tities in the con trast set and n b e the

maxim um n um b er of attributes p er en tit y . T able 5.2 compares the computational complexit y

of an optimal algorithm (suc h as Reiter (1990 )), m y algorithm and the incremen tal algorithm.

Both the incremen tal algorithm and m y algorithm are linear in the n um b er of en tities N .

This is b ecause neither algorithm allo ws bac ktrac king; an attribute, once selected, cannot

b e discarded. In con trast, an optimal searc h requires O (2

N

) comparisons. As m y algorithm

compares eac h attribute of the discourse referen t with ev ery attribute of ev ery distractor, it

is quadratic in n . The incremen tal algorithm, that compares eac h attribute of the discourse

referen t with only one attribute p er distractor, is linear in n . This increase in complexit y

from n to n

2

is insigni�can t for m y domain, as noun phrases in news rep orts rarely con tain

more than t w o or three adjectiv es.

5.3.4 A Few Extensions

Previous w ork on generating referring expressions has fo cused on selecting attributes that

help to uniquely iden tify an en tit y in the presence of other en tities. Discriminating p o w er

is, ho w ev er, only one of man y considerations. A ma jor adv an tage of m y approac h is that

it is easy to incorp orate considerations other than discriminating p o w er in to the attribute

selection pro cess. I discuss three of them b elo w.

Reference Modifying Attributes

The analysis th us far has assumed that all attributes mo dify the referen t rather than the

reference to the referen t. Ho w ev er, for example, if e1 is an al le ge d mur der er , the attribute
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al le ge d mo di�es the reference mur der er rather than the referen t e1 and referring to e1 as the

mur der er w ould b e factually incorrect. I can handle reference mo difying adjectiv es trivially

b y adding a large p ositiv e w eigh t to their D Q s. This will ha v e the e�ect of forcing them to

b e selected in the referring expression.

Reader's Comprehension Skills

I can sp ecify a user-dep enden t D Q cut-o� for inclusion of adjectiv es. F or example, for v ery

lo w reading age readers, I could include ev ery adjectiv e with a non-negativ e D Q . Increasing

the cut-o� w ould result in few er adjectiv es b eing included. Alternativ ely , I could w eigh t D Q s

according to ho w common the adjectiv e is. This can b e measured using frequency coun ts on

a corpus. The main in tuition I use is that uncommon adjectiv es ha v e more discriminating

p o w er than common adjectiv es. Ho w ev er, they are also more lik ely to b e incomprehensible

to p eople with lo w reading ages. If I giv e uncommon adjectiv es higher w eigh ts, I will end up

with referring expressions con taining few er, though harder to understand, adjectiv es. This

is ideal for readers with high reading ages. On the other hand, if I 
ip the w eigh ts, so that

common adjectiv es get higher w eigh ts, I will end up with referring expressions con taining

man y simple adjectiv es. This is ideal for p eople with lo w reading ages.

Incorporating Salience

The incremen tal algorithm assumes the a v ailabilit y of a con trast set of distractors and

do es not pro vide an algorithm for constructing and up dating it. The con trast set, in general,

needs to tak e con text in to accoun t, though Dale (1992 ) suggests that for some domains (for

example, constructing co oking recip es) the total n um b er of en tities is so small that the en tire

global en tit y set can b e used as the con trast set.

Krahmer and Theune (2002 ) pro vide a coun ter-example, suggesting that if they w ere re-

p orting a dog sho w with a h undred dogs and used the global en tit y set for the con trast set,

ev en if they w ere talking ab out one particular dog, they w ould alw a ys ha v e to refer to it b y

its full description (e.g. large blac k male long-haired sausage dog). So in general, a c ontext

set is required, rather than a glob al entity set , in order to reduce the n um b er of distractors

that need to b e distinguished from the referen t.

Krahmer and Theune (2002 ) prop osed an extension to the incremen tal algorithm whic h

treated the con text set as a com bination of a discourse domain and a salience function. Their

algorithm for deciding salience com bined the cen tering theory approac h of Grosz et al. (1995 )

and the fo cusing theory approac h of Ha jico v a (1993 ).

Incorp orating salience in to m y algorithm is trivial. In section 5.3.2, I describ ed ho w to

compute the quotien ts S Q and C Q for an attribute. This w as done b y adding an amoun t

w 2 f 4 ; 2 ; 1 g to the relev an t quotien t eac h time a distractor's attribute w as disco v ered in

a synon ym or an ton ym set. I can incorp orate salience b y w eigh ting w with the salience of
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En tit y Distractors

�rst half-free So viet vote fair ele ctions in the GDR

military construction bil l �scal me asur e

copp er c onsumption declining use

cunning ploy public education gambit

steep fal l in currency dr op in mark et sto c k

p ermanen t insur anc e death b ene�t c over age

Table 5.3. Examples of distractors from newspaper text

the distractor whose attribute I am considering. This will result in attributes with high

discriminating p o w er with regard to more salien t distractors getting selected �rst in the

incremen tal pro cess. Ho w ev er, for the ev aluation in section 5.3.9, I do not consider salience.

This is b ecause m y input is newspap er articles and I ha v e found empirically that there are

rarely more than three distractors.

T o form the con trast set for N P

o

, I iden tify all the noun phrases in a discourse windo w of

four sen tences and select p oten tial distractors among them. I consider t w o cases separately .

If N P

o

is inde�nite, it is b eing newly in tro duced in to the discourse and an y noun phrase

previously men tioned within the discourse windo w that has a similar lexical head (determined

b y W ordNet synon ym sets) is a distractor.

If N P

o

is de�nite, I w an t to exclude an y noun phrases that it co-refers with from m y

con trast set. If the attribute set of a previously men tioned noun phrase with similar lexical

head ( N P

i

) is a sup erset of the attribute set of N P

o

, I assume that N P

o

co-refers with N P

i

and exclude N P

i

from the con trast set. An y other noun phrase previously men tioned within

the discourse windo w that has a similar lexical head is a distractor.

Irresp ectiv e of whether N P

o

is de�nite or inde�nite, I exclude an y noun phrase N P

j

that

app ears in the windo w after N P

o

whose attribute set is a subset of N P

o

's.

T able 5.3 giv es some examples of distractors that m y program found during the ev aluation

(section 5.3.9).

5.3.5 The Background to Selecting Relations

Seman tically , attributes describ e an en tit y (eg. the smal l gr ey do g ) and r elations relate an

en tit y to other en tities (eg. the do g in the big bin ). Relations are troublesome b ecause in



5.3. Generating Referring Expressions 111

grey

small

dog

d1

grey

small

dog

d2

steel

large

bin

b1

in outside

near

con taining
near

near

d2

d1

b1

Figure 5.2. Graph representation of two dogs and a bin

relating an en tit y e

o

to e

1

, a referring expression needs to b e (recursiv ely) generated for e

1

.

The incremen tal algorithm do es not consider relations and the referring expression is con-

structed out of only attributes. It is di�cult to imagine ho w relational descriptions can b e

incorp orated in the incremen tal framew ork of the Reiter and Dale (1992 ) algorithm, where

the order of incorp oration of mo di�ers is predetermined according to a classi�cation sys-

tem. The Dale and Haddo c k (1991 ) algorithm allo ws for relational descriptions but in v olv es

exp onen tial global searc h. An imp ortan t di�erence b et w een the Reiter and Dale (1992 ) in-

cremen tal algorithm and m y incremen tal approac h is that m y approac h computes the order

in whic h attributes are incorp orated on the 
y , b y quan tifying their utilit y through the quo-

tien t D Q . This mak es it easy for me to extend m y algorithm to handle relations b ecause I

can compute D Q s for relations in m uc h the same w a y as I did for attributes. I presen t m y

treatmen t of relations in section 5.3.6.

An in teresting approac h to relational descriptions is pro vided b y Krahmer et al. (2003 ),

who mo del the problem as a graph with no des corresp onding to en tities, edges from a no de

to itself represen ting attributes and edges b et w een no des represen ting relations. Generating

a referring expression then corresp onds to iden tifying a subgraph that uniquely matc hes a

no de. A feature of this approac h is the uni�ed treatmen t of relations and attributes, b oth of

whic h are represen ted as graph edges. Figure 5.2 sho ws a scene with t w o dogs ( d1 and d2 )

and a bin ( b1 ) and the graph describing this scene. Figure 5.3 sho ws the minimal referring

expression for d1 .

It needs to b e emphasised, ho w ev er, that graphs are only a represen tation (an alternativ e

to A VMs) and are not an algorithm. The algorithm for generating the referring expression is

actually the subgraph-matc hing routine, whic h still faces the problems describ ed in section

5.3.1 when comparing edges, as these edges ha v e seman tic lab els that are equiv alen t to the

attributes and relations in the A VM formalism. F urther, the pro cess of selecting edges is not
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bin

dog

X

in

Figure 5.3. Minimal subgraph uniquely matching d1

incremen tal when edges b et w een no des (relations) are allo w ed, hence the subgraph-matc hing

algorithm has exp onen tial complexit y .

Another problem with the (Krahmer et al., 2003) approac h is that the comparison is purely

structural. A purely structural comparison will w ork if attributes are adjectiv es. Ho w ev er,

man y nominals in tro duced through relations can also b e in tro duced attributiv ely . Purely

structural matc hing cannot detect the similarit y b et w een, for example:

1. the cit y cen tre / the cen tre of the cit y

2. the IBM presiden t / the presiden t of IBM

3. a London compan y / a compan y from London

4. a lo v e song / a song ab out lo v e

The graph structures for the �rst example are:

cit y

cen tre

cit y

cen tre

of

I therefore need to compare nominals irresp ectiv e of whether they app ear attributiv ely or

relationally . This is an in v olv ed task and I discuss it in section 5.3.8 as an extension to m y

algorithm.

Incorp orating relations in a referring expression is more exp ensiv e (in terms of length)

than incorp orating attributes as their linguistic realisation is a phrase rather than a w ord.

This is mo delled implicitly in the graph represen tation, where an attribute is represen ted

as a single edge while a relation is represen ted as three. Ho w ev er, treating attributes and

relations in a uni�ed framew ork migh t not b e appropriate b ecause they often serv e di�eren t

discourse functions.

A ttributes are usually used to identify an en tit y while relations, in most cases, serv e to

lo c ate an en tit y . This needs to b e tak en in to accoun t when generating a referring expression.

F or example, in a newspap er article, the main purp ose of a referring expression is to uniquely

reference an en tit y . I therefore w an t the shortest description, irresp ectiv e of ho w man y

attributes and relations it con tains. Ho w ev er, if I w ere generating instructions for using a
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piece of mac hinery , I migh t w an t to include b oth attributes and relations; so, to instruct the

user to switc h on the p o w er, I migh t sa y \switc h on the red button on the top-left corner".

This w ould help the user lo cate the switc h (\top-left corner") and iden tify it (\red"). If I

w ere helping a c hef �nd the co oking salt in a kitc hen, I migh t w an t to use only relations

b ecause the c hef kno ws what salt lo oks lik e. The t w elv e w ord long phrase \The salt b ehind

the corn 
ak es on the shelf ab o v e the fridge" is, in this con text, preferable to the shorter

\the �ne white crystals", ev en if b oth expressions uniquely iden tify the salt.

A general purp ose approac h to generating referring expressions has to b e 
exible enough

to p ermit a discourse plan to dictate what kind of referring expression it requires. This is

an imp ortan t criteria for me when designing m y approac h.

5.3.6 My Approach to Relations

Supp ose I need to compute the three quotien ts for the relation [ pr ep

o

e

o

]. I consider eac h

en tit y e

i

in the con trast set in turn. If e

i

do es not ha v e a pr ep

o

relation then the relation

is useful and I incremen t C Q b y 4. If e

i

has a pr ep

o

relation then t w o cases arise. If the

ob ject of e

i

's pr ep

o

relation is e

o

then I incremen t S Q b y 4. If it is not e

o

, the relation is

useful and I incremen t C Q b y 4. This is an e�cien t non-recursiv e w a y of computing the

quotien ts C Q and S Q for relations. I no w discuss ho w to calculate D Q . F or attributes,

I de�ned D Q = C Q � S Q . Ho w ev er, as the linguistic realisation of a relation is a phrase

and not a w ord, I w ould lik e to normalise the discriminating p o w er of a relation with the

length of its linguistic realisation. Calculating the length in v olv es recursiv ely generating

referring expressions for the ob ject of the prep osition, an exp ensiv e task that I w an t to a v oid

unless I am actually using that relation in the �nal referring expression. I therefore initially

appro ximate the length as follo ws. The realisation of a relation [ pr ep

o

e

o

] consists of pr ep

o

, a

determiner and the referring expression for e

o

. If none of e

o

's distractors ha v e a pr ep

o

relation

then I only require the head noun of the ob ject in the referring expression and l eng th = 3.

If n distractors con tain a pr ep

o

relation with a non- e

o

ob ject, I set l eng th = 3 + n . This

is an appro ximation to the length of the realisation of the relation that assumes one extra

w ord p er distractor. I no w de�ne D Q = ( C Q � S Q ) =l eng th .

If the discourse plan requires the algorithm to preferen tially select relations or attributes, I

can add a p ositiv e amoun t � to their D Q s. So the �nal form ula is D Q = ( C Q � S Q ) =l eng th +

� , where l eng th = 1 for attributes and b y default � = 0 for b oth relations and attributes.

5.3.7 The Complete Algorithm

Algorithm 5.2 generates a referring expression for Entity . As it recurses, it k eeps trac k of

en tities it has used up in order to a v oid en tering lo ops lik e the do g in the bin c ontaining the

do g in the bin... . T o generate a referring expression for an en tit y , the algorithm calculates
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the D Q s for all its attributes and appro ximates the D Q s for all its relations (step 2). It then

forms the *pr eferr e d* list (step 3) and constructs the referring expression b y adding elemen ts

from *pr eferr e d* till the con trast set is empt y (step 4). This is straigh tforw ard for attributes

(step 5). F or relations (step 6), it needs to recursiv ely generate the prep ositional phrase �rst.

It c hec ks that it hasn't en tered a lo op (step 6a), generates a new con trast set for the ob ject

of the relation (step 6(a)i), recursiv ely generates a referring expression for the ob ject of the

prep osition (step 6(a)ii), recalculates D Q (step 6(a)iii) and either incorp orates the relation

in the referring expression or shifts the relation do wn the *pr eferr e d* list (step 6(a)iv). If,

after incorp orating all the attributes and relations, the con trast set is still non-empt y , the

algorithm returns the b est expression it can �nd (step 7).

An Example

I no w trace the algorithm ab o v e as it generates a referring expression for d1 in �gure 5.4.

call generate-ref-exp(d1,[d2],[])

� step 1: Contr astSet is not empt y

� step 2: D Q

smal l

= � 4, D Q

gr ey

= � 4

D Q

[in b1]

= 4 = 3, D Q

[ne ar d2]

= 4 = 4

� step 3: *pr eferr e d* = [[in b1 ], [near d2 ], small, grey]

� Iteration 1 | mo d = [in b1 ]

{ step 6(a)i: Contr astSet2 = []

{ step 6(a)ii: call generate-ref-exp(b1,[],[d1])

� step 1: Contr astSet = []

return f bin g

{ step 6(a)iii: D Q

[in b1]

= 4 = 3

{ step 6(a)iv � : R efExp = f [in, the, f bin g ] g

{ step 6(a)iv � : Contr astSet = []

� Iteration 2 | mo d = [near d2 ]

{ step 4: Contr astSet = []

return f [in the f bin g ], dog g

The algorithm presen ted ab o v e tries to return the shortest referring expression that uniquely

iden ti�es an en tit y . If the scene in �gure 5.4 w ere cluttered with bins, the algorithm w ould

still refer to d1 as the do g in the bin as there is only one dog that is in a bin. The user gets

no help in lo cating the bin. If helping the user lo cate en tities is imp ortan t to the discourse

plan, I need to c hange step 6(a)i so that the con trast set includes all bins in con text, not

just bins that are ob jects of in relations of distractors of d1 .
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Algorithm 5.2 Generating referring expressions

Gener ate-R eferring-Expr ession( En tit y , Con trastSet, UsedEn tities )

1. IF Contr astSet = [] THEN RETURN f Entity.he ad g

2. Calculate C Q , S Q and D Q for eac h attribute and relation of Entity (as in Sec 5.3.2

and 5.3.6)

3. Let *pr eferr e d* b e the list of attributes/ relations sorted in decreasing order of DQ s.

FOR eac h elemen t ( Mo d ) of *pr eferr e d* DO steps 4, 5 and 6:

4. IF Contr astSet = [] THEN RETURN R efExp [ f Entity.he ad g

5. IF Mo d is an A ttribute THEN

(a) LET R efExp = f Mo d g [ R efExp

(b) Remo v e from Contr astSet , an y en tities Mo d rules out

6. IF Mo d is a Relation [ pr ep

i

e

i

] THEN

(a) IF e

i

2 U sedE ntities THEN

i. Set D Q = �1

ii. Mo v e Mo d to the end of the *pr eferr e d* list

ELSE

i. LET Contr astSet2 b e the set of non- e

i

en tities that are the ob jects of pr ep

i

relations in mem b ers of Contr astSet

ii. LET RE = generate-referring-exp( e

i

,

Contr astSet2 , f e

i

g[ Use dEntities )

iii. recalculate D Q using length = 2 + l eng th ( R E )

iv. IF p osition in *pr eferr e d* is lo w ered THEN re-sort *pr eferr e d*

ELSE

( � ) SET R efExp = R efExp [

f [ pr ep

i

j deter miner j R E ] g

( � ) Remo v e from Contr astSet , an y

en tities that Mo d rules out

7. RETURN R efExp [ f Entity.he ad g
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Figure 5.4. AVM representation of two dogs and a bin

5.3.8 Handling Nominals

The analysis so far has assumed that attributes are adjectiv es. Ho w ev er, man y nominals

in tro duced through relations can also b e in tro duced attributiv ely , for example:

� the cen tre of the cit y $ the cit y cen tre

� the presiden t of IBM $ the IBM presiden t

� a compan y from East London $ an East London compan y

This means that I need to compare nominal attributes with the ob jects of relations and vice

v ersa. Algorithm 5.3 calculates D Q for a nominal attribute a

nom

of en tit y e

o

.

Algorithm 5.3 Calculating DQ for nominals

Calculate-DQ-for-Nominals
1. FOR eac h distractor e

i

of e

o

DO

(a) IF a

nom

is similar to an y nominal attribute of e

i

THEN S Q = S Q + 4

(b) IF a

nom

is similar to the head noun of the ob ject of an y relation of e

i

THEN

i. S Q = S Q + 4

ii. 
atten that relation for e

i

, i.e, add the attributes of the ob ject of the relation

to the attribute list for e

i

2. IF S Q > 0 THEN D Q = � S Q ELSE D Q = 4
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Step 1(b) compares a nominal attribute a

nom

of e

o

to the head noun of the ob ject of a

relation of e

i

. If they are similar, it is lik ely that an y attributes of that ob ject migh t help

distinguish e

o

from e

i

. I then add those attributes to the attribute list of e

i

. If S Q is non-zero

at the end of the lo op, the nominal attribute a

nom

has bad discriminating p o w er and I set

D Q = � S Q . If S Q = 0 at the end of the lo op, then a

nom

has go o d discriminating p o w er

and I set D Q = 4.

I also need to extend the algorithm for calculating D Q for a relation [ prep

j

e

j

] of e

o

. The

extension is presen ted in algorithm 5.4.

Algorithm 5.4 Extension to calculate D Q for relations to handle nominal attributes

1. IF an y distractor e

i

has a nominal attribute a

nom

THEN

(a) IF a

nom

is similar to the head of e

j

THEN

i. Add all attributes of e

o

to the attribute list and calculate their D Q s

2. calculate D Q for the relation as in section 5.3.6

In short, I �rst compare the head noun of e

j

in a relation [ prep

j

e

j

] of e

o

to a nominal

attribute a

nom

of e

i

. If they are similar, it is lik ely that an y attributes of e

j

migh t help dis-

tinguish e

o

from e

i

. I then add those attributes to the attribute list of e

o

. I demonstrate ho w

this kind of ab duction w orks with a example. Consider simplifying the follo wing sen tence:

Also con tributing to the �rmness in copp er, the analyst noted, w as [a rep ort b y

Chicago purc hasing agen ts]

e

0

, which pr e c e des [the ful l pur chasing agents r ep ort]

e

1

that is due out to day and gives an indic ation of what the ful l r ep ort might

hold.

There are t w o clauses that can b e dis-em b edded, sho wn ab o v e in italics and b old fon t re-

sp ectiv ely . T o dis-em b ed the italicised which clause, I need to generate a referring expression

for e

o

when the distractor is e

1

:

e

o

=

2

6

6

6

6

6

6

6

6

6

6

4

head r ep ort

by

2

6

6

6

6

6

6

4

head agents

attrib [ Chic ago,

pur chasing ]

3

7

7

7

7

7

7

5

3

7

7

7

7

7

7

7

7

7

7

5

e

1

=

2

6

6

4

head r ep ort

attributes [ ful l, pur chasing, agents ]

3

7

7

5
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The distractor the ful l pur chasing agents r ep ort con tains the nominal attribute agents .

T o compare r ep ort by Chic ago pur chasing agents with ful l pur chasing agents r ep ort , m y

algorithm 
attens the former to Chic ago pur chasing agents r ep ort . My algorithm no w giv es:

D Q

agents

= � 4

D Q

pur chasing

= � 4

D Q

Chic ago

= 4

D Q

by Chic ago pur chasing agents

= 4 = 4 = 1

and I end up with the referring expression the Chic ago r ep ort . The simpli�ed text is no w:

Also con tributing to the �rmness in copp er, the analyst noted, w as a rep ort b y

Chicago purc hasing agen ts. This Chicago rep ort precedes the full purc hasing

agen ts rep ort that is due out to day and giv es an indication of what the full rep ort

migh t hold.

F or the that clause, I need to �nd a referring expression for e 1 ( ful l pur chasing agents

r ep ort ) when the distractor is e

o

( r ep ort by Chic ago pur chasing agents ). My algorithm again


attens e

o

and giv es:

D Q

agents

= � 4

D Q

pur chasing

= � 4

D Q

ful l

= 4

The simpli�ed text is no w:

Also con tributing to the �rmness in copp er, the analyst noted, w as a rep ort b y

Chicago purc hasing agen ts. This Chicago rep ort precedes a full purc hasing

agen ts rep ort and giv es an indication of what the full rep ort migh t hold. This

full rep ort is due out to da y .

5.3.9 Evaluation

Ev aluating referring-expression generation algorithms is notoriously di�cult. The problem

is partly due to the di�cult y in disen tangling the role of the referring-expression generator

from the rest of a generation system. F or example, the con ten t-selection mo dules and the dis-

course mo del used in a generation system could a�ect the output of the referring-expression

generator. The larger problem is that, as existing algorithms are highly domain-sp eci�c, it

is imp ossible to construct an ev aluation corpus that is acceptable to ev ery one.

As there do esn't exist an y consensus on what kind of ev aluation is suitable for this task,

I decided to use a harsh corpus-based ev aluation. I should note that this corpus-based

ev aluation is p ossible only b ecause m y algorithm can generate referring expressions in op en

domains, lik e W all Street Journal text.
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F or m y ev aluation, I iden ti�ed instances of referring expressions in the P enn W all Street

Journal T reebank. I then iden ti�ed the an teceden t and all the distractors in a four sen tence

windo w. I used m y program to generate a referring expression for the an teceden t, giving it a

con trast-set con taining the distractors. My ev aluation consisted of comparing the referring

expression generated b y m y program with the one that w as used in the WSJ.

I lo ok ed at 146 instances of de�nite descriptions (noun phrases with a de�nite determiner)

in the WSJ that satis�ed the three conditions b elo w:

1. An an teceden t w as found for the referring expression.

2. There w as at least one distractor in the discourse windo w.

3. The referring expression con tained at least one attribute or relation.

In 81.5% of the cases, m y program returned a referring expression that w as iden tical to the

one used in the WSJ. This is a surprisingly high accuracy , considering that there is a fair

amoun t of sub jectivit y in the w a y h uman writers generate referring expressions. In fact,

in man y of the remaining 18.5% cases, m y algorithm returned results that w ere acceptable,

though di�eren t. F or instance, the WSJ con tained the referring expression the p53 gene ,

where the an teceden t (as found b y m y algorithm) w as the p53 suppr essor gene and the

con trast set (as found b y m y algorithm) w as:

f an obscure gene g

My program generated suppr essor gene , where the WSJ writer preferred p53 gene .

It w as in man y cases di�cult to decide whether what m y program generated w as acceptable

or wrong. F or example, the WSJ con tained the referring expression the one-day limit , where

the an teceden t (as found b y m y algorithm) w as the maximum one-day limit for the S&P 500

sto ck-index futur es c ontr act and the con trast set (as found b y m y algorithm) w as:

f the �v e-p oin t op ening limit for the con tract, the 12-p oin t limit, the 30-p oin t

limit, the in termediate limit of 20 p oin ts g

My program generated the maximum limit (where the WSJ writer preferred the one-day

limit ), and it is not ob vious to me whether that is acceptable.

5.4 Preserving Anaphoric Structure
There are man y linguistic devices a v ailable for referencing a previously ev ok ed en tit y . The

shortest suc h device is usually the use of a pronoun. Pronouns are more am biguous than

other forms of referencing (lik e the use of de�nite descriptions), and their correct resolution

dep ends on the reader main taining a correct fo cus of atten tion. As I cannot ensure that the
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atten tional state (the mo del of the reader's fo cus of atten tion, refer to section 1.6.1) at ev ery

p oin t in the discourse remains the same b efore and after simpli�cation, I ha v e to consider

the p ossibilit y of brok en pronominal links. In this section, I discuss the idea of an anaphoric

p ost-pro cessor for syn tactically transformed text. The basic idea is that the rearrangemen t

of textual units that results from syn tactic simpli�cation (or an y other application with a

rewriting comp onen t) can mak e the original pronominalisation unacceptable. It is therefore

necessary to imp ose a new pronominal structure that is based on the discourse structure of

the regenerated text, rather than that of the original. In particular, it is necessary to detect

and �x pronominal links that ha v e b een brok en b y the rewriting op erations.

5.4.1 Pronominalisation, Cohesion and Coherence

As stated in m y ob jectiv es (section 1.1), m y in terest in pronominalisation stems from m y

desire to ensure that the simpli�ed text retains anaphoric cohesion. This ob jectiv e is di�eren t

from that of Canning et al. (2000a ) in the PSET pro ject (section 1.4.2), whose ob jectiv e w as

to replace an y pronoun with its an teceden t noun phrase. This w as in tended to help aphasics

who, due to w orking memory limitations, migh t ha v e di�cult y in resolving pronouns. In this

section, I only aim to �x brok en pronominal links and do not approac h pronoun-replacemen t

as a form of text-simpli�cation in itself.

Syn tactic transformations can c hange the grammatical function of noun phrases and alter

the order in whic h they are in tro duced in to the discourse. This can result in an altered atten-

tional state at v arious p oin ts in the discourse. If the text con tains pronouns at these p oin ts,

it is lik ely that pronominal use ma y no longer b e acceptable under the altered atten tional

state. My theory of ho w detect and �x brok en pronominal links is quite straigh tforw ard.

A mo del of atten tional state needs to b e sim ultaneously main tained for b oth the original

and the simpli�ed text. A t eac h pronoun in the simpli�ed text, the atten tional states are

compared in b oth texts. If the atten tional state has b een altered b y the simpli�cation pro-

cess, m y theory deems pronominal cohesion to ha v e b een disrupted. Cohesion can then b e

restored b y replacing the pronoun with a referring expression for its an teceden t noun phrase.

I use a salience function to mo del atten tional state. F or the rest of this c hapter, I use the

term salienc e list ( S ) to refer to a list of discourse en tities that ha v e b een sorted according

to the salience function describ ed in section 3.1.6. As an illustration, consider example 5.17

b elo w:

(5.17) a. Mr Blunk ett has said he is \deeply concerned" b y the securit y breac h

whic h allo w ed a comedian to gatecrash Prince William's 21st birthda y

part y at Windsor Castle.

b. He is to mak e a statemen t to the Commons on T uesda y after considering

a six-page rep ort on the inciden t b y p olice.
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After the transformation stage (including transform-sp eci�c regeneration tasks), the sim-

pli�ed text is:

(5.17) a'. Mr Blunk ett has said he is \deeply concerned" b y a securit y breac h.

a". This breac h allo w ed a comedian to gatecrash Prince William's 21st birth-

da y part y at Windsor Castle.

b'. He is to mak e a statemen t to the Commons on T uesda y after considering

a six-page rep ort on the inciden t b y p olice.

A t the highligh ted pronoun he , the salience lists for the original and simpli�ed texts are:

S

or ig

= f Mr Blunk ett, the securit y breac h, a comedian, Prince William's 21st

birthda y part y , Prince William, Windsor Castle, ... g

S

simp

= f this breac h, a comedian, Prince William's 21st birthda y part y ,

Prince William, Windsor Castle, Mr Blunk ett, ... g

The altered atten tional state suggests that the use of the pronoun he is no longer appro-

priate in the simpli�ed text. The pronoun is therefore replaced with the noun phrase Mr

Blunkett .

T o replace a pronoun, its an teceden t needs to b e lo cated using a pronoun resolution

algorithm. As these algorithms ha v e an accuracy of only 65-80%, pronoun-replacemen t can

in tro duce new errors in the simpli�ed text. I therefore w an t to replace as few pronouns as

p ossible. I do this b y relaxing m y original ob jectiv e of preserving pronominal cohesion to

only preserving pronominal coherence. My pro cedure no w is to run m y pronoun-resolution

algorithm on the simpli�ed text. I deem pronominal coherence to b e lost if m y pronoun-

resolution algorithm returns di�eren t an teceden ts for a pronoun in the original and simpli�ed

texts. F or the highligh ted he in example 5.17, m y pronoun-resolution algorithm returns Mr

Blunkett for the original text and a c ome dian for the simpli�ed text. The pronoun is therefore

replaced b y Mr Blunkett . F or this example, b oth pro cedures return the same result. Ho w ev er,

consider example 5.18 b elo w:

(5.18) a. Mr Barsc hak had clim b ed a w all to reac h the terrace.

b. He then app ears to ha v e approac hed a mem b er of sta� of the con tractors,

who then to ok him quite prop erly to a p olice p oin t.

After the transformation stage (including transform-sp eci�c regeneration tasks), the simpli-

�ed text is:

(5.18) a'. Mr Barsc hak had clim b ed a w all to reac h the terrace.

b'. He then app ears to ha v e approac hed a mem b er of sta� of the con tractors.

b". This mem b er then to ok him quite prop erly to a p olice p oin t.
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A t the highligh ted pronoun him , the salience lists for the original and simpli�ed texts are:

S

or ig

= f Mr Barsc hak (he), a mem b er, sta�, con tractors, w all, terrace, ... g

S

simp

= f This mem b er, Mr Barsc hak (he), a mem b er, sta�, con tractors, w all,

terrace, ... g

F or this example, despite the c hange in atten tional state, m y pronoun resolution algorithm

returns Mr Barschak as the an teceden t of him in b oth texts (as the binding constrain ts

describ ed in section 3.1.5 rule out this memb er as a p oten tial an teceden t in the simpli�ed

text). The pronoun is therefore not replaced, as coherence is deemed to ha v e b een preserv ed,

ev en if cohesion is disrupted.

In fact, I can relax m y ob jectiv e further, to only preserv e lo c al pronominal coherence. As

describ ed in section 3.1.9, m y pronoun-resolution algorithm is signi�can tly more accurate

when �nding the immediate an teceden t than when �nding the absolute an teceden t. I there-

fore do not replace a pronoun if the immediate an teceden t is the same in b oth texts. In

example 5.18 ab o v e, the immediate an teceden t of him is he in b oth texts. I assume that

this is su�cien t to preserv e lo cal coherence. My algorithm for detecting and �xing brok en

anaphoric links is:

Algorithm 5.5 Detecting and �xing pronominal links

Anaphoric-Postprocessor

1. FOR ev ery pronoun P in the simpli�ed text DO

(a) Find the an teceden ts of P in the simpli�ed text.

(b) IF neither the immediate nor absolute an teceden ts are the same as in the original

text THEN replace P in the simpli�ed text with a referring expression for the

an teceden t in the original text

My theory only aims to �x brok en anaphoric links in a text and do es not attempt to

replace the existing anaphoric structure with a new one. In particular, algorithm 5.5 can

only replace pronouns in a text and cannot, in an y situation, in tro duce pronouns. Consider:

(5.19) a. Incredulit y is an increasingly lost art.

b. It requires a certain self-con�dence to go on holding the line that Elvis

Presley isn't in an underground recording studio somewhere.

c. Da vid Bec kham is prone to pro v oking revisionist hin ts b ecause the virtues

he represen ts are rare not only in the general p opulation but esp ecially so

in fo otball.

The sen tence 5.19(c) is transformed to 5.19(c') b elo w:
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(5.19) c'. The virtues he represen ts are rare not only in the general p opulation

but esp ecially so in fo otball. So, Da vid Bec kham is prone to pro v oking

revisionist hin ts.

My pronoun-resolution algorithm resolv es he to David Be ckham in the original text, but

incorrectly to Elvis Pr esley in the simpli�ed text. My anaphoric p ost-pro cessor therefore

replaces he with David Be ckham to giv e:

(5.19) c". The virtues Da vid Bec kham represen ts are rare not only in the general

p opulation but esp ecially so in fo otball. So, Da vid Bec kham is prone to

pro v oking revisionist hin ts.

Ho w ev er, as the fo cus of the discourse is David Be ckham at the start of the second sen tence

in 5.19(c"), it migh t b e desirable to pronominalise the sub ject, to giv e:

(5.19) c"'. The virtues Da vid Bec kham represen ts are rare not only in the general

p opulation but esp ecially so in fo otball. So, he is prone to pro v oking

revisionist hin ts.

I do not attempt this kind of anaphoric restructuring. This is b ecause p eople who migh t

b ene�t from text simpli�cation migh t also ha v e di�cult y resolving pronouns and migh t

therefore prefer (c") to (c"').

5.4.2 Attentional States and the Reader

As I ha v e men tioned b efore, the correct resolution of pronouns b y readers dep ends on their

main taining an accurate fo cus of atten tion. In m y approac h to �xing brok en pronominal

links, I ha v e tried to ensure that if readers could correctly resolv e pronouns in the original

text, they w ould also b e able to do so in the simpli�ed text. I ha v e done this b y using a

pronoun-resolution algorithm as a mo del of the reader and assuming that if the algorithm

resolv ed a pronoun incorrectly in the simpli�ed text, the reader w ould also ha v e di�cult y

in resolving it. This raises the in teresting question of whether I can adapt m y anaphoric

p ost-pro cessor to di�eren t readers, simply b y c hanging m y pronoun-resolution algorithm.

In algorithm 5.5, I used the same pronoun resolution algorithm on b oth the original and the

transformed texts. T o tailor the text for particular readers who ha v e trouble with resolving

pronominal links, all I need to do is use a di�eren t pronoun resolution algorithm on the

simpli�ed text. I discuss t w o p ossibilities b elo w. Note that I still need to use the b est

a v ailable pronoun resolution algorithm on the original text to lo cate the correct an teceden t.

If I use m y pronoun-resolution algorithm without the agreemen t and syn tax �lters, m y

approac h reduces to one that aims to preserv e cohesion. If the most salien t en tit y when

pro cessing a pronoun is not the correct an teceden t, the pronoun is replaced. This results in

a mo del where pronouns can only b e used to refer to the most salien t en tit y and cannot b e
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Algorithm No. Replaced No. of Errors Accuracy

Cohesion Preserving 68 19 .72

Coherence Preserving 17 5 .70

Lo cal-Coherence Preserving 11 3 .73

Table 5.4. Results for pronoun replacement

used to c hange the discourse fo cus.

If I do a w a y with the pronoun-resolution algorithm completely , m y approac h reduces to

one in whic h all pronouns b eing replaced. This is similar to the anaphoric simpli�cation

carried out b y Canning et al. (2000a ).

5.4.3 Evaluation

I no w ev aluate three di�eren t approac hes to pronoun-replacemen t that I ha v e describ ed|

cohesion preserving, coherence preserving and lo cal-coherence preserving. These approac hes

are implemen ted using algorithm 5.5 with a pronoun resolution algorithm without an y �lters

(for preserving cohesion), using �lters and only comparing absolute an teceden ts (for preserv-

ing coherence) and using �lters and comparing b oth immediate and absolute an teceden ts (for

preserving lo cal-coherence). T able 5.4 sho ws the results of these approac hes on the corpus

of Guardian news rep orts in tro duced in section 3.6. I do not attempt pronoun replacemen t

for o ccurrences of the pronoun it . This is b ecause 85% of it s in the Guardian news rep orts

are not anaphoric (refer to section 3.1.10).

T o summarise, there w ere 95 sen tences that w ere simpli�ed. These resulted in an altered

atten tional state at 68 pronouns. In most of these cases, agreemen t and binding constrain ts

ensured that the pronoun w as still correctly resolv able. There w ere only 17 pronouns for

whic h m y pronoun-resolution algorithm found di�eren t absolute an teceden ts in b oth texts.

There w ere only 11 pronouns for whic h b oth the immediate and absolute an teceden ts di�ered

b et w een the texts. Hence, to preserv e lo cal coherence, only around one in ten simpli�cations

required pronoun replacemen t. My approac h resulted in the in tro duction of only three errors.

5.5 Discussion
In this c hapter, I ha v e motiv ated the need for a regeneration comp onen t in text simpli�-

cation systems b y sho wing ho w naiv e syn tactic restructuring of text can signi�can tly disturb

its discourse structure. I ha v e formalised the in teractions b et w een syn tax and discourse

during the text simpli�cation pro cess and sho wn that to preserv e conjunctiv e cohesion and
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anaphoric coherence, it is necessary to mo del b oth in ten tional structure and atten tional

state. I ha v e also describ ed an algorithm for generating referring expressions that can b e

used in an y domain. My algorithm selects attributes and relations that are distinctiv e in

con text. It do es not rely on the a v ailabilit y of an adjectiv e classi�cation sc heme and uses

W ordNet an ton ym and synon ym lists instead. It is also, as far as I kno w, the �rst algorithm

that allo ws for the incremen tal incorp orations of relations.

My approac h preserv es conjunctiv e cohesion b y using rhetorical structure theory and issues

of connectedness to decide the regeneration issues of cue-w ord selection, sen tence ordering

and determiner c hoice. Ho w ev er this can lead to una v oidable con
ict with m y ob jectiv e of

preserving anaphoric coherence. Consider:

(5.20) a. Bac k then, scien tists had no w a y of ferreting out sp eci�c genes, but under

a microscop e they could see the 23 pairs of c hromosomes in the cells that

con tain the genes.

b. Occasionally , gross c hromosome damage w as visible.

c. Dr. Kn udson found that some c hildren with the ey e cancer had inherited a

damaged cop y of c hromosome No. 13 from a paren t, who had necessarily

had the disease.

A t the end of sen tence 5.20(c), the atten tional state is:

S = f Dr. Kn udson, c hildren, damaged cop y , paren t, ey e cancer, ... g

When I split the last sen tence, I ha v e the c hoice of ordering the simpli�ed sen tences as

either of 5.20(c') or 5.20(c"):

(5.20) c'. A paren t had necessarily had the disease. Dr. Kn udson found that some

c hildren with the ey e cancer had inherited a damaged cop y of c hromosome

No. 13 from this paren t.

c". Dr. Kn udson found that some c hildren with the ey e cancer had inherited

a damaged cop y of c hromosome No. 13 from a paren t. This paren t had

necessarily had the disease.

When sen tence 5.20(c) is replaced b y 5.20(c'), the atten tional state is:

S = f Dr. Kn udson, c hildren, damaged cop y , paren t, ey e cancer, ... g

When sen tence 5.20(c) is replaced b y 5.20(c"), the atten tional state is:

S = f paren t, disease, Dr. Kn udson, c hildren, damaged cop y , ... g

There is no w a con
ict b et w een preserving the discourse structure in terms of atten tional

state and preserving the discourse structure in terms of conjunctiv e cohesion. The non-

restrictiv e relativ e clause has an elab or ation relationship with the referen t noun phrase. T o
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main tain this elab or ation relationship after simpli�cation, the dis-em b edded clause needs to

b e the second sen tence, as in 5.20(c"). This ordering also leads to a more connected text,

as describ ed in section 5.2.1. Ho w ev er, this ordering signi�can tly disrupts the atten tional

state that is more or less preserv ed b y the ordering 5.20(c'). This con
ict b et w een pic king

the ordering that preserv es atten tional state and the ordering that preserv es conjunctiv e

cohesion is una v oidable as the simpli�cation pro cess places a noun phrase that w as originally

in a non-sub ject p osition in a sub ject p osition, hence b o osting its salience.

My theory allo ws me to handle issues of conjunctiv e and anaphoric cohesion separately . It

allo ws me to select the ordering that preserv es conjunctiv e cohesion (5.20(c")) and p ostp one

consideration of an y issues of anaphoric cohesion that result from the altered atten tional

state.

In this example, the sen tence that follo ws the simpli�ed sen tence 5.20(c) is:

(5.20) d. Under a microscop e, he could actually see that a bit of c hromosome 13

w as missing.

The pronoun he refers to Dr. Knudson in the original text. Ho w ev er, under the altered

atten tional state in the simpli�ed text, he can b e misin terpreted to refer to p ar ent . I ha v e

describ ed ho w an anaphoric p ost-pro cessor can b e used to detect and �x suc h problems. F or

this example, it replaces he with Dr. Knudson to giv e:

(5.20) d'. Under a microscop e, Dr. Kn udson could actually see that a bit of c hro-

mosome 13 w as missing.

The pro cess of replacing pronouns with referring expressions pro vides the added b ene�t

of restoring the atten tional state in the rewritten text. F or example, at the end of sen tence

5.20(d) (sen tence 5.20(d') in the simpli�ed text), the atten tional states are:

S

or ig

= f Dr. Kn udson, microscop e, bit, c hromosome, c hildren, ... g

S

simp

= f Dr. Kn udson, microscop e, bit, c hromosome, paren t, ... g

My anaphoric p ost-pro cessor is general enough to b e reusable in applications other than

simpli�cation, suc h as summarisation and translation, as long as pronoun resolution algo-

rithms for the languages in v olv ed exist and pronouns can b e aligned in the original and

rewritten texts.
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In c hapters 3 { 5, I describ ed ho w text simpli�cation could b e ac hiev ed using shallo w ro-

bust analysis, a small set of hand-crafted simpli�cation rules and a detailed analysis of the

discourse asp ects of syn tactic transforms. I presen ted ev aluations for m y approac hes to v ari-

ous natural language pro cessing problems (including clause and app ositiv e iden ti�cation and

attac hmen t, pronoun resolution and referring-expression generation) along the w a y . I no w

ev aluate m y text simpli�cation system as a whole, discussing the correctness of the simpli�ed

text, the lev el of simpli�cation ac hiev ed and the p oten tial uses of the simpli�ed text.

Ev aluation criteria for NLP systems are broadly categorised as b eing either intrinsic or

extrinsic . Sparc k Jones and Galliers (1996) de�nes in trinsic criteria as \those relating to a

system's ob jectiv e" and extrinsic criteria as \those relating to its function".

My ob jectiv es in this thesis w ere to study the in teraction b et w een syn tax and discourse

during the simpli�cation pro cess and to demonstrate that text simpli�cation w as ac hiev able

in near-run time using shallo w and robust pro cessing. My primary fo cus is therefore on ev al-

uating the in trinsic asp ects of text simpli�cation; in particular, on ev aluating the correctness

of the simpli�ed text (ho w w ell it preserv es grammaticalit y , meaning and cohesion) and on

measuring the lev el of simpli�cation ac hiev ed. I ev aluate these asp ects in sections 6.1 { 6.3,

whic h include a discussion on ho w to quan tify readabilit y in section 6.2.

In section 1.2 of the in tro duction, I describ ed v arious p oten tial uses of syn tactic simpli�-

cation. These included making newspap er text accessible to p eople with lo w reading ages or

language disorders and assisting other NLP applications suc h as parsing or mac hine trans-

lation. While a detailed extrinsic ev aluation is b ey ond the scop e of this thesis, I presen t a

few (preliminary) indicators of the usefulness of syn tactic simpli�cation in section 6.4.

6.1 Evaluating Correctness
There are three asp ects to ev aluating the correctness of text simpli�cation| the grammat-

icalit y of the regenerated text, the preserv ation of meaning b y the simpli�cation pro cess and

the cohesiv eness of regenerated text. In order to ev aluate correctness, I conducted a h uman

ev aluation using three nativ e-English sp eak ers with a bac kground in computational linguis-

tics as sub jects. I presen ted the three sub jects with 95 examples. Eac h example consisted of

a sen tence from the Guardian news corpus describ ed in section 3.6 that w as simpli�ed b y m y
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(7)
“It is time to bury old ghosts from the past,” one said, although tacitly of�cials realise
that the move will deprive Mr Kirchner of a strong election win which would have
strengthened his legitimacy to lead Argentina through troubled times.

“It is time to bury old ghosts from the past,” one said.

But tacitly of�cials realise that the move will deprive Mr Ki rchner of a strong
election win.

This strong election win would have strengthened his legitimacy to lead
Argentina through troubled times.

Grammaticality (y/n):
Meaning Preservation (0­3):

Figure 6.1. An example from the data­set for the evaluation of correctness

program, the corresp onding simpli�ed sen tences that w ere generated and b o xes for scoring

grammaticalit y and seman tic parit y. An example from the ev aluation is presen ted in �gure

6.1, and the en tire set, along with the sub jects' ratings is attac hed in app endix B.1.

The sub jects w ere ask ed to answ er yes or no to the grammaticalit y question. They w ere

ask ed to score seman tic parit y b et w een 0 � 3 using the follo wing guidelines (the guidelines

are repro duced in full in app endix A.2):

0: The information con ten t (predicativ e meaning) of the simpli�ed sen tences di�ers from

that of the original.

1: The information con ten t of the simpli�ed sen tences is the same as that of the original.

Ho w ev er, the authors in tensions for presen ting that information has b een drastically

compromised, making the simpli�ed text incoheren t.

2: The information con ten t of the simpli�ed sen tences is the same as that of the original.

Ho w ev er, the author's in tensions for presen ting that information ha v e b een subtly

altered, making the simpli�ed text sligh tly less coheren t.

3: The simpli�ed text preserv es b oth meaning and coherence.

In short, they w ere ask ed to judge meaning preserv ation as either 0 (meaning altering)

or non-0 (meaning preserving) and rate cohesion on a scale of 1 � 3. The results of this

ev aluation are detailed b elo w and summarised in table 6.1.
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Judges Grammatical (G) Meaning Preserving (MP) G and MP

Unanimous 80.0% 85.3% 67%

Ma jorit y v ote 94.7% 94.7% 88.7%

Table 6.1. Percentage of examples that are judged to be grammatical and meaning­preserving

6.1.1 Grammaticality

Of the 95 examples, there w ere 76 where the simpli�ed sen tences w ere grammatical accord-

ing to all three judges. There w ere a further 14 examples that w ere grammatical according

to t w o judges and 2 that w ere grammatical according to one judge. Surprisingly , there w ere

only 3 examples that w ere judged ungrammatical b y all three judges.

Of the examples where there w as disagreemen t b et w een the judges, some in v olv ed cases

where separating out sub ordination resulted in a p ossibly fragmen ted second sen tence; for

example (from #14, app endix B.1):

But not b efore he had c hased pursuing p olice o�cer on to the b onnet of their car.

In terestingly , man y of the others in v olv ed cases where the ungrammaticalit y w as presen t in

the original sen tence, usually in the form of bad punctuation. F or example, the original

sen tence (#51, app endix B.1):

An anaesthetist who m urdered his girlfriend with a Kalashnik o v souv enir of his

da ys as an SAS tro op er, w as struc k o� the medical register y esterda y , �v e y ears

later.

resulted in one of the simpli�ed sen tences b eing deemed ungrammatical b y one judge:

An anaesthetist, w as struc k o� the medical register y esterda y , �v e y ears later.

The other t w o judges consisten tly mark ed sen tences that inherited grammar errors from the

original as grammatical.

6.1.2 Meaning

Out of the 95 cases, there w ere 81 where all three judges agreed that predicativ e meaning

had b een preserv ed (scores greater than 0). There w ere a further 9 cases where t w o judges

considered the meaning to b e preserv ed and 2 cases where one judge considered the meaning

to b e preserv ed. There w ere only three cases where all three judges considered the meaning
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to ha v e b een altered. Most of the cases where t w o or more judges deemed meaning to ha v e

b een c hanged in v olv ed incorrect relativ e clause attac hmen t; for example (#81, app endix

B.1), the sen tence:

They paid cash for the v ehicle, whic h w as in \sho wro om" condition.

got simpli�ed to:

They paid cash for the v ehicle. This cash w as in \sho wro om" condition.

In terestingly , all three judges w ere comfortable judging meaning to b e preserv ed ev en

for examples that they had deemed ungrammatical. This suggests that marginal ungram-

maticalities (lik e the examples under gr ammatic ality ab o v e) migh t b e acceptable from the

comprehension p oin t of view. The serious errors tended to b e those that w ere judged to

not preserv e meaning (man y of whic h w ere also judged ungrammatical); for example, the

simpli�ed sen tences in #60, app endix B.1:

In recen t w eeks the judiciary and securit y services ha v e targeted some indep en-

den t journalists w ere sh ut do wn, sub jecting them to deten tion without trial and

in terrogation. These indep enden t journalists turned to the in ternet after their

newspap ers.

These in v ariably arose from errors in the analysis mo dule, in either clause iden ti�cation or

clause attac hmen t.

As table 6.1 sho ws, around t w o-thirds of the examples w ere unanimously deemed to b e

grammatical and meaning-preserving while almost 90% of the examples w ere judged to

preserv e grammaticalit y and meaning b y at least t w o out of three judges.

6.1.3 Cohesion

The judges w ere also ask ed to judge coherence (0 or 1 indicating ma jor disruptions in

coherence, 2 indicating a minor reduction in coherence and 3 indicating no loss of coherence).

There w ere 39 examples (41%) for whic h all the judges scored 3. Ho w ev er, there w as v ery

little agreemen t b et w een judges on this task. The judge w ere unanimous for only 45 examples.

T o get an indication of ho w w ell m y system preserv es coherence despite the lac k of agreemen t

b et w een judges, I considered the a v erage score for eac h example. There w ere 71 examples

(75%) where the judges a v eraged ab o v e 2. An a v erage score of ab o v e t w o can b e assumed

to indicate little or no loss of coherence. There w ere 16 examples (17%) where the judges

a v eraged more than 1 and less than or equal to 2. These scores indicate that the judges

w ere sure that there w as a loss of cohesion, but w ere unsure ab out whether it w as minor

or ma jor. There w ere 8 examples (8%) for whic h the judges a v eraged less than or equal to

1. These scores indicate incoherence and a p ossible c hange in meaning. The a v erage of the
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Figure 6.2. The coherence scores of the three judges for each example

scores of all the judges o v er all the examples w as 2.43, while the a v erages of the individual

judges w ere 2.55, 2.57 and 2.13. Figure 6.2 plots the scores of eac h judge for eac h example.

6.1.4 Interpreting these Results

In the last section, I rep orted that the judges a v eraged 2 : 43 o v er all the examples. I no w

try to in terpret that result b y discussing t w o issues. The �rst issue relates to whether there

migh t b e limitations in m y exp erimen tal metho dology that migh t ha v e biased m y results.

The second issue relates to establishing upp er and lo w er b ounds for the cohesion of simpli�ed

text, b et w een whic h m y �gure of 2 : 43 can b e p ositioned.

As sho wn in �gure 6.1, The judges w ere pro vided with the original sen tence and the

simpli�ed sen tences. The simpli�ed sen tences w ere presen ted on separate lines, rather than

in one paragraph. This w as done in order to aid the judgemen ts on grammaticalit y , b y using

the t yp ograph y to emphasise that eac h simpli�ed sen tence needed to b e tested individually .

The negativ e asp ect of this t yp ographic decision is that the judges migh t ha v e emplo y ed lo w er
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b enc hmarks for cohesion than if the simpli�ed sen tences had b een presen ted in paragraph

form. This migh t ha v e resulted in in
ated cohesion scores. Ho w ev er, it is hop ed that the

judges w ould ha v e compared the cohesion of the simpli�ed sen tences with the upp er b ound

cohesion of the original sen tence when assigning their scores, and not ha v e b een o v erly

a�ected b y the t yp ograph y .

I no w consider the question of what an a v erage cohesion score of 2 : 43 migh t mean. Using

the guidelines pro vided to the judges, this �gure can b e in terpreted to mean that on a v erage,

the loss of cohesion in the simpli�ed text is minor. It w ould ho w ev er b e useful to compare

this n um b er with a suitable baseline and ceiling for cohesion in simpli�ed text. Ideally , I

w ould ha v e presen ted the judges with three simpli�ed v ersions; in addition to m y program's

output, they w ould also ha v e b een giv en a h uman simpli�ed v ersion and a v ersion pro duced

b y a baseline program. If the judges w ere then ask ed to judge all three without b eing told

whic h is whic h, their cohesion score for the h uman simpli�ed text could ha v e b een used as an

upp er b ound and their cohesion score for the baseline algorithm as a lo w er b ound. This more

comprehensiv e ev aluation w as not p erformed due to time constrain ts (A h uman simpli�er

w ould ha v e had to b e trained in the task b ecause syn tactic simpli�cation is not as in tuitiv e a

task as, for example, summarisation). I can therefore only discuss what these b ounds migh t

ha v e b een.

The ob vious upp er b ound is 3 : 00, whic h represen ts no loss in cohesion. Ho w ev er, this is

unrealistically high. Relativ e clauses, app ositiv es and conjunctions are all cohesiv e devices in

language. It is quite plausible that these constructs cannot b e remo v ed from a text without

some loss of cohesion. F or example, the judge who ga v e #59 (app endix B.1) a lo w coherence

score stated that he could not rewrite the simpli�ed sen tences in a manner that preserv ed

the subtleties of the original. This suggests that an y simpli�cation w ould result in a loss of

cohesion. F urther, as rep orted in section 5.2.4, when the judges did o�er revised v ersions

of the simpli�ed sen tences, they w ere often quite dissimilar, and the revisions w ere often of

a seman tic nature. It is therefore quite hard to come up with a sensible upp er b ound for

cohesion for a text simpli�cation system that only addresses issues of syn tax and discourse,

and do es not consider seman tics; and while I can sp eculate that the upp er b ound migh t b e

less than 3 : 00, I cannot quan tify what that b ound migh t b e.

T o comp ensate for the lac k of a lo w er b ound, I tried to assess the utilit y of only m y

sen tence ordering algorithm, b y extrap olating from the results of the original ev aluation.

There w ere 17 examples (18%) where m y sen tence ordering algorithm returned a di�eren t

order from that of a baseline algorithm whic h preserv ed the original clause order. This is a

high enough p ercen tage to justify the e�ort in designing the sen tence ordering mo dule. Also,

m y data set did not con tain an y instance of a b e c ause clause, whic h is the only instance

of conjunction where m y algorithm rev erses clause order. On the 17 examples where m y

algorithm c hanged the original clause order, the a v erage of the three judges scores w as 2 : 53,
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whic h is higher than the a v erage for all 95 examples.

6.2 Readability
In the previous section, I ev aluated ho w w ell m y system preserv ed grammaticalit y , meaning

and coherence. I also need to quan tify the amoun t of simpli�cation ac hiev ed b y m y system.

T o do this, I need an ob jectiv e measure of readabilit y that I can use on b oth the original

and the simpli�ed texts. I discuss w a ys of measuring readabilit y in this section and presen t

m y ev aluation in the next.

The issue of assessing the di�cult y of texts has receiv ed considerable atten tion in the last

�ft y y ears. Educationalists ha v e b een seeking time and lab our sa ving means for deciding

whether particular b o oks are suitable for particular readers. It is widely ac kno wledged that

there are three asp ects to matc hing a text to a reader|comprehension (will the reader

understand it?), 
uency (can the reader read it at optimal sp eed) and in terest (will the

reader b e su�cien tly in terested in reading it?). The term r e adability has come to denote the

com bination of all three asp ects. These three asp ects are to some exten t in terdep enden t,

and su�cien t in terest can often result in go o d comprehension on di�cult texts, with p ossibly

reduced 
uency . Gilliland (1972 ) discussed v arious metho ds that ha v e b een used to measure

readabilit y . I summarise his �ndings in section 6.2.1 b elo w.

6.2.1 Measuring Readability

Gilliland (1972 ) compared three di�eren t approac hes to measuring readabilit y . The �rst

in v olv es the sub jectiv e judgemen ts of teac hers. A teac her skims through a text and ranks its

readabilit y . This metho d captures the exp ert kno wledge that the teac her can b e exp ected to

ha v e ab out studen ts. It ho w ev er su�ers from the inconsistencies inheren t in h uman judge-

men ts. Gilliland (1972 ) rep orted that using a panel of teac hers resulted in more consisten t

readabilit y rankings. Ho w ev er, using a panel is usually infeasible, and sub jectiv e judgemen ts

b y individual exp erts (librarians or teac hers) are still widely used to classify b o oks in libraries

and sc ho ols.

The second approac h in v olv es using question-answ ering tec hniques on a represen tativ e

sample of end readers, in an attempt to directly measure comprehension. This metho d has

pro v ed unp opular due to man y metho dological limitations. Results ha v e b een sho wn to v ary

dramatically with the kinds of questions ask ed and the order in whic h they are ask ed, with

whether the text is remo v ed b efore the question-answ ering session or not, and ev en on who

decides whether an answ er is \su�cien tly" correct. Ob jectivit y can b e impro v ed b y using

a m ultiple c hoice questionnaire, but designing c hoices requires detailed kno wledge of test

construction, and is impractical for most situations. Badly designed questions can b e more

di�cult than the text, or fail to test the reader's understanding at all.
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The third approac h, that has b een widely adopted, is that of using r e adability formulae to

decide the reading age that a text is suitable for. There are h undreds of form ulae that ha v e

b een prop osed, of whic h around sev en ha v e found widespread acceptance. Most of the widely

used form ulae ha v e b een found to ha v e correlations of o v er 0.7 with judgemen ts b y teac hers

(Lunzer and Gardner, 1979). Unlik e the other t w o approac hes describ ed ab o v e, readabilit y

form ulae pro vide an ob jectiv e and easy to calculate means of quan tifying readabilit y . Ho w-

ev er, they only predict the c ompr ehension and 
uency asp ects of readabilit y and cannot

predict inter est . As there is v ery little di�erence in the predictions of the p opular readabilit y

form ulae, I consider only the most widely used among them, the Flesc h readabilit y form ula

(Flesc h, 1951). I no w describ e the Flesc h form ula and wh y it is e�ectiv e at predicting the

readabilit y of normal texts. I also discuss w a ys in whic h it has b een abused, and its appli-

cabilit y for predicting the readabilit y of rewritten text, suc h as the simpli�ed text generated

b y m y system.

6.2.2 The Flesch Formula

The reason that the Flesc h form ula has gained widespread acceptance is that it is v alid

(has b een sho wn to correlate w ell with teac her judgemen ts), reliable (is ob jectiv e enough

that di�eren t p eople using it on the same text come up with the same score) and easy to

use (in terms of time and e�ort)

19

. The Flesc h form ula is:

Reading ease score = 206 : 835

� 0 : 846 � syllables p er h undred w ords

� 1 : 015 � w ords p er sen tence

This form ula is designed to score texts b et w een 0 (hardest) and 100 (easiest), though

exceptional texts lik e legal do cumen ts can result in negativ e scores. This reading ease score

can then b e con v erted in to a grade lev el or reading age b y the follo wing mappings:

Reading ease score (RES) Flesc h grade lev el (F GL) Reading age

Ov er 70 � ( R E S � 150) = 10 F GL + 5

60 � 70 � ( R E S � 110) = 5 F GL + 5

50 � 60 � ( R E S � 93) = 3 : 33 F GL + 5

Belo w 50 � ( R E S � 140) = 6 : 66 F GL + 5

19

The issue of ease of use w as imp ortan t in the era b efore computers b ecame widely a v ailable. It is

no longer relev an t, but the Flesc h form ula remains �rmly en trenc hed, to the exten t that it is used as the

readabilit y metric in Microsoft W ord

c




.
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Genre Reading ease Grade lev el Reading age

Mo vie Screen 75 7.5 12.5

Reader's Digest 65 9 14

Time 52 12.4 17.4

W all Street Journal 43 14.5 19.5

Harv ard La w Review 32 16.2 21.2

Standard Auto Insurance P olicy 10 19.5 24.5

Table 6.2. Flesch readability scores for some genre (taken from Flesch (1979))

T able 6.2 sho ws the Flesc h scores for v arious genre. The minim um score for plain English

20

is 60 (corresp onding to grade 10), whic h corresp onds to roughly 20 w ords p er sen tence and

1 : 5 syllables p er w ord.

The Flesc h form ula, lik e man y other readabilit y form ulae, is based on v ery shallo w fea-

tures lik e sen tence length (measured in w ords) and w ord length (measured in syllables). Its

v alidit y therefore relies on the assumption that sen tence and w ord lengths ha v e strong cor-

relations with syn tactic and lexical complexit y . The form ula mak es no attempt at judging

grammaticalit y or cohesion and is in tended for use only on edited texts. F urther, while it

measures the c ompr ehension and 
uency asp ects of readabilit y , it do es not measure the in-

ter est asp ect. Due to these issues, care needs to b e tak en to ensure that the use of a form ula

for a particular purp ose is appropriate. I discuss v arious w a ys in whic h these form ulae ha v e

b een abused in the next section.

6.2.3 The Abuse of Readability Formulae

The Flesc h form ula has b een sho wn to b e accurate (to within one grade lev el) at pre-

dicting reading lev els when used judiciously

21

. Ho w ev er, it can b e easily abused. Indeed

the widespread misuse of readabilit y measures led to a p erio d of in tense criticism, and ev en

rejection, b efore a b etter appreciation of when and ho w they should b e used led to a more

20

Plain English is a campaign to get companies and go v ernmen ts to write do cumen ts with the

reader in mind, in a manner that gets information across clearly and concisely . The w ebsite

h ttp://www.plainenglish.co.uk/ de�nes plain English as \ language that the intende d audienc e c an under-

stand and act up on fr om a single r e ading".

21

A t least for grade lev els 6 and ab o v e, it is less reliable at predicting reading lev els for v ery elemen tary

texts aimed at c hildren b elo w 10 y ears of age. F or elemen tary sc ho ol texts, the Dale-Chall F orm ula is more

reliable. This form ula coun ts the n um b er of w ords in a text that do not feature in a stop-list of 3000 easy

w ords. This is a more reliable indicator of lexical complexit y than w ord length in elemen tary texts.
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guarded acceptance.

A common example of the misuse of readabilit y form ulae in v olv ed cases where teac hers

denied c hildren access to b o oks that w ere rated to o di�cult. This w as unfortunate b e-

cause c hildren can often cop e with b o oks in tended for higher reading ages, pro vided the

con ten t matter is of su�cien t in terest to them. Another example of misuse in v olv ed us-

ing the form ulae on genre where linguistic complexit y is kno wn to b e less correlated with

comprehensibilit y; for example, philosoph y and p o etry .

Ho w ev er, the most blatan t misuse of these form ulae in v olv ed their use b y authors in

writing texts for particular reading ages. These form ulae w ere designed to b e used p ost-

ho c, and can lose v alidit y when authors revise their writing to ac hiev e high readabilit y

scores. The 1950s{1970s sa w a p erio d where readabilit y scores w ere made a v ailable to British

educationalists when writing textb o oks. The initial results w ere promising, with authors

getting feedbac k on when particular p ortions needed rewriting. Ho w ev er, b y the 1970s, a

situation had b een reac hed where the use of readabilit y form ulae at the authoring stage

had resulted in dozens of unreadable textb o oks. The problems arose b ecause authors w ere

sub consciously manipulating sen tence and w ord lengths without decreasing the syn tactic or

lexical complexit y; for example, b y excessiv e use of pronouns and ellipses or b y remo ving

connecting phrases and cue-w ords, all of whic h can result in shorter sen tences, while actually

making a text harder to read. This caused a rethink on making these form ulae a v ailable at

the authorship stage. Flesc h (1979 ) ho w ev er argued that his form ula w as still useful at the

authorship stage, pro vided certain guidelines w ere follo w ed during revision. In short, though

the form ula only measures sen tence length, in revising a text, the author needs to fo cus on

reducing syn tactic complexit y , not sen tence length. T o quote from his b o ok:

\First, if y ou w an t to rewrite a passage to get a higher score, y ou'll ha v e to cut

the a v erage sen tence length. This means y ou'll ha v e to break up long, complex

sen tences and c hange them to t w o, three or four shorter ones. In other w ords,

sprinkle p erio ds o v er y our piece of writing. When y ou're turning sub ordinate

clauses in to indep enden t sen tences, y ou'll �nd that a lot of them will start with

And, But or Or. Don't let that b other y ou. It's p erfectly go o d English and has

b een go o d usage for man y cen turies. The Old T estamen t sa ys, `And Go d said,

Let there b e ligh t; and there w as ligh t.' The New T estamen t sa ys, `But Jesus

ga v e him no answ er.' And Mark Tw ain wrote, `Man is the only animal that

blushes. Or needs to.' "

Rudolf Flesc h

[F rom Chapter 2 of How to write Plain English ]

Similarly , the author needs to fo cus on using simpler w ords, not shorter ones. Flesc h (1979 )

claims that if these guidelines are follo w ed, the use of the form ula to judge the readabilit y

of the revised text remains v alid.
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In this thesis, I am in terested in using the Flesc h form ula for judging the readabilit y of

the output of m y syn tactic simpli�cation system. In the next section, I discuss the appro-

priateness of using the form ula for that purp ose and presen t m y results on the readabilit y of

simpli�ed text.

6.3 Evaluating the Level of Simpli�cation achieved
I no w ev aluate the readabilit y of the simpli�ed text generated b y m y system using the

Flesc h form ula describ ed ab o v e. I presen t the results in section 6.3.2. But �rst, I discuss the

appropriateness of using the Flesc h form ula on simpli�ed text.

6.3.1 Using the Flesch Formula on Simpli�ed Text

In some sense, m y syn tactic simpli�cation system is an automatic text revision to ol that

aims to mak e text suitable for a lo w er reading age. As m y system results in text con taining

shorter sen tences than the original, the simpli�ed text can b e exp ected to ac hiev e higher

readabilit y scores than the original. The question then arises| is it appropriate to use

readabilit y metrics on the simpli�ed text?

My system do es not increase pronominalisation or the use of ellipses and do es not remo v e

connecting phrases and cue-w ords. It reduces sen tence length b y breaking up complex and

comp ound sen tences in to shorter sen tences. It reduces syn tactic complexit y b y follo wing

the guidelines set out b y Flesc h (1979 ). F urther, the ev aluation in section 6.1 suggests

that though there is a sligh t loss in cohesion, b y and large the simpli�ed text is grammatical,

coheren t and meaning preserving. I feel that the use of readabilit y form ulae on m y simpli�ed

text is therefore reasonable. I no w discuss the readabilit y of simpli�ed text as predicted b y

the Flesc h form ula.

6.3.2 The Readability of Simpli�ed Text

The Flesc h reading ease score for m y corpus of 15 Guardian news rep orts is 42.0 (suitable

for a reading age of 19.7). After syn tactic simpli�cation b y m y program, the score increases

to 50.1 (suitable for reading age 17.8). The increase in readabilit y therefore app ears to b e

only marginal. In particular, it sta ys signi�can tly lo w er than 60, the alleged threshold for

plain English. This is b ecause the text has b een simpli�ed syn tactically while retaining

the v o cabulary in tended at a higher reading age. This pulls do wn the Flesc h score, ev en

though the reduction in sen tence length is dramatic. While the a v erage sen tence length in

the original text is 25.8 w ords, m y syn tactic simpli�cation algorithm reduces it to 15.4 w ords.

This is quite a signi�can t decrease, and w orth ha ving a closer lo ok at. Figure 6.3 sho ws the

distribution of sen tence lengths in the original and simpli�ed texts. In the original text, o v er
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Source of News Rep orts Reading ease Reading age Av. Sen tence Length

W all Street Journal 40 : 1 � ! 44 : 2 20 : 0 � ! 19 : 3 20 : 8 � ! 16 : 7

Guardian 42 : 0 � ! 50 : 1 19 : 7 � ! 17 : 8 25 : 8 � ! 15 : 4

New Y ork Times 43 : 8 � ! 52 : 4 19 : 4 � ! 17 : 2 19 : 2 � ! 14 : 4

Cam bridge Ev ening News 51 : 3 � ! 60 : 8 17 : 5 � ! 14 : 8 21 : 7 � ! 14 : 6

Daily Mirror 54 : 7 � ! 63 : 2 16 : 5 � ! 14 : 3 18 : 9 � ! 14 : 7

BBC News 54 : 9 � ! 62 : 3 16 : 4 � ! 14 : 4 21 : 7 � ! 16 : 7

Table 6.3. Flesch readability scores and average sentence lengths before and after syntactic
simpli�cation (shown as original � ! simpli�ed )

half the sen tences are o v er 20 w ords long and around a third are longer than 25 w ords. In

the simpli�ed text, less than a quarter are o v er 20 w ords long, and only one in eigh t is longer

than 25 w ords. F urther, more than half the sen tences are shorter than 15 w ords. Ho w ev er,

despite this drastic reduction in syn tactic complexit y , the lexical complexit y in Guardian

news rep orts ensures that the simpli�ed text is only suitable for a reading age of 18. It

therefore app ears that to mak e a mainstream newspap er accessible to a wider audience, it is

imp ortan t to also p erform lexical simpli�cation, in order to remo v e the mismatc h b et w een

grammatical complexit y and v o cabulary .

In m y next exp erimen t, I ran m y syn tactic simpli�cation program on news rep orts from

other news sources (I used 15 rep orts p er source). The results are summarised in table 6.3.

My program app ears to reduce a v erage sen tence lengths to around 15 w ords across news-

pap ers. Ho w ev er, there are big di�erences in the Flesc h readabilit y scores for the simpli�ed

news rep orts. T abloids, regional newspap ers and the BBC news online app ear to use simpler

v o cabularies, and syn tactic simpli�cation alone is su�cien t to raise their Flesc h reading ease

to o v er 60 (suitable for a reading age of 15).

6.3.3 The Increase in Overall Text Length

As describ ed in the section ab o v e, syn tactic simpli�cation results in a decrease in a v erage

sen tence length. Ho w ev er, it also results in an increase in o v erall text length. This is b ecause

it is often necessary to in tro duce new noun phrases and auxiliary v erbs to mak e the simpli�ed

sen tences grammatical. The increase in o v erall text length w as 6% for m y corpus of Guardian

news rep orts. This equates to an a v erage increase of 25 w ords p er rep ort. It is exp ected

that this small increase in text length will not mak e the text to o m uc h harder to read as the
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Figure 6.3. The distribution of sentence lengths in Guardian news reports before and after
simpli�cation

increase is only one sen tence's w orth of w ords, and the a v erage rep ort is already 17 sen tences

long.

6.4 Evaluating Extrinsic Aspects
In section 1.2 of the in tro duction, I describ ed v arious p oten tial uses of syn tactic simpli�-

cation. These included making newspap er text accessible to p eople with lo w reading ages or

language disorders and assisting other natural language applications suc h as parsing.

The results in the previous section suggest that news rep orts from regional newspap ers,

tabloids and online news sources can b e simpli�ed to a lev el suitable for p eople with a reading

age of 14 { 15. It w ould ha v e b een in teresting to v erify that extrinsically , b y p erforming com-

prehension tests on lo w reading-age sub jects. Unfortunately , suc h exp erimen ts are di�cult

to conduct ev en for researc hers who are quali�ed in exp erimen tal psyc hology . The pro cess

can easily tak e an y ear, from obtaining clearance from ethical committees, �nding exp eri-

men tal sub jects and �ne-tuning the metho dology through pilot exp erimen ts to p erforming

the actual exp erimen t. This means that p erforming a comprehensiv e end-user ev aluation w as
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T ext Throughput & F ailures 20 sec

�

5 sec

�

1 sec

�

Original text T otal time tak en(in seconds) 404 245 173

Num b er of P arse failures 1 5 28

Simpli�ed text T otal time tak en(in seconds) 138 135 107

Num b er of P arse failures 0 2 8

�

P arser Setting for Timeout p er sen tence.

Time tak en to simplify text: 41 seconds

Table 6.4. Throughput of the RASP parser on original and simpli�ed sentences

alw a ys unfeasible giv en m y time constrain ts. On the other hand, results obtained from an y

small-scale ev aluation of comprehension on small n um b ers of lo w-reading-age sub jects w ould

b e unreliable due to the problems asso ciated with generalising from small data samples.

I therefore complete a full circle and turn m y atten tion to ev aluating syn tactic simpli�ca-

tion on another task, parsing, that pro vided the motiv ation for the �rst attempt at syn tactic

simpli�cation (Chandrasek ar et al., 1996). T o see if syn tactic simpli�cation impro v es the

throughput of a parser, I ran the RASP (Brisco e and Carroll, 1995) parser �rst on the

95 sen tences from m y Guardian corpus that w ere simpli�able, and then on the simpli�ed

sen tences generated b y m y system. T able 6.4 sho ws the p erformance of the parser under

di�eren t time-out settings

22

. It is eviden t from the table that the throughput of a parser

can b e doubled b y applying syn tactic simpli�cation as a pre-pro cess. Ho w ev er, the increase

in throughput is only meaningful if there is no signi�can t decrease in accuracy . It is there-

fore imp ortan t to analyse ho w syn tactic simpli�cation alters the parser's output. I used

the grammatical relations formalism (in tro duced in section 3.1.2) for comparing the parser's

output on the original and simpli�ed texts. There w ere some systematic di�erences in the

GRs that RASP generated from the original and simpli�ed texts. I en umerate these b elo w:

1. Relativ e Clauses: Consider the sen tence:

She called an am bulance which to ok Mr Fitzger ald to Wor c estershir e R oyal

Hospital, Wor c ester , but do ctors decided he needed plastic surgery in Birm-

ingham.

RASP represen ts the relativ e clause attac hmen t using the GRs:

22

I used a 400MHz P en tium I I Pro cessor with 128MB of memory for all the exp erimen ts in this section.
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(ncsubj take+ed which _)

(cmod which ambulance take+ed)

F or the simpli�ed text:

She called an am bulance. An am bulance to ok Mr Fitzgerald to W orces-

tershire Ro y al Hospital, W orcester. But do ctors decided he needed plastic

surgery in Birmingham.

the corresp onding GR is:

(ncsubj take+ed ambulance _)

RASP do esn't attac h non-restrictiv e relativ e clauses, treating them as text adjuncts.

In these cases, the cmod relation is absen t. The GRs resulting from the simpli�ed

text migh t then b e sup erior if it is necessary to attac h relativ e clauses. Ho w ev er,

this demonstrates the usefulness of a clause-attac hmen t algorithm rather than a text

simpli�cation system.

2. App osition and Conjunction: F or app osition, the GR is ncmod . This gets c hanged

to xcomp in the simpli�ed text. In addition, an ncsubj relation is in tro duced. F or

conjunction, the conj (co ordination) or cmod (sub ordination) relation is lost in the

simpli�ed text.

These systematic c hanges aren't particularly imp ortan t, indeed they can easily b e con-

v erted bac k to the original GRs from kno wledge of the simpli�cation rule used. More in ter-

estingly , RASP app ears to analyse segmen ts of text di�eren tly when simpli�ed. F or example,

in:

"It is time to bury old ghosts from the past," one said, although tacitly o�cials

realise that the mo v e will depriv e Mr Kirc hner of a strong election win

whic h w ould ha v e strengthened his legitimacy to lead Argen tina through troubled

times.,

the highligh ted text in the middle is analysed as:

(ncsubj deprive move _)

(clausal deprive win)

(ncsubj win Kirchner _)

But the same text in the simpli�ed sen tence:

But tacitly o�cials realise that the mo v e will depriv e Mr Kirc hner of a

strong election win .
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Timeout: 20sec Timeout: 1sec

GR Metric Original Simpli�ed

�

Original Simpli�ed

�

ncsub j precision(%) 84 77(84) 84 73(81

1

)

recall(%) 83 78(88) 78 76(87)

F-measure 0.83 0.77(0.86) 0.81 0.74(0.83)

dob j precision(%) 84 79 84 78

recall(%) 79 78 76 77

F-measure 0.81 0.78 0.80 0.77

iob j precision(%) 22 22 19 22

recall(%) 57 64 50 64

F-measure 0.32 0.33 0.28 .33

�

The n um b ers in brac k ets are obtained b y correcting for GRs in the gold standard that ha v e

relativ e pronouns as sub jects. The correction in v olv es matc hing only the v erb in relations

with relativ e pronouns lik e (ncsubj attend who ) .

1

The loss in precision arises due to the ncsubj relations in tro duced when simplifying app o-

sition.

Table 6.5. GR­based evaluation of parser on original and simpli�ed sentences

gets analysed as:

(ncsubj deprive move _)

(dobj deprive Kirchner _)

(iobj of deprive win)

In this example, the GRs for the simpli�ed text are correct. Ho w ev er, the fact that non-

systematic c hanges in GRs can o ccur means that I need to ev aluate the accuracy of the GRs

generated from the parses of the original and simpli�ed texts. In order to do this in an

ob jectiv e manner, I used the ev aluation corpus for GRs (Carroll et al., 1999a; Brisco e et al.,

2002)

23

. There w ere 113 sen tences in the corpus that w ere simpli�able b y m y program. I

ran the RASP parser on these sen tences and their simpli�ed forms. T able 6.5 compares the

p erformance of the RASP parser on the three main GRs under t w o timeout settings.

23

The ev aluation corpus for GRs is a v ailable at h ttp://www.cogs.susx.ac.uk/lab/nlp/carroll/g rev al.h tml.
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The di�er enc e in pr op ortions test

24

sho ws that there is no signi�can t degradation in p er-

formance when the simpli�ed text is used with a 1 second timeout, as compared to using

the original text with an y timeout. The di�erences in the F-measures (ncsub j:.83 and .83,

dob j: .81 and .77, iob j .32 and .33) on a data set of this size are not statistically signi�can t

at a con�dence lev el of 85% or ab o v e.

The increase in parser throughput then app ears to come unhindered b y an y signi�can t

decrease in accuracy , at least on the three GRs that I ha v e ev aluated parser p erformance

on. This increased throughput could b e useful when using parsers for tasks relating to

information retriev al, suc h as information extraction or question answ ering, where there

migh t b e a reasonable tolerance for the c hanges in the parses that the simpli�cation pro cess

in tro duces.

24

The di�er enc e in pr op ortions test (see Snedecor and Co c hran (1989 ) for description) is based on mea-

suring the di�erence b et w een the error (or success) rates of t w o algorithms. Supp ose the error rates for

the t w o algorithms are p

a

and p

b

. Then the n um b er of errors made b y algorithm a on n test examples

is a binomial random v ariable with mean np

a

and v ariance p

a

(1 � p

a

) =n . This can b e appro ximated as a

normal distribution when the conditions np

a

> 5 and n (1 � p

a

) > 5 hold (that is, for large enough data

sets). As the di�erence of normal distributions is also a normal distribution, p

a

� p

b

can b e considered a

normal distribution. Under the n ull h yp othesis (that the t w o algorithms p erform equally w ell), p

a

� p

b

has

a mean of 0 and standard error of

p

2 p (1 � p ) =n , where p is the a v erage error probabilit y ( p

a

+ p

b

) = 2. Then

z = ( p

a

� p

b

) =

p

2 p (1 � p ) =n has a standard normal distribution. The n ull h yp othesis can b e rejected if

j z j > 1 : 44 (for a t w o-sided test with the probabilit y of wrongly rejecting the n ull h yp othesis of 0.15).
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7 Conclusions

I no w conclude b y summarising the con tributions of this thesis in section 7.1, discussing

the scop e for impro v emen t in section 7.2 and �nally , suggesting a v en ues for future w ork in

section 7.3.

7.1 Summary of Results
In this thesis, I ha v e presen ted a theory of text simpli�cation that o�ers a treatmen t of the

discourse-lev el asp ects of syn tactic rewriting. I ha v e also prop osed a mo dular arc hitecture

for a text simpli�cation system and describ ed a shallo w implemen tation of eac h mo dule.

I no w describ e the con tributions of this thesis b y summarising the results obtained in the

c hapters on analysis, transformation and regeneration.

Analysis

I ha v e demonstrated that syn tactic simpli�cation is feasible using shallo w and robust

analysis, and without using a parser.

I ha v e compared di�eren t approac hes to relativ e clause attac hmen t and demonstrated

that it is not a purely syn tactic phenomenon. I ha v e sho wn ho w attac hmen t decisions can b e

made reliably using information ab out animacy and prep ositional preferences in a mac hine

learning framew ork. I ha v e also sho wn ho w comparable results can b e ac hiev ed b y treating

clause attac hmen t as a relativ e-pronoun resolution problem, and pro vided a solution based

on salience, agreemen t �lters and syn tactic �lters. I ha v e extended this approac h to handle

app ositiv e attac hmen t, treating the head noun in the app ositiv e as an anaphor that needs

to b e resolv ed.

I ha v e sho wn that shallo w inference pro cedures used with a shallo w discourse mo del can

giv e go o d results on third-p erson pronoun resolution, ev en without using a parser. I ha v e

sho wn that it is w orth while to try and acquire animacy and gender information ab out nouns

and that the information acquired signi�can tly b o osts the accuracy of salience-based pronoun

resolution.

My results also suggest that shallo w solutions tailored to sp eci�c syn tactic problems can

ac hiev e p erformance on those problems that equal, or ev en exceed, that of more sophisticated
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general purp ose mo dels, lik e parsers. This is quite understandable; as statistical mo dels for

parsing are trained using an ev aluation criteria that in v olv es man y syn tactic constructs, it

is quite plausible that they are not optimised for m y sp eci�c tasks.

Transformation

I ha v e expanded on the n um b er of syn tactic constructs previously handled b y tr ansforma-

tion stages in text simpli�cation systems. The PSET pro ject considered only co ordination

and v oice c hange. I ha v e o�ered a treatmen t of relativ e clauses, co ordination, sub ordination

and app osition. By extending the n um b er of constructs simpli�ed, m y system generates sim-

pli�ed news rep orts with an a v erage sen tence length of around 15 w ords, do wn from 25 w ords

for Guardian news rep orts. I ha v e describ ed ho w sen tences can b e simpli�ed recursiv ely and

ho w transform-order can b e guided b y constrain ts on sen tence-order.

Regeneration

I ha v e presen ted a detailed analysis of the discourse-lev el issues that arise from sen tence-

lev el syn tactic transformations. I ha v e demonstrated that it is necessary to o�er a treatmen t

of generation issues lik e cue-w ord selection, sen tence order, referring-expression generation,

determiner c hoice and pronominal usage in order to preserv e cohesion in the simpli�ed text.

I ha v e sho wn that to preserv e conjunctiv e cohesion and anaphoric coherence, it is necessary

to mo del b oth in ten tional structure and atten tional state.

I ha v e also describ ed an algorithm for generating referring expressions that can b e used

in an y domain. My algorithm selects attributes and relations that are distinctiv e in con text.

It do es not rely on the a v ailabilit y of an adjectiv e classi�cation sc heme and uses W ordNet

an ton ym and synon ym lists instead. It is also, as far as I kno w, the �rst algorithm that

allo ws for the incremen tal incorp oration of relations in the referring expression.

I ha v e also discussed the idea of an anaphoric p ost-pro cessor for rewritten text. The p ost-

pro cessor mo dels atten tional state in the rewritten text and determines where pronominal

use is inappropriate. I b eliev e that this p ost pro cessor is general enough to b e used in other

applications that in v olv e rewriting text, suc h as translation and summarisation.

7.2 Scope for Improvement
In this thesis, I ha v e describ ed ho w text can b e syn tactically simpli�ed b y making new

sen tences out of relativ e clauses, app ositiv es and conjoined clauses. The results presen ted

in c hapter 6 suggest that there is scop e for impro v emen t when simplifying all three of these

constructs. I no w discuss the problems with simplifying eac h of these constructs.
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7.2.1 Relative Clauses

Incorrect relativ e clause attac hmen t remains the most imp ortan t source of errors in the

simpli�ed text. Unlik e other analysis errors, whic h tend to result in ungrammatical or

incoheren t text, incorrect attac hmen t results in grammatical text with the wrong meaning.

F or example, consider #66 in app endix B.1. Due to t w o incorrect attac hmen t decisions, the

sen tence:

Sharif, 27, is though t to ha v e b een the accomplice of fello w Briton Asif Hanif, 21,

who died after setting o� explosiv es during the attac k in T el Aviv, whic h killed

three p eople.

gets simpli�ed to:

Sharif, 27, is though t to ha v e b een the accomplice of fello w Briton Asif Hanif, 21.

This accomplice died after setting o� explosiv es during the attac k in T el Aviv.

T el Aviv killed three p eople.

It is clear that relativ e clause attac hmen t can nev er b y decided with 100% accuracy . And

if a decision is made to only simplify relativ e clauses that ha v e unam biguous attac hmen t, the

co v erage is halv ed. It is p ossible that some further impro v emen t in p erformance is p ossible

b y lexicalisation o v er the v erb in the relativ e clause, follo wing Clark and W eir (2000 ) (cf.

section 3.2). Then, for example, it w ould b e p ossible to deduce that the relativ e clause

attac hes to do g rather than nose in the example b elo w b y observing that do g s run more

often than nose s in a corpus of news rep orts.

Dogs with long noses that run fast tend to b e exp ensiv e.

Another option migh t b e to generate con�dence lev els for attac hmen t decisions and use

those to decide whether to carry out the simpli�cation or not. More researc h is required to

in v estigate the feasibilit y of that option.

7.2.2 Appositives

An examination of the examples in app endix B.1 suggests that m y approac h to simplify-

ing app osition often results in a wkw ard text. The problem arises b ecause m y treatmen t of

app ositiv es as paren thetical units is to o simplistic. A b etter rhetorical treatmen t of app osi-

tion could result in more 
uen t output. F or example, consider #1 in app endix B.1. In the

sen tence:

Argen tina's former presiden t, Carlos Menem, w as last nigh t on the brink of thro w-

ing in the to w el on his re-election bid, as aides admitted that he w as ready to

withdra w from this Sunda y's run-o� v ote.
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the app ositiv e Carlos Menem serv es to identify rather than to elab or ate the noun phrase

A r gentina's former pr esident . If this had b een recognised, the sen tence could ha v e b een

simpli�ed to:

Carlos Menem w as Argen tina's former presiden t. Carlos Menem w as last nigh t

on the brink of thro wing in the to w el on his re-election bid...

rather than the a wkw ard:

Argen tina's former presiden t w as Carlos Menem. Argen tina's former presiden t

w as last nigh t on the brink of thro wing in the to w el on his re-election bid...

that is generated b y m y system. It is clear that I need to treat the app osition in the example

ab o v e di�eren tly from the app osition in, for example, #20:

A Danish newspap er quoted Niels Jo ergen Sec her, a Danish do ctor at Riy adh's

King F aisal hospital, as sa ying b et w een 40 to 50 b o dies w ere brough t to his

hospital.

where m y system correctly generates:

A Danish newspap er quoted Niels Jo ergen Sec her as sa ying b et w een 40 to 50

b o dies w ere brough t to his hospital. Niels Jo ergen Sec her w as a Danish do ctor

at Riy adh's King F aisal hospital.

My treatmen t of app osition w ould also b ene�t from a more in telligen t algorithm for decid-

ing the auxiliary v erb. My system uses a baseline approac h that ensures that the tense of the

copula construction is the same as the tense of the other simpli�ed sen tence. The rationale

b ehind this w as to a v oid ha ving frequen t tense c hanges in the simpli�ed text. Ho w ev er, it

is clear that this baseline is to o naiv e. The c hoice of auxiliary v erb can b e guided b y the

app ositiv e, as w ell as the tense of the sen tence. F or example, consider the app osition in the

sen tence b elo w:

Pierre Vink en, 61 last mon th, has decided to...

The only acceptable auxiliary v erb for the copula construction is the singular past tense:

Pierre Vink en w as 61 last mon th.

This is determined b y the app ositiv e, rather than the main clause. In general, the c hoice

of the auxiliary v erb can b ecome quite in v olv ed when the information con ten t of the copula

construction is not v alid for all times. Consider:
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The Lab our P art y , an imp ortan t constituen t of Mr Sharon's broad-based coali-

tion, has pulled out of the go v ernmen t.

The past tense in the copula construct app ears preferable on the basis that the Lab our P art y

is no longer a mem b er of the coalition; compare (a) with (b) b elo w:

(a) The Lab our P art y has pulled out of the go v ernmen t. The Lab our P art y w as an im-

p ortan t constituen t of Mr Sharon's broad-based coalition.

(b) The Lab our P art y has pulled out of the go v ernmen t. The Lab our P art y is an imp ortan t

constituen t of Mr Sharon's broad-based coalition.

This example suggests that an in telligen t c hoice of auxiliary v erb w ould require a seman tic

treatmen t, rather than the discourse lev el treatmen t o�ered in this thesis.

7.2.3 Conjoined Clauses

The separation of conjoined clauses w orks w ell when the rhetorical relation is c onc ession

or justify , as there are con v enien t cue-w ords lik e but and so that can b e used to signal the

relation in the simpli�ed text. Ho w ev er, all three judges in the ev aluation commen ted that

m y use of the cue-phrase This A UX X for other relations w as generally a wkw ard. There are

instances where the simpli�ed text is acceptable without a cue-phrase. Consider #31, where

the sen tence:

Tw o w eeks ago the United States said it w as remo ving virtually all forces from

the kingdom as they w ere no longer needed after the w ar in Iraq toppled Saddam

Hussein.

w as simpli�ed b y m y system to:

Tw o w eeks ago the United States said it w as remo ving virtually all forces from

the kingdom. This w as as they w ere no longer needed after the w ar in Iraq

toppled Saddam Hussein.

In this example, the simpli�ed text:

Tw o w eeks ago the United States said it w as remo ving virtually all forces from

the kingdom. They w ere no longer needed after the w ar in Iraq toppled Saddam

Hussein.

is more 
uen t, without disturbing conjunctiv e cohesion to o m uc h. If suc h cases can b e

detected, the generated text migh t b e more 
uen t. It app ears that the temp oral relations

signalled b y the conjunctions after and b efor e can b e made implicit b y using a particular

sen tence order. F or example, #17:
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Bet w een 40 and 50 p eople w ere feared dead to da y after a series of suicide b om b

explosions ro c k ed the Saudi capital, Riy adh, o v ernigh t.

can b e simpli�ed to:

A series of suicide b om b explosions ro c k ed the Saudi capital, Riy adh, o v ernigh t.

Bet w een 40 and 50 p eople w ere feared dead to da y .

More analysis of data is required in order to �nd out whether this is alw a ys a feasible option.

7.3 Future Work
As discussed in section 7.2, there is scop e for impro v emen t in m y treatmen t of relativ e

clauses, app osition and conjunction. Other future w ork on m y text simpli�cation system

w ould include implemen ting a lexical simpli�cation mo dule and p erforming a comprehension-

based ev aluation on end users with lo w reading ages.

In addition to impro ving, extending and ev aluating m y text simpli�cation system, I am

also in terested in addressing a n um b er of in teresting questions that this thesis has raised.

The �rst is the use of text simpli�cation as a prepro cessor for other NLP tasks; in particular,

parsing, translation and summarisation.

Preliminary results in this thesis suggest that text simpli�cation has the p oten tial to in-

crease the throughput of a parser without degrading its p erformance. Lik e parsers, the

p erformance of mac hine translation systems also decreases with increased sen tence length

(Gerb er and Ho vy , 1998). It w ould b e in teresting to in v estigate whether simpli�ed sen-

tences w ould b e easier to translate correctly . Preliminary exp erimen ts using SYSTRAN

25

(to translate from English to German) suggests t w o p ossible reasons wh y syn tactically sim-

pli�ed text migh t translate b etter. The �rst is that SYSTRAN can get the gender of relativ e

pronouns wrong in the translated text (German, unlik e English, uses a gender system for

relativ e pronouns). If the relativ e pronoun is remo v ed using syn tactic simpli�cation, that

error can b e a v oided. The second is that there are man y sources of stiltedness in translation.

Individual w ords and lo cal phrase structures can get translated p o orly b y a program. F or

long sen tences, these sources of stiltedness can com bine to result in translated sen tences that

are v ery di�cult to read. If a long sen tence is split in to t w o or more b efore translation, it is

p ossible that at least one of the translated sen tences migh t b e easily understandable. As an

example, SYSTRAN translated the sen tence:

A Danish newspap er quoted Niels Jo ergen Sec her, a Danish do ctor at Riy adh's

King F aisal hospital, as sa ying b et w een 40 to 50 b o dies w ere brough t to his

hospital.

25

Online translations are a v ailable at h ttp://www.systran.org.
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to:

Ein d• anisc he Zeitung v eransc hlagenes Niels Jo ergen Sec her, ein d• anisc her Doktor

am Krank enhaus des K• onigs F aisal Riy adhs, wie, sagend zwisc hen 40 bis 50

K• orp ern, wurden zu seinem Krank enhaus geholt.

This is a messy translation that is di�cult to understand. When the English sen tence is

simpli�ed prior to translation, SYSTRAN pro duces:

Eine d• anisc he Zeitung v eransc hlug Niels Jo ergen Sec her, wie, sagend zwisc hen

40 bis 50 K• orp ern, zu seinem Krank enhaus geholt wurden. Niels Jo ergen Sec her

w ar ein d• anisc her Doktor am Krank enhaus des K• onigs F aisal Riy adhs.

In this translation, the second sen tence comes out reasonably clean, and the messiness is

con�ned to the �rst. This example is presen ted only to illustrate ho w simpli�cation migh t

aid translation and further empirical w ork is required b efore it can b e claimed that it indeed

do es.

There are also p oten tial uses of simpli�cation in summarisation that could b e explored.

Syn tactic simpli�cation results in less information con ten t p er sen tence. This is lik ely to

impro v e the p erformance of summarisation systems that are based on sen tence extraction,

b ecause smaller units of information are b eing extracted. It is p ossible the simpli�ed sen-

tences in the summary can then b e recom bined b y using m y simpli�cation rules bac kw ards.

F or example, supp ose the follo wing sen tences w ere selected for a summary:

(a) Colin P o w ell said at the w eek end that resuming diplomatic relations w as not on the

table.

(b) Colin P o w ell is the US secretary of State.

Then, the simpli�cation rule for app osition could b e used bac kw ards:

U V, W, X .  �

( a ) U V X :

( b ) V Aux W :

to p erform sen tence aggregation and generate the follo wing sen tence in the summary:

Colin P o w ell, the US secretary of State, said at the w eek end that resuming diplo-

matic relations w as not on the table.

In v erse syn tactic-simpli�cation, or sen tence aggregation, has already b een sho wn to b e useful

in summarisation (McKeo wn et al., 1995; Sha w, 1998). A p ossible algorithm for summari-

sation migh t no w b e:
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1. P erform syn tactic simpli�cation on the original text (or texts for m ultiple sources).

2. Use information theoretic measures lik e tf � id f

26

to select sen tences for the summary .

3. Prune sen tences b y remo ving unnecessary mo di�ers (adjectiv es, adv erbs, prep ositional

phrases). This can b e ac hiev ed using sen tence shortening (cf. section 1.3.2).

4. Use in v erse syn tactic-simpli�cation to com bine sen tences in the summary , as illustrated

b y the example ab o v e.

5. Resolv e cohesion issues lik e sen tence ordering and anaphoric usage.

It needs to b e emphasised that this algorithm is presen ted here only as a p ossible direction

for future w ork. In particular, I ha v e no empirical evidence that this algorithm w ould b e

useful.

Simpli�cation, summarisation and translation are all tasks that in v olv e transforming text

at the sub-sen tence or sen tence lev els. It is therefore lik ely that the discourse lev el issues of

cohesion and coherence asso ciated with eac h of them will b e similar. It w ould b e in teresting

to compare the issues of text cohesion that arise in these three domains and dev elop on the

idea of a generic discourse-lev el p ost-pro cessor.

I am also in terested in exploring the utilit y of m y referring-expression generator in other

applications and other genre. As describ ed in section 5.3, m y algorithm is suitable for op en

domains and can b e easily p orted across applications. It w ould b e in teresting to compare it

with a domain sp eci�c referring-expression generator on that domain.

I am a w are of studies of ho w h umans resolv e relativ e clause attac hmen t that address issues

of structure (tendency to attac h lo cally for English)(Cuetos and Mitc hell, 1988; Gilb o y et al.,

1995; F ernandez, 2000) and lexicalisation (tendency to attac h wide for select prep ositions)

(F elser et al., T o app ear; F elser et al., 2003). My corpus analysis con�rms that b oth these

strategies are e�ectiv e on written text; a strategy of attac hing am biguous cases lo cally giv es

an accuracy of 65-70%, as do es a strategy of alw a ys attac hing according to the prep osition.

An in teresting result from m y researc h is that a strategy of attac hing am biguous relativ e

clauses according to salience giv es b etter results still. It w ould b e in teresting to conduct

exp erimen ts to see if h umans use discourse structure to resolv e attac hmen t am biguities;

ie. whether they mak e attac hmen t decisions di�eren tly when presen ted with a sen tence in

con text rather than a sen tence in isolation.

26

Measuring information con ten t is a k ey problem in information retriev al and text summarisation. The

tf � id f metric measures the information v alue of a w ord b y dividing the term frequency (the frequency of

the w ord in the do cumen t) b y the in v erted do cumen t frequency (the n um b er of do cumen ts in the collection

that w ord features in). Then, a w ord that features frequen tly in one particular do cumen t, but rarely in

others, is highly informativ e ab out that do cumen t. The information con ten t of a sen tence is measured b y

aggregating the information con ten t of its w ords b y some means, addition b eing the ob vious w a y (Luhn,

1958; Edm undson, 1964; Rath et al., 1961).
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A Guidelines for A nnotators

A.1 Guidelines for Evaluating the Analysis Stage

General Instructions

Ev ery instance of a # or a [ needs to b e mark ed with a tic k or a cross. The # s corresp ond

to attac hmen t decisions and the [ s corresp ond to iden ti�cation decisions.

Appositives

App ositiv es are mark ed-up as [

appos

...

appos

] . As an illustration, consider:

Mr. Vink en

1

is the c hairman

2

of Elsevier N.V.

3

, [

appos

the Dutc h publishing

group

4#3

appos

].

� F or the app ositiv e iden ti�cation task, ask y ourself the follo wing questions:

1. Is \ X is/are Appositive " a grammatical sen tence? F or the example ab o v e, is

Elsevier N.V. is the Dutch publishing gr oup. a grammatical sen tence with the

correct meaning?

2. Remo v e the app ositiv e. Is what remains a grammatical sen tence? F or the example

ab o v e, is Mr. Vinken is chairman of Elsevier N.V. a grammatical sen tence with

the correct meaning?

If the answ ers to b oth are yes , the app ositiv e is correctly iden ti�ed, otherwise it is

wrongly iden ti�ed.

� F or the app ositiv e attac hmen t task, �nd the noun phrase with the index n giv en b y

the

# n

within the app ositiv e. Is this correct? In the example ab o v e, do es the Dutch

publishing gr oup refer to the chairman of Elsevier N.V. or do es it refer to Elsevier

N.V. ?

� Note: b oth attac hmen t and iden ti�cation are correct for the example ab o v e.

Relative Clauses

Relativ e Clauses are mark ed-up as [

cl ause

...

cl ause

] . The �rst w ord in the relativ e clause is

who , which or that . As an illustration, consider:
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The business side

1

is run b y Rob ert Gottlieb

2

, [

cl ause

who

3#2

left Random House's

Alfred A. Knopf to run the New Y ork er

cl ause

], also o wned b y the Newhouse family .

� F or the relativ e-clause iden ti�cation task, ask y ourself the follo wing questions:

1. Is the mark ed-up clause with the relativ e pronoun replaced b y the noun phrase it

attac hes to a grammatical sen tence? F or the example ab o v e, is R ob ert Gottlieb left

R andom House 's A lfr e d A. Knopf to run the New Y orker a grammatical sen tence

with the correct meaning?

2. Remo v e the clause and the relev an t commas. Is what remains a grammatical

sen tence? F or the example ab o v e, is The business side

1

is run by R ob ert Got-

tlieb, also owne d by the Newhouse family a grammatical sen tence with the correct

meaning?

If the answ ers to b oth are yes , the relativ e clause is correctly iden ti�ed, otherwise it is

wrongly iden ti�ed.

� F or the relativ e clause attac hmen t task, follo w the instructions for app ositiv e attac h-

men t ab o v e

� Note: the attac hmen t is correct in the example ab o v e, but the iden ti�cation is wr ong

as the answ er to question 2 is No .

Conjoined Clauses

Conjoined clauses are mark ed-up as [

cl ause

...

cl ause

] . The �rst w ord in the conjoined clause

is either a co ordinating conjunction lik e and or a sub ordinating conjunction lik e but , when ,

though , b efor e ... There are no attac hmen t decisions that need to b e made here. Just decide

if the what is mark ed-up is a clause or not. When y ou remo v e the conjunction, is what is

left in the clause a grammatical sen tence? Do es it ha v e a v erb and a sub ject? If the answ ers

to these questions are yes then the clause is iden ti�ed correctly . Examples of incorrect

iden ti�cation follo w:

Last Marc h, after attending a teac hing seminar in W ashington, Mrs. Y eargin

sa ys she returned to Green ville t w o da ys [

cl ause

b efore ann ual testing feeling that

she hadn't prepared her lo w-abilit y geograph y studen ts adequately

cl ause

].

The a v erage maturit y for funds op en only to institutions, considered b y some to

b e a stronger indicator [

cl ause

b ecause those managers w atc h the mark et closely ,

reac hed a high p oin t for the y ear { 33 da ys

cl ause

].
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A.2 Guidelines for Evaluating Grammaticality, Meaning and
Cohesion

� The ev aluation set con tains 95 examples of sen tences that ha v e b een simpli�ed b y m y

program. Eac h example consists of the original sen tence, follo w ed b y the simpli�ed

sen tences (that are inden ted).

� Eac h example con tains the follo wing �elds that y ou are required to �ll:

Grammaticalit y (y/n):

Meaning Preserv ation (0-3):

{ Please �ll the Grammaticalit y �eld with a \n" if ANY of the simpli�ed sen tences

are ungrammatical in y our judgemen t.

{ Please score the Meaning Preserv ation �eld b et w een 0 and 3. These v alues corre-

sp ond to:

0: The information con ten t (predicativ e meaning) of the simpli�ed sen-

tences di�ers from that of the original.

1: The information con ten t of the simpli�ed sen tences is the same as that

of the original. Ho w ev er, the authors in tensions for presen ting that in-

formation has b een drastically compromised, making the simpli�ed text

incoheren t.

2: The information con ten t of the simpli�ed sen tences is the same as

that of the original. Ho w ev er, the author's in tensions for presen ting that

information ha v e b een subtly altered, making the simpli�ed text sligh tly

less coheren t.

3: The simpli�ed text preserv es b oth meaning and coherence.

� If y ou answ ered \n" for grammaticalit y , use y our discretion for whether to answ er the

meaning preserv ation part. If the sen tence is completely garbled, ignore the meaning

part. But if theres a minor grammaticalit y problem, please answ er the meaning part.
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B Data Set for Evaluation

B.1 Data Set annotated with Results

1) Argen tina's former presiden t, Carlos Menem, w as last nigh t on the brink of thro wing in the to w el

on his re- election bid, as aides admitted that he w as ready to withdra w from this Sunda y's run-o�

v ote.

Argen tina's former presiden t w as Carlos Menem.

Argen tina's former presiden t w as last nigh t on the brink of thro wing in the to w el on

his re-election bid.

This w as as aides admitted that he w as ready to withdra w from this Sunda y's run-o�

v ote.

Grammaticalit y (y/n): n yy

27

Meaning Preserv ation (0-3):323

28

|||||||||||||{

2) Mr Menem, 72, w as exp ected to announce his decision this morning, after opinion p olls sho w ed

he w ould su�er a h umiliating defeat in the second round v ote against Nestor Kirc hner, a fello w

P eronist and a regional go v ernor.

Mr Menem, 72, w as exp ected to announce his decision this morning.

This w as after opinion p olls sho w ed he w ould su�er a h umiliating defeat in the second

round v ote against Nestor Kirc hner, a fello w P eronist and a regional go v ernor.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

3) But the extro v ert v eteran with a taste for y oung television starlets and exp ensiv e Italian sp orts

cars, quic kly slump ed in p olls for the run-o�, whic h predicted a 63 % v ote for Mr Kirc hner.

But the extro v ert v eteran with a taste for y oung television starlets and exp ensiv e Italian

sp orts cars, quic kly slump ed in p olls for the run-o�.

These p olls predicted a 63 % v ote for Mr Kirc hner.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):333

27

n yy represen ts the result where judge

1

decided no , judge

2

decided y es and judge

3

decided y es .

28

323 represen ts the result where judge

1

decided 3, judge

2

decided 2 and judge

3

decided 3.
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4) Some aides had suggested it w ould b e b etter to a v oid suc h a h umiliation, but not all agreed.

Some aides had suggested it w ould b e b etter to a v oid suc h a h umiliation.

But not all agreed.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

5) \I'm highly critical of the decision," said a top aide, Diego Guelar, a former am bassador to the

United States.

\I'm highly critical of the decision," said a top aide.

This top aide is Diego Guelar, a former am bassador to the United States.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

6) \It is time to bury old ghosts from the past," one said, although tacitly o�cials realise that

the mo v e will depriv e Mr Kirc hner of a strong election win whic h w ould ha v e strengthened his

legitimacy to lead Argen tina through troubled times.

\It is time to bury old ghosts from the past," one said.

But tacitly o�cials realise that the mo v e will depriv e Mr Kirc hner of a strong election

win.

This strong election win w ould ha v e strengthened his legitimacy to lead Argen tina

through troubled times.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):233

|||||||||||||{

7) He �rst rose to national prominence as a proteg of his part y's founder, General Juan P eron,

bac k in the early 1970s, when sp orting shoulder-length hair and bush y side-whisk ers, he b ecame

the y oung go v ernor of his northern pro vince of La Rio ja.

He �rst rose to national prominence as a proteg of his part y's founder, General Juan

P eron, bac k in the early 1970s.

This w as when sp orting shoulder-length hair and bush y side-whisk ers, he b ecame the

y oung go v ernor of his northern pro vince of La Rio ja.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):333

|||||||||||||{

8) Arrested in the blo o dy military coup of 1976, he w en t bac k in to p olitics after the return of

demo cracy in 1983, and w on the presiden tial elections of 1989, causing panic among Argen tina's

bank ers and businessmen who feared his p opulist leanings.
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Arrested in the blo o dy military coup of 1976, he w en t bac k in to p olitics after the return

of demo cracy in 1983, and w on the presiden tial elections of 1989, causing panic among

Argen tina's bank ers and some businessmen.

These Businessmen feared his p opulist leanings.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):330

|||||||||||||{

9) The sp ectacular �rst-term economic gro wth made him wildly p opular, but the high unemplo y-

men t and deep recession that follo w ed his re-election seemed to sp ell the end of his p olitical career

when he left o�ce in 1999.

The sp ectacular �rst-term economic gro wth made him wildly p opular, but the high

unemplo ymen t and deep recession that follo w ed his re-election seemed to sp ell the end

of his p olitical career.

This w as when he left o�ce in 1999.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):333

|||||||||||||{

10) His resignation also ended Mr Menem's long-c herished dream of matc hing the record of his

part y's founder General P eron, who w on the Argen tinian presidency three times.

His resignation also ended Mr Menem's long-c herished dream of matc hing the record

of his part y's founder General P eron.

General P eron w on the Argen tinian presidency three times.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

11) Mrs Fitzgerald, 60, said she and her h usband had gone to b ed at around 11pm last F rida y when

they heard a loud bang in their garage.

Mrs Fitzgerald, 60, said she and her h usband had gone to b ed at around 11pm last

F rida y .

This w as when they heard a loud bang in their garage.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):033

|||||||||||||{

12) Mrs Fitzgerald, who had come do wnstairs and w as standing b ehind her h usband at the time,

said : \It w as lik e something out of a horror mo vie, he w as bleeding so badly ."

Mrs Fitzgerald said : \It w as lik e something out of a horror mo vie, he w as bleeding so

badly ."

Mrs Fitzgerald had come do wnstairs and w as standing b ehind her h usband at the time.
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Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

13) She called an am bulance whic h to ok Mr Fitzgerald to W orcestershire Ro y al Hospital, W orcester,

but do ctors decided he needed plastic surgery in Birmingham.

An am bulance to ok Mr Fitzgerald to W orcestershire Ro y al Hospital, W orcester.

She called this am bulance.

But do ctors decided he needed plastic surgery in Birmingham.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):313

|||||||||||||{

14) W orcestershire Badger So ciet y put do wn Boris after catc hing him in a trap laid on the Fitzger-

alds' fron t la wn, but not b efore he had c hased pursuing p olice o�cer on to the b onnet of their

car.

W orcestershire Badger So ciet y put do wn Boris after catc hing him in a trap laid on the

Fitzgeralds' fron t la wn.

But not b efore he had c hased pursuing p olice o�cer on to the b onnet of their car.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):333

|||||||||||||{

15)

\I ha v e b een in v olv ed with badgers for 24 y ears and I ha v e nev er heard of an ything lik e this."

\I ha v e b een in v olv ed with badgers for 24 y ears.

I ha v e nev er heard of an ything lik e this."

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):333

|||||||||||||{

16) W ea v er said badgers w ere notoriously p o w erful animals and the inciden t sho w ed the folly of

trying to turn wild animals in to p ets.

W ea v er said badgers w ere notoriously p o w erful animals.

The inciden t sho w ed the folly of trying to turn wild animals in to p ets.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

17) Bet w een 40 and 50 p eople w ere feared dead to da y after a series of suicide b om b explosions

ro c k ed the Saudi capital, Riy adh, o v ernigh t.

Bet w een 40 and 50 p eople w ere feared dead to da y .

This w as after a series of suicide b om b explosions ro c k ed the Saudi capital, Riy adh,

o v ernigh t.
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Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

18) \It seems w e ha v e lost 10 Americans killed, man y other nationalities w ere also killed," the US

secretary of state, Colin P o w ell, told rep orters as he arriv ed at Riy adh airp ort earlier to da y , within

hours of the dev astating attac ks.

The US secretary of State is Colin P o w ell.

\It seems w e ha v e lost 10 Americans killed, man y other nationalities w ere also killed,"

the US secretary of state told rep orters.

This is as he arriv ed at Riy adh airp ort earlier to da y , within hours of the dev astating

attac ks.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):331

|||||||||||||{

19) One Australian man w as also killed and another injured in the four b om b blasts that ripp ed

through foreign housing comp ounds, according to the Australian go v ernmen t.

One Australian man w as also killed.

Another injured in some four b om b blasts.

These four b om b blasts ripp ed through foreign housing comp ounds, according to the

Australian go v ernmen t.

Grammaticalit y (y/n):nnn

Meaning Preserv ation (0-3):-21

|||||||||||||{

20) A Danish newspap er quoted Niels Jo ergen Sec her, a Danish do ctor at Riy adh's King F aisal

hospital, as sa ying b et w een 40 to 50 b o dies w ere brough t to his hospital.

A Danish newspap er quoted Niels Jo ergen Sec her as sa ying b et w een 40 to 50 b o dies

w ere brough t to his hospital.

Niels Jo ergen Sec her w as a Danish do ctor at Riy adh's King F aisal hospital.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

21)

\W e b eliev e there are a small n um b er of British nationals who ha v e b een injured, not seriously ."

\W e b eliev e there are a small n um b er of some British nationals.

These British nationals ha v e b een injured, not seriously ."

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):313

|||||||||||||{

22) Mr P o w ell w as greeted on his arriv al b y Prince Saud, the Saudi foreign minister, who expressed

his sorro w and v o w ed to co op erate with the United States in �gh ting terrorism.
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Mr P o w ell w as greeted on his arriv al b y Prince Saud, the Saudi foreign minister.

Prince Saud expressed his sorro w and v o w ed to co op erate with the United States in

�gh ting terrorism.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

23) No group has y et claimed resp onsibilit y for the attac ks, but Mr P o w ell said it b ore \all the

hallmarks" of al-Qaida and its Saudi-b orn leader, Osama bin Laden.

No group has y et claimed resp onsibilit y for the attac ks.

But Mr P o w ell said it b ore \all the hallmarks" of al-Qaida and its Saudi-b orn leader.

Its Saudi-b orn leader w as Osama bin Laden.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):221

|||||||||||||{

24) According to rep orts, securit y guards fough t a furious gun battle with the terrorists as they

tried to prev en t one of the attac ks.

According to rep orts, securit y guards fough t a furious gun battle with the terrorists.

This is as they tried to prev en t one of the attac ks.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):231

|||||||||||||{

25) Witnesses said they had heard three blasts, whic h sen t �reballs in to the nigh t sky ab o v e the

Gharnata, Ish biliy a and Cordoba comp ounds.

Witnesses said they had heard three blasts.

These three blasts sen t �reballs in to the nigh t sky ab o v e the Gharnata, Ish biliy a and

Cordoba comp ounds.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

26) T elevision pictures sho w ed scenes of dev astation as emergency v ehicles raced through Riy adh's

streets.

T elevision pictures sho w ed scenes of dev astation.

This w as as emergency v ehicles raced through Riy adh's streets.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

27) Cars and pic k-up truc ks with badly t wisted and still smouldering frames littered the three

comp ounds, whic h housed villas and four-storey blo c ks.
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Cars and pic k-up truc ks with badly t wisted and still smouldering frames littered the

three comp ounds.

These three comp ounds housed villas and four-storey blo c ks.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

28) \W e w ere sleeping when w e w ere w ok en up b y the sound of gun�re," he told the Arab News

newspap er.

\W e w ere sleeping.

This w as when w e w ere w ok en up b y the sound of gun�re," he told the Arab News

newspap er.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

29) \Momen ts later, a loud explosion w as heard follo w ed b y another, bigger explosion."

\Momen ts later, a loud explosion w as heard follo w ed b y another.

This loud explosion w as bigger explosion."

Grammaticalit y (y/n):nnn

Meaning Preserv ation (0-3):320

|||||||||||||{

30) The Saudi in terior minister, Prince Na y ef, told lo cal newspap ers the attac k ers could b e link ed

to the disco v ery of a large w eap ons cac he on Ma y 6.

The Saudi in terior minister told lo cal newspap ers the attac k ers could b e link ed to the

disco v ery of a large w eap ons cac he on Ma y 6.

This Saudi in terior minister w as Prince Na y ef.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

31) Tw o w eeks ago the United States said it w as remo ving virtually all forces from the kingdom as

they w ere no longer needed after the w ar in Iraq toppled Saddam Hussein.

Tw o w eeks ago the United States said it w as remo ving virtually all forces from the

kingdom.

This w as as they w ere no longer needed after the w ar in Iraq toppled Saddam Hussein.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

32) Last nigh t's attac ks thro w fresh doubt on the safet y of w esterners in Saudi Arabia, but they

also strengthen the case of six Britons held in Saudi o v er earlier b om b attac ks, a leading legal

campaigner said to da y .
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Last nigh t's attac ks thro w fresh doubt on the safet y of w esterners in Saudi Arabia.

But they also strengthen the case of six Britons held in Saudi o v er earlier b om b attac ks,

a leading legal campaigner said to da y .

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

33) In one of the attac ks Briton Christopher Ro dw a y , 47, w as killed when his car w as blo wn up.

In one of the attac ks Briton Christopher Ro dw a y , 47, w as killed.

This w as when his car w as blo wn up.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

34) A t least 60 p eople w ere killed after a gas explosion ripp ed through a coal mine in eastern China,

state television rep orted to da y .

A t least 60 p eople w ere killed.

This w as after a gas explosion ripp ed through a coal mine in eastern China, state

television rep orted to da y .

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):320

|||||||||||||{

35) Authorities said that another 23 miners w ere trapp ed 500 metres b elo w ground follo wing the

blast - but there w as little hop e for their surviv al.

Authorities said that another 23 miners w ere trapp ed 500 metres b elo w ground follo w-

ing the blast.

But there w as little hop e for their surviv al.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

36) An o�cial at the lo cal bureau in c harge of mines said rescuers had reco v ered 63 b o dies this

morning and there w as little hop e those missing w ould b e found aliv e after the explosion, the latest

ma jor acciden t in China's mining industry .

An o�cial at the lo cal bureau in c harge of mines said rescuers had reco v ered 63 b o dies

this morning.

There w as little hop e those missing w ould b e found aliv e after the explosion.

This explosion w as the latest ma jor acciden t in China's mining industry .

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):331
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37) \I think their c hance for surviv al is v ery small," the o�cial, who declined to giv e his name,

said.

\I think their c hance for surviv al is v ery small," the o�cial said.

This o�cial declined to giv e his name.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

38) State Administration of W ork Safet y said on its w ebsite that more than 100 w ork ers w ere in

the Luling coal mine in the cit y of Huaib ei, 420 miles south of Beijing, when the blast o ccurred at

4 : 13 p.m. ( 0813 GMT ) y esterda y .

Huaib ei is 420 miles south of Beijing.

State Administration of W ork Safet y said on its w ebsite that more than 100 w ork ers

w ere in the Luling coal mine in the cit y of Huaib ei.

This is when the blast o ccurred at 4 : 13 p.m. ( 0813 GMT ) y esterda y .

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):221

|||||||||||||{

39) The lo cal o�cial said the miners w ere w orking 500 metres to 600 metres b elo w the surface when

the explosion o ccurred.

The lo cal o�cial said the miners w ere w orking 500 metres to 600 metres b elo w the

surface.

This w as when the explosion o ccurred.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):233

|||||||||||||{

40) Explosions are common and often are blamed on a lac k of v en tilation to clear natural gas that

seeps out of the coal b ed.

Explosions are common and often are blamed on a lac k of v en tilation to clear natural

gas.

This natural gas seeps out of the coal b ed.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

41) The insp ectors' concerns are shared in ternationally and the British go v ernmen t has rep ort edly

o�ered to raise the matter with W ashington to try to get agreemen t on a return of the UN n uclear

insp ectors to Iraq.
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The insp ectors' concerns are shared in ternationally .

The British go v ernmen t has rep ortedly o�ered to raise the matter with W ashington to

try to get agreemen t on a return of the UN n uclear insp ectors to Iraq.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

42) The main w orry rev olv es around the fate of at least 200 radioactiv e isotop es whic h w ere stored

at the spra wling al- T u w aitha n uclear complex, 15 miles south of Baghdad.

The main w orry rev olv es around the fate of at least 200 radioactiv e isotop es.

These radioactiv e isotop es w ere stored at the spra wling al-T u w aitha n uclear complex.

This T u w aitha n uclear complex w as 15 miles south of Baghdad.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):331

|||||||||||||{

43) It has seen widespread lo oting, and rep orts from Baghdad sp eak of lo cals making o� with

barrels of ra w uranium and the isotop es whic h are mean t for medical or industrial use.

It has seen widespread lo oting, and rep orts from Baghdad sp eak of lo cals making o�

with barrels of ra w uranium and some isotop es.

These isotop es are mean t for medical or industrial use.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

44) \If this happ ened an ywhere else there w ould b e national outrage and it w ould b e the highest

priorit y ," said a senior source at the UN n uclear w atc hdog, the Vienna-based In ternational A tomic

Energy Agency .

\If this happ ened an ywhere else there w ould b e national outrage and it w ould b e the

highest priorit y ," said a senior source at the UN n uclear w atc hdog.

This Nuclear w atc hdog w as the Vienna-based In ternational A tomic Energy Agency .

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):322

|||||||||||||{

45) \The radioactiv e sources, some v ery p oten t ones, could get on to the blac k mark et and in to the

hands of terrorists planning dirt y-b om b attac ks," said Melissa Fleming, an IAEA sp ok esw oman.

\The radioactiv e sources, some v ery p oten t ones, could get on to the blac k mark et and

in to the hands of terrorists planning dirt y-b om b attac ks," said Melissa Fleming.

Melissa Fleming is an IAEA sp ok esw oman.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332
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46) The IAEA c hief, Mohammed El Baradei, has app ealed t wice to the US in the past mon th to

b e allo w ed to resume insp ections of the Iraqi n uclear sites.

The IAEA c hief has app ealed t wice to the US in the past mon th to b e allo w ed to

resume insp ections of the Iraqi n uclear sites.

This IAEA c hief is Mohammed El Baradei.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

47) The requests ha v e gone unansw ered, although the IAEA has forw arded details of susp ect n uclear

sites to the US.

The requests ha v e gone unansw ered.

But the IAEA has forw arded details of susp ect n uclear sites to the US.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):223

|||||||||||||{

48) On Monda y , Dr El Baradei raised the problem in London with the foreign secretary , Jac k Stra w,

who is said to ha v e b een \supp ortiv e and sympathetic".

On Monda y , Dr El Baradei raised the problem in London with the foreign secretary .

This foreign secretary w as Jac k Stra w.

This foreign secretary is said to ha v e b een \supp ortiv e and sympathetic".

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):331

|||||||||||||{

49) Mark Gv ozdec ky , the c hief IAEA sp ok esman, said : If this w as happ ening an ywhere else in the

w orld, w e w ould insist on an immediate insp ection.

Mark Gv ozdec ky said: If this w as happ ening an ywhere else in the w orld, w e w ould

insist on an immediate insp ection.

Mark Gv ozdec ky w as the c hief IAEA sp ok esman.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):232

|||||||||||||{

50) It has b een more than a mon th since the initial rep orts of lo oting, more than a mon th since US

forces to ok con trol.

It has b een more than a mon th since the initial rep orts of lo oting, more than a mon th.

This is since US forces to ok con trol.
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Grammaticalit y (y/n):nn y

Meaning Preserv ation (0-3):322

|||||||||||||{

51) An anaesthetist who m urdered his girlfriend with a Kalashnik o v souv enir of his da ys as an SAS

tro op er, w as struc k o� the medical register y esterda y , �v e y ears later.

An anaesthetist, w as struc k o� the medical register y esterda y , �v e y ears later.

This anaesthetist m urdered his girlfriend with a Kalashnik o v souv enir of his da ys as

an SAS tro op er.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):223

|||||||||||||{

52) A hearing of the General Medical Council, con v ened after the app eal court in Marc h had upheld

his m urder con viction and life sen tence, dealt rapidly with the case.

A hearing of the General Medical Council, con v ened.

This is after the app eal court in Marc h had upheld his m urder con viction and life

sen tence, dealt rapidly with the case.

Grammaticalit y (y/n):n yn

Meaning Preserv ation (0-3):130

|||||||||||||{

53) Shanks used the automatic ri
e to kill n urse Vic ky Fletc her, 21, when she ended their relation-

ship at P on tefract general hospital, W est Y orkshire, in Ma y 1998.

Shanks used the automatic ri
e to kill n urse Vic ky Fletc her, 21.

This w as when she ended their relationship at P on tefract general hospital, W est Y ork-

shire, in Ma y 1998.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):330

|||||||||||||{

54) A cro wn court jury heard ho w he am bushed her and shot her as she tried to escap e - then dro v e

o�, apparen tly without emotion.

A cro wn court jury heard ho w he am bushed her and shot her.

This w as as she tried to escap e - then dro v e o�, apparen tly without emotion.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):210

|||||||||||||{

55) Although the t w o coun tries ha v e not had diplomatic relations since the US-bac k ed shah w as

o v erthro wn in 1979, o�cials on b oth sides ha v e ac kno wledged that ongoing lo w-k ey talks on regional

issues and Iran's n uclear programme will resume this mon th.

The t w o coun tries ha v e not had diplomatic relations since the US-bac k ed shah w as

o v erthro wn in 1979.
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But o�cials on b oth sides ha v e ac kno wledged that ongoing lo w-k ey talks on regional

issues and Iran's n uclear programme will resume this mon th.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

56) The in
uen tial former presiden t, Hashemi Rafsanjani, recen tly ev en suggested a referendum

on restoring diplomatic relations, creating a stir in a coun try where state television still refers to

America as the \Great Satan".

The in
uen tial former presiden t recen tly ev en suggested a referendum on restoring

diplomatic relations, creating a stir in a coun try where state television still refers to

America as the \Great Satan".

This in
uen tial former presiden t w as Hashemi Rafsanjani.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):233

|||||||||||||{

57) The US secretary of state, Colin P o w ell, said at the w eek end that resuming diplomatic relations

w as not on the table, but that the go v ernmen ts w ere sp eaking \in ligh t of the c hanged strategic

situation".

The US secretary of state is Colin P o w ell.

This US secretary of state said at the w eek end that resuming diplomatic relations w as

not on the table, but that the go v ernmen ts w ere sp eaking \in ligh t of the c hanged

strategic situation".

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

58) One former mem b er of the establishmen t, Ay atollah Hosein Ali Mon tazeri, who has b ecome its

most prominen t critic, dared to sa y in public that the clerical leadership could face the same fate

as Saddam Hussein if it con tin ued its auto cratic w a ys.

One former mem b er of the establishmen t dared to sa y in public that the clerical lead-

ership could face the same fate as Saddam Hussein if it con tin ued its auto cratic w a ys.

This former mem b er w as Ay atollah Hosein Ali Mon tazeri.

This former mem b er has b ecome its most prominen t critic.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):222

|||||||||||||{

59) The hardliners, who ha v e blo c k ed attempts at reform b y Presiden t Mohammad Khatami and

his allies, ha v e dra wn a di�eren t lesson from the Iraq con
ict.

The hardliners ha v e dra wn a di�eren t lesson from the Iraq con
ict.

These hardliners ha v e blo c k ed attempts at reform b y Presiden t Mohammad Khatami

and his allies.
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Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):313

|||||||||||||{

60) In recen t w eeks the judiciary and securit y services ha v e targeted indep enden t journalists who

turned to the in ternet after their newspap ers w ere sh ut do wn, sub jecting them to deten tion without

trial and in terrogation.

In recen t w eeks the judiciary and securit y services ha v e targeted some indep enden t

journalists w ere sh ut do wn, sub jecting them to deten tion without trial and in terroga-

tion.

These indep enden t journalists turned to the in ternet after their newspap ers.

Grammaticalit y (y/n):nnn

Meaning Preserv ation (0-3):-00

|||||||||||||{

61) Earlier this mon th, MPs w ere told their commen ts w ould b e \monitored" to safeguard national

securit y , a clear message aimed at in timidating reformists, who form a ma jorit y in parliamen t.

Earlier this mon th, MPs w ere told their commen ts w ould b e \monitored" to safeguard

national securit y , a clear message aimed at in timidating reformists.

These Reformists form a ma jorit y in parliamen t.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

62) Ahmad Jannati, a leading cleric, told w orshipp ers this mon th : \Iraqis will ev en tually reac h

the conclusion that the only w a y to oust Americans is an in tifada."

Ahmad Jannati is a leading cleric.

Ahmad Jannati told w orshipp ers this mon th :

\Iraqis will ev en tually reac h the conclusion that the only w a y to oust Americans is an

in tifada."

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

63) Ho w ev er, the most serious threat in a p ost-Saddam w orld ma y come from Iraq's dorman t

oil�elds, whic h are already attracting the in terest of foreign oil companies.

Ho w ev er, the most serious threat in a p ost-Saddam w orld ma y come from Iraq's dor-

man t oil�elds.

Iraq's dorman t oil�elds are already attracting the in terest of foreign oil companies.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

64) The reviv al of Iraq's oil industry could ev en tually driv e do wn oil prices, p ossibly triggering a

so cial crisis in Iran, whic h relies on its oil income to k eep the econom y a
oat.
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The reviv al of Iraq's oil industry could ev en tually driv e do wn oil prices, p ossibly trig-

gering a so cial crisis in Iran.

Iran relies on its oil income to k eep the econom y a
oat.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

65) British em bassy o�cials w ere in Israel to da y conducting inquiries after the b o dy w as disco v ered

y esterda y , the F oreign O�ce said.

British em bassy o�cials w ere in Israel to da y conducting inquiries.

This w as after the b o dy w as disco v ered y esterda y , the F oreign O�ce said.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):231

|||||||||||||{

66) Sharif, 27, is though t to ha v e b een the accomplice of fello w Briton Asif Hanif, 21, who died

after setting o� explosiv es during the attac k in T el Aviv, whic h killed three p eople.

Sharif, 27, is though t to ha v e b een the accomplice of fello w Briton Asif Hanif, 21.

This accomplice died after setting o� explosiv es during the attac k in T el Aviv.

T el Aviv killed three p eople.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):000

|||||||||||||{

67) Israeli authorities ha v e b een h un ting Sharif since he v anished from the scene of the b om bing

on April 30, outside Mik e's Place, a busy sea-fron t bar.

Israeli authorities ha v e b een h un ting Sharif.

This is since he v anished from the scene of the b om bing on April 30, outside Mik e's

Place.

Mik e's Place w as a busy sea-fron t bar.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

68) It is though t he w as carrying an explosiv e b elt that failed to detonate.

It is though t he w as carrying an explosiv e b elt.

This explosiv e b elt failed to detonate.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

69) British in telligence is helping Israel with its in v estigation in to the attac k, whic h w as carried

out hours after the P alestinian Authorit y installed Mahmoud Abbas as its �rst prime minister.
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British in telligence is helping Israel with its in v estigation in to the attac k.

This attac k w as carried out hours after the P alestinian Authorit y installed Mahmoud

Abbas as its �rst prime minister.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):233

|||||||||||||{

70) Sharif, describ ed b y friends and neigh b ours as p olite and caring as a c hild, w as a public sc ho ol-

b o y who w en t to univ ersit y in London, but is b eliev ed to ha v e b een radicalised b y the teac hings of

an extreme cleric at Finsbury P ark mosque and the al-Muha jiroun group.

Sharif, describ ed b y friends and neigh b ours as p olite and caring as a c hild, w as a public

sc ho olb o y , but is b eliev ed to ha v e b een radicalised b y the teac hings of an extreme cleric

at Finsbury P ark mosque and the al-Muha jiroun group.

This public sc ho olb o y w en t to univ ersit y in London.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):222

|||||||||||||{

71) Sharif 's brother, Zahid Hussain Sharif, 36, his wife, T ahira Shad T abassum, 27, and P arv eef,

who are all from Derb yshire, are also accused of failing to pass on information to the authorities

whic h ma y ha v e prev en ted a terrorist act.

Sharif 's brother, Zahid Hussain Sharif, 36, his wife, T ahira Shad T abassum, 27, and

P arv eef, who are all from Derb yshire, are also accused of failing to pass on information

to some authorities.

These authorities ma y ha v e prev en ted a terrorist act.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):200

|||||||||||||{

72) More than 100 ha v e signed a p etition protesting at the place where the So viet leaders Lenin,

Stalin, and Brezhnev, and the pioneer cosmonaut Y uri Gagarin, lie buried in Mosco w b eing used

for a ro c k concert whic h carries, they sa y , \a co v ert p olitical meaning".

More than 100 ha v e signed a p etition protesting at the place where the So viet leaders

Lenin, Stalin, and Brezhnev, and the pioneer cosmonaut Y uri Gagarin, lie buried in

Mosco w b eing used for a ro c k concert.

This ro c k concert carries, they sa y , \a co v ert p olitical meaning".

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

73) W e a w ait his answ er and hop e he will c hange his mind.

W e a w ait his answ er.

And hop e he will c hange his mind.
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Grammaticalit y (y/n):n yy

Meaning Preserv ation (0-3):333

|||||||||||||{

74) The Beatles w ere censored b y Brezhnev's go v ernmen t, whic h w ould only let the So viet press

criticise ro c k m usic, derided as the \b elc h of w estern culture".

The Beatles w ere censored b y Brezhnev's go v ernmen t derided as the \b elc h of w estern

culture".

Brezhnev's go v ernmen t w ould only let the So viet press criticise ro c k m usic.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):320

|||||||||||||{

75) Sir P aul's second group, Wings, w as also criticised, but p erhaps b ecause So viet m usical tastes

had impro v ed.

Sir P aul's second group, Wings, w as also criticised.

But p erhaps b ecause So viet m usical tastes had impro v ed.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

76) It is 35 y ears since The Beatles recorded Bac k in the USSR, whic h con tained the premature

lines : \W ell, the Ukraine girls really kno c k me out. They lea v e the W est b ehind."

It is 35 y ears.

This is since The Beatles recorded Bac k in the USSR.

The USSR con tained the premature lines :.

\W ell, the Ukraine girls really kno c k me out.

They lea v e the W est b ehind"

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):000

|||||||||||||{

77) P olice ha v e reco v ered the car used b y gunmen who m urdered t w o teenagers as they celebrated

new y ear in Birmingham, the detectiv e leading the in v estigation said to da y .

P olice ha v e reco v ered the car used b y gunmen who m urdered t w o teenagers.

This is as they celebrated new y ear in Birmingham, the detectiv e leading the in v esti-

gation said to da y .

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):111

|||||||||||||{

78) Tw o shell casings used in the w eap on whic h shot dead Charlene Ellis, 18, and 17-y ear -old

Letisha Shak esp eare, w ere found in the burn t-out red F ord Mondeo, detectiv e sup erin tenden t Da v e

Mir�eld, of W est Midlands p olice, told rep orters.
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Tw o shell casings used in a w eap on, w ere found in the burn t-out red F ord Mondeo,

detectiv e sup erin tenden t Da v e Mir�eld, of W est Midlands p olice, told rep orters.

This w eap on shot dead Charlene Ellis, 18, and 17-y ear -old Letisha Shak esp eare.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):333

|||||||||||||{

79) The car, registration n um b er P 941 UTG, w as b ough t from a Northamptonshire motor trader on

Decem b er 31 last y ear, t w o da ys b efore the sho oting, whic h happ ened at the rear of a hairdresser's

salon in Birc h�eld Road, Aston.

The car w as registration n um b er P 941 UTG.

This car w as b ough t from a Northamptonshire motor trader on Decem b er 31 last y ear.

Decem b er 31 last y ear w as t w o da ys b efore the sho oting.

This sho oting happ ened at the rear of a hairdresser's salon in Birc h�eld Road, Aston.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):323

|||||||||||||{

80) It w as an extremely detailed searc h of that v ehicle whic h reco v ered those bullets.

It w as an extremely detailed searc h of that v ehicle.

This extremely detailed searc h reco v ered those bullets.

Grammaticalit y (y/n):yyn

Meaning Preserv ation (0-3):301

|||||||||||||{

81) They paid cash for the v ehicle, whic h w as in \sho wro om" condition.

They paid cash for the v ehicle.

This cash w as in \sho wro om" condition.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):030

|||||||||||||{

82) Airp ort op erator BAA to da y lost its imm unit y from hostile tak eo v er when an EU court ruling

struc k do wn the go v ernmen t's \golden share" in the compan y .

Airp ort op erator BAA to da y lost its imm unit y from hostile tak eo v er.

This w as when an EU court ruling struc k do wn the go v ernmen t's \golden share" in the

compan y .

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

83) BAA, whic h op erates Heathro w and six other ma jor airp orts, said that it w ould not opp ose

the go v ernmen t getting rid of its \golden share".
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BAA said that it w ould not opp ose the go v ernmen t getting rid of its \golden share".

BAA op erates Heathro w and six other ma jor airp orts.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

84) BAA has b ene�ted from sp ecial go v ernmen t protection since it w as priv atised in 1987.

BAA has b ene�ted from sp ecial go v ernmen t protection.

This is since it w as priv atised in 1987.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):233

|||||||||||||{

85) According to BAA o�cials, it has b een exercised once, when one shareholder attempted to

obtain more than 15 % of its shares.

According to BAA o�cials, it has b een exercised once.

This is when one shareholder attempted to obtain more than 15 % of its shares.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):231

|||||||||||||{

86) T o da y's rulings could lead to an increase in mergers and acquisitions in the EU as it seeks to

disman tle restriction on the free mo v emen t of capital within the single Europ ean mark et.

T o da y's rulings could lead to an increase in mergers and acquisitions in the EU.

This is as it seeks to disman tle restriction on the free mo v emen t of capital within the

single Europ ean mark et.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

87) The latest cases follo w ed landmark judgmen ts last June, when the Europ ean court of justice

struc k do wn a golden share held b y the F renc h go v ernmen t.

The latest cases follo w ed landmark judgmen ts last June.

This w as when the Europ ean court of justice struc k do wn a golden share held b y the

F renc h go v ernmen t.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

88) It had signalled its willingness to surrender its golden shares in priv atised �rms, but the failure

to sp ecify ho w or when p ersuaded the commission to force its hand.

It had signalled its willingness to surrender its golden shares in priv atised �rms.

But the failure to sp ecify ho w or when p ersuaded the commission to force its hand.
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Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

89) State tro op ers in T exas w ere h un ting y esterda y for some of the 59 Demo cratic state legislators

who w en t in to hiding to a v oid v oting on measures they sa y w ould aid their Republican opp onen ts.

State tro op ers in T exas w ere h un ting y esterda y for some of some 59 Demo cratic state

legislators.

These 59 Demo cratic state legislators w en t in to hiding to a v oid v oting on measures

they sa y w ould aid their Republican opp onen ts.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

90) The Demo crats, mem b ers of the T exas House of Represen tativ es in Austin, executed their

secretly co ordinated plan late on Sunda y , v anishing in order to prev en t the legislativ e b o dy from

reac hing a quorum.

The Demo crats executed their secretly co ordinated plan late on Sunda y , v anishing in

order to prev en t the legislativ e b o dy from reac hing a quorum.

The Demo crats w ere mem b ers of the T exas House of Represen tativ es in Austin.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{

91) They said their aim w as to frustrate a bill whic h w ould help Republicans b y redra wing con-

stituency b oundaries, along with other prop osals for sp ending cuts whic h they argued w ould harm

the p o or.

They said their aim w as to frustrate a bill.

This bill w ould help Republicans b y redra wing constituency b oundaries, along with

other prop osals for sp ending cuts whic h they argued w ould harm the p o or.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):131

|||||||||||||{

92) T om Craddic k, the Republican sp eak er of the house, ordered tro op ers to �nd the Demo crats

and bring them bac k, utilising a la w whic h allo ws mem b ers delib erately breaking quorums to b e

arrested.

T om Craddic k, the Republican sp eak er of the house, ordered tro op ers to �nd the

Demo crats and bring them bac k, utilising a la w.

This la w allo ws mem b ers delib erately breaking quorums to b e arrested.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

93) \W e refuse to participate in an inheren tly unfair pro cess that slams the do or of opp ortunit y in

the face of T exas v oters."
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\W e refuse to participate in an inheren tly unfair pro cess.

This inheren tly unfair pro cess slams the do or of opp ortunit y in the face of T exas

v oters."

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):332

|||||||||||||{

94) There are some issues that are imp ortan t to us, imp ortan t to all T exans.

There are some issues.

These issues are imp ortan t to us, imp ortan t to all T exans.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):331

|||||||||||||{

95) New Mexico's attorney-general, P atricia Madrid, wrote in her reply that she did not think the

w arran ts could b e executed.

New Mexico's attorney-general wrote in her reply that she did not think the w arran ts

could b e executed.

Mexico's attorney-general w as P atricia Madrid.

Grammaticalit y (y/n):yyy

Meaning Preserv ation (0-3):333

|||||||||||||{



178 B . Data Set for Ev aluation



A uthor Index

Anderson, Ric hard 6

Arc hibald, Jac kie 13 , 120 , 124

Baldwin, Brec k 13 , 50

Barbu, Catalina 37 , 48 , 50

Barzila y , Regina 33

Bec kwith, Ric hard 13 , 22 , 52

Bern th, Arendse 7

Boguraev, Branimir 36 { 38 , 50

Brennan, Susan E. 36

Brisco e, T ed 12 , 35 , 39 , 51 , 57 , 58 , 62 , 63 ,

140 , 142

Bro oks, James 51

Canning, Yv onne 1 , 11 { 14 , 50 , 120 , 124

Can ter, Gerald 5

Caplan, Da vid 3 , 5

Carletta, Jean 69

Carlson, Andrew J. 54

Carp en ter, P atricia 4 , 6

Carreras, Xa vier 62 , 63

Carroll, John 1 , 11 , 12 , 35 , 39 , 51 , 57 , 58 ,

62 , 63 , 140 , 142

Castellan, N. John Jr. 69

Chandrasek ar, Raman 7 , 10 , 11 , 140

Charniak, Eugene 36 , 37 , 39 , 43

Clahsen, Harald 57 , 152

Clark, Stephen 51 , 52 , 147

Clifton, Charles 57 , 152

Co c hran, William 143

Collins, Mic hael 39 , 51

Cop estak e, Ann 39 , 89 , 142

Cra wley , Ros 13 , 120 , 124

Crouc h, Ric hard 9 , 10

Cuetos, F ernando 57 , 152

Cum b y , Chad M. 54

Dale, Rob ert 34 , 104 , 109 , 111

Daneman, Meredyth 6

Devlin, Siobhan 1 , 11 { 13 , 32

Doran, Christine 7 , 10 , 11 , 140

Edm undson, H. P . 32 , 152

Elhadad, Mic hael 10

F ellbaum, Christiane D. 13 , 22 , 52

F elser, Claudia 57 , 152

F ernandez, Ev a 57 , 152

Flesc h, Rudolf 134 , 136 , 137

F razier, Lyn 57 , 152

F reeb o dy , P eter 6

F riedman, Marilyn W. 36

Galliers, Julia 127

Ge, Niyu 36 , 37 , 43

Gerb er, Laurie 7 , 150

Gilb o y , Elizab eth 57 , 152

Gilliland, John 133



180 Author Index

Graham, Jonathan 39 , 142

Green baum, Sidney 52 , 62 , 63

Grefenstette, Gregory 8 { 10

Gross, Derek 13 , 22 , 52

Gross, Reb ecca 57 , 152

Grosz, Barbara 16 , 17 , 109

Gro v er, Claire 24 , 35

Haddo c k, Nic holas 111

Ha jico v a, Ev a 109

Hale, John 36 , 37 , 43

Hallida y , Mic hael A.K. 15 , 20

Hasan, Ruqaiy a 15 , 20

Hatc her, C.W. 5

Hen tenryc k, P V an 81

Hoard, James 7

Hobbs, Jerry R. 36

Holzhauser, Kim 7

Ho vy , Eduard 7 , 33 , 150

Joshi, Ara vind 11 , 16 , 17 , 109

Just, Marcel Adam 4

Ka ji, Nobuhiro 32

Ka w ahara, Daisuk e 32

Kendall, J. 6

Kennedy , Christopher 36 { 38 , 50

King, T racy H. 9 , 10

Knigh t, Kevin 9 , 10

Krahmer, Emiel 109 , 111 , 112

Kukic h, Karen 10 , 32 , 151

Kurohash, Sadao 32

Lappin, Shalom 19 , 20 , 36 , 38 , 42 , 45 , 47 ,

50 , 51

Leass, Herb ert 19 , 20 , 36 , 38 , 42 , 45 , 47 , 50 ,

51

Leec h, Geo�rey 52 , 62 , 63

Lin, Chin-Y ew 33

Luhn, Hans P eter 32 , 152

Mani, Inderjeet 33

Mann, William C. 20 , 21 , 98

Marcu, Daniel 9 , 10 , 21 , 77 , 78

Marinis, Theo dore 57 , 152

M� arquez, Lu � �s 62 , 63

Mason, J. 6

Matheson, Colin 24 , 35

Ma ybury , Mark 33

McKeo wn, Kathleen 10 , 32 , 151

Mikheev, Andrei 24 , 35

Miller, George A. 13 , 22 , 52

Miller, Katherine 13 , 22 , 52

Minnen, Guido 1 , 11 , 12 , 39 , 142

Mitc hell, Don 57 , 152

Mitk o v, Ruslan 36 , 37 , 48 , 50

Miy ak e, Akira 4

Mo ens, Marc 24 , 35

Nun b erg, Geo�rey 51 , 58

Osman, Liesl 8 , 97

P arr, S. 3 , 5

P aul, P eter V. 3 , 4 , 6

P earce, Darren 11

P ollard, Carl 36

P ollo c k, Joseph 32

P o w er, Des 4

P o w er, Ric hard 102 , 103

Preiss, Judita 37 , 39 , 40 , 50

Quigley , Stephen P . 3 , 4 , 6

Quinlan, Philip 13

Quirk, Randolph 52 , 62 , 63



Author Index 181

Rath, G. J. 152

Ratnaparkhi, Adw ait 51

Reiter, Eh ud 8 , 34 , 97 , 104 , 108 , 111

Resnic k, A 152

Riezler, Stefan 9 , 10

Robbins, Nancy Lee 5

Rob erts, Leah 57 , 152

Rob ertson, R 8

Robin, Jacques 10 , 32 , 151

Rosen, Je� L. 54

Roth, Dan 54

Sato, Satoshi 32

Sa v age, T. R. 152

Sha w, James 151

Shew an, Cyn thia 5

Siddharthan, Adv aith 27 , 35 , 89

Sidner, Candace 16

Siegel, Sidney 69

Snedecor, George 143

Sop ena, Josep 57 , 152

Sparc k Jones, Karen 33 , 127

Sriniv as, Bangalore 7 , 10 , 11 , 140

Steink amp, M.W. 4

Strub e, Mic hael 19 , 20

Sv artvik, Jan 52 , 62 , 63

T ait, John 1 , 11 { 13 , 120 , 124

T etreault, Jo el 18 , 36

Theune, Mari • et 109

Thompson, Henry 34

Thompson, Sandra A. 20 , 21 , 98

v an Erk, Sebastiaan 111 , 112

V erleg, Andr � e 111 , 112

W einstein, Scott 16 , 17 , 109

W eir, Da vid 51 , 52 , 147

Williams, Sandra 8 , 97

W o jcik, Ric hard 7

Zaenen, Annie 9 , 10

Zamora, An tonio 32



182 Author Index



Index

absolute an teceden t, 48

adjectiv e classi�cation, 23 , 105

agen tless, 13

agreemen t features, 42 , 43 , 52

algorithm

for generating referring expressions, 113

for pronoun resolution, 38

for R C b oundaries, 59, 60

for sen tence ordering, 94

for transformation mo dule, 82

analysis, 35

in arc hitecture, 27

sp eci�cation for mo dule, 28

anaphoric p ost-pro cessor, 122 , 126

anaphoric structure, 119

animacy , 54

aphasia, 5

app osition, se e app ositiv es

app ositiv es, 62 , 74

attac hmen t, 66

b oundaries, 63

arc hitecture, 27

design ob jectiv es, 3

extensions, 31

attac hmen t, 51 , 54

atten tional state, 16 , 89 , 91 , 120 , 123

in cen tering theory , 16

in salience mo dels, 19

attribute selection, 104

attribute v alue matrix, 104

authoring aids

con trolled generation, 7

readabilit y form ulae, 136

automatically induced rules, 11

A VM, 104

bac kw ard-lo oking cen ter, 17

b eginning readers, 6

binary features, 54

binding constrain ts, 44

cen ter con tin uation, 18

cen ter retaining, 18

cen ter shift, 18

cen tering, 16 , 95 , 97 , 109

cen tering rules, 18

cen tering transitions, 18

Chicago, 117

c hromosome No. 13, 15 , 91 , 125

clause b oundaries

conjoined clauses, 66

relativ e clauses, 58

coherence, 121

in cen tering, 17

in RST, 20

cohesion, 15 , 89 , 121 , 130

anaphoric, 90 , 126

conjunctiv e, 90 , 125

comprehension, 133

comprehension skills, 109

computational complexit y

of generating referring expressions, 108

concession relation, 21



184 Index

conclusions, 145

con
ation, 10

conjunction, 66 , 72

connectedness, 16 , 95, 96

constrain t satisfaction problem, 81 , 101

constrain t-set, 83 , 92–94

constrain ts, se e constrain t-set

con ten t con
ation, 10

con tin uation, 18

con trast set, 104 , 110

con trastiv e quotien t, 105

con trolled generation, 7

con v ersational implicatures, 90 , 103

corpus

for pronoun resolution, 45

of Guardian news rep orts, 69

P enn WSJ T reebank, se e P enn T reebank

corpus annotation, 46

correctness, 127

cross-v alidation, 47

cue-phrases, 21

cue-w ord selection, 90 , 97

cue-w ords, 21

Da vid Bec kham, 122

deafness, 4

depth of analysis, 35

depth-�rst order, 79

determiner c hoice, 90 , 98

discourse plan, 112, 113

discourse structure, 102

discourse theories, 16

discriminating p o w er, 105

discriminating quotien t, 106 , 113

distractors, 104

do cumen t planning, 34

dogs, 106 , 109

Dr. Kn udson, 15 , 91 , 125

EasyEnglish, 7

elab oration relation, 76

end-user trials

in PSET, 14

Ev al-Absolute, 48

Ev al-Salience, 48

ev aluation, 127

of app ositiv e attac hmen t, 66

comparing R C attac hmen t metho ds, 57

lev el of simpli�cation, 137

of analysis mo dule, 68

of app ositiv e iden ti�cation, 65

of conjoined clause iden ti�cation, 68

of conjunctiv e cohesion, 99

of correctness, 127

of grammatical relations, 39

of net w ork on R C attac hmen t, 56

of pronominal p ost-pro cessor, 124

of pronoun resolution, 48

of R C attac hmen t, 53

of referring expression generation, 118

of relativ e clause b oundaries, 61

extrinsic ev aluation, 127 , 139

features, 54

Flesc h readabilit y form ula, 2 , 14 , 134

applicabilit y for simpli�ed text, 137


uency , 133

forw ard-lo oking cen ter, 17

future w ork, 150

generation, 33, 34

grade lev el, 134

grammatical relations, 38–42 , 140–143

grammaticalit y , 128, 129

graph-theoretic approac h, 111

GRs, se e grammatical relations

handcrafted rules, 11

hard constrain ts, 81 , 88 , 92–93

ICONOCLAST, 102



Index 185

immediate an teceden t, 48

incremen tal algorithm, 104

inferring agreemen t v alues, 43

in�x conjunction, 67

information fusion, 33

in ten tional structure, 16

in terest, 133

in terface

analysis{transformation, 28

transformation{regeneration, 75 , 85

in ternal represen tations, 30

in terpretation, 33

in trinsic ev aluation, 127

k appa, 69

Lappin and Leass algorithm, 19

left-righ t order, 78

lexical simpli�cation, 13 , 14 , 32

lexicalisation, 54

limited c hannel devices, 7

linguistic realisation, 34 , 105

linguistic structure, 16

literacy assessmen t, 8

lo cal attac hmen t, 57

lo cal pronominal coherence, 122

lo w reading ages, 6

L T TTT, 24 , 35

mac hine learning, 54

meaning, 129

microplanning, 34

Mr. An thon y , 15 , 71 , 79 , 88

Mr. Barshak, 121

MultiGen, 33

NewsBlaster, 33

NLG, 34

nominal attributes, 112 , 116

non-incremen talit y

of referring expression algorithms, 111

of cen tering, 18

noun c h unking, 24

noun classi�cation, 23

n uclearit y , 20

n ucleus, 76

ob jectiv es, 3

outline of thesis, 25

paraphrasing, 10

paren thetical units, 77 , 93

parser throughput, 140

parsing, 7 , 35

part-of-sp eec h tagging, 24

partial app osition, 63

passiv e v oice, 13

P enn T reebank, 55 , 57 , 61 , 65 , 68 , 119

pleonastic pronouns, 50

p o or readers, 6

PP-attac hmen t, 51

pre�x conjunction, 67

prep ositional phrase attac hmen t, 51

prep ositional preferences, 57

prep ositional selection, 54

program trading, 15 , 71 , 79 , 88

pronominal coherence, 121

pronominal cohesion, 121

pronominal use, 91

pronominalisation, 120

pronoun replacemen t, 122

in PSET, 14

pronoun resolution, 36

using cen tering, 18

using salience, 19

PSET, 1 , 12

psyc holinguistic studies, 57

purc hasing agen ts, 117

question-answ ering tec hniques, 133

queue data-structure, 84



186 Index

RASP , 140–143

readabilit y , 2 , 133

readabilit y form ulae, 2 , 133

reading age, 134

reading ease score, 134

reference mo di�cation, 108

referring expression generation, 90 , 103

regeneration, 89

in arc hitecture, 29

relation selection, 110 , 113

relativ e clause, 73

deciding attac hmen t, 51

deciding b oundaries, 59, 60

restrictiv e app osition, 63

retaining, 18

rhetorical parsing, 77

rhetorical relations, se e RST

rhetorical structure theory , se e RST

rhetorical structure tree, 21

RST, 20 , 75 , 77 , 89 , 92

cue-w ord selection, 97

list of relations used, 76

preserving relations, 91

salience, 19 , 45 , 53 , 120

in pronoun resolution, 36

in referring expression generation, 109

salience factors, 45

satellite, 76

sc hema, 21

seman tic parit y , 128

sen tence aggregation, 151

sen tence b oundary disam biguator, 24

sen tence ordering, 71 , 90 , 91

sen tence shortening, 8 , 152

shift, 18

similarit y quotien t, 105

simpli�cation rules, 72

app ositiv es, 74

automatically induced, 11

conjunction, 72

hand crafted, 11, 12

relativ e clauses, 73

smoking-cessation letters, 8

SNoW, 54

soft constrain ts, 81 , 93

stages, 27

STOP , 8

strict app osition, 63

structural disam biguation, 51

sub jectiv e judgemen ts, 133

sub ordination, 67

summarisation, 7, 8 , 151

arc hitecture, 32

SUMMARIST, 33

sup ertagger, 11

syn tactic simpli�cation

de�nition, 14

syn tax �lter

for relativ e pronouns, 52

for third p erson pronouns, 44

syn thesis, 33

SYSTRAN, 150, 151

telegraphic reduction, 9

temp oral adjuncts, 42

text planning, 101

text simpli�cation, 1 , 10, 11 , 14

text structure, 102

texture, 89

tf*idf, 152

theory of simpli�cation, 15

top-do wn order, 79 , 91

training phase, 46

transformation, 71

in arc hitecture, 29

transformation order, 71 , 78

translation, 7 , 150

TTT, se e L T TTT



Index 187

uni�cation, 12

uses of simpli�cation, 3

w eak app osition, 63

w eak constrains, 88

WINNO W, 54

w ord-pro cessing skills, 6

W ordNet, 22 , 44 , 47 , 50 , 54

w orking memory , 6

WSJ T reebank, se e P enn T reebank



188 Index



References 189

R efer enc es

Ric hard Anderson and P eter F reeb o dy . 1981. `V o cabulary Kno wledge'. In John Guthrie,

editor, Compr ehension and T e aching: R ese ar ch R eviews , pages 77{117. In ternational Read-

ing Asso ciation, New ark, DE.

Ric hard Anderson. 1981. `A prop osal to con tin ue a cen ter for the study of reading'.

T ec hnical Rep ort 487, Univ ersit y of Illinois, Cen ter for the Study of Reading, Urbana-

Champaign.

Brec k Baldwin. 1997. `CogNIA C: High precision coreference with limited kno wledge

and linguistic resources'. In Pr o c e e dings of the A CL Workshop on Op er ational F actors in

Pr actic al, R obust A naphor a r esolution for Unr estricte d T exts , Madrid, Spain. pages 38{45.

Catalina Barbu and Ruslan Mitk o v. 2001. `Ev aluation T o ol for Rule-based Anaphora

Resolution Metho ds'. In Pr o c e e dings of the 39th A nnual Me eting of the Asso ciation for

Computational Linguistics (A CL'01) , T oulouse, F rance. pages 34{41.

Regina Barzila y . 2003. Information F usion for Multido cument Summarization: Par a-

phr asing and Gener ation . Ph.D. thesis, Colum bia Univ ersit y , New Y ork.

Arendse Bern th. 1998. `EasyEnglish: Prepro cessing for MT'. In Pr o c e e dings of the Se c-

ond International Workshop on Contr ol le d L anguage Applic ations , Language T ec hnologies

Institute, Carnegie Mellon Univ ersit y , Pittsburgh, P ennsylv ania. pages 30{39.

Susan E. Brennan, Marilyn W. F riedman, and Carl P ollard. 1987. `A cen tering approac h

to pronouns'. In Pr o c. of the 25th A nnual Me eting of the Asso ciation for Computational

Linguistics (A CL'87) , Stanford, California. pages 155{162.

T ed Brisco e and John Carroll. 1993. `Generalised probabilistic LR parsing for uni�cation-

based grammars'. Computational Linguistics , 19(1):25{60.

T ed Brisco e and John Carroll. 1995. `Dev eloping and ev aluating a probabilistic LR parser

of part-of-sp eec h and punctuation lab els'. In Pr o c e e dings of the A CL/SIGP ARSE 4th



190 References

International Workshop on Parsing T e chnolo gies , Prague / Karlo vy V ary , Czec h Republic.

pages 48{58.

T ed Brisco e, John Carroll, Jonathan Graham, and Ann Cop estak e. 2002. `Relational

ev aluation sc hemes'. In Pr o c e e dings of the Beyond P ARSEV AL Workshop at the 3r d In-

ternational Confer enc e on L anguage R esour c es and Evaluation , Las P almas, Gran Canaria.

pages 4{8.

Yv onne Canning, John T ait, Jac kie Arc hibald, and Ros Cra wley . 2000a. `Cohesiv e Gen-

eration of Syn tactically Simpli�ed Newspap er T ext'. In P etr So jk a, Iv an Kip ecek, and

Karel P ala, editors, T ext, Sp e e ch and Dialo gue: Thir d International Workshop (TSD'00) ,

Lecture Notes in Arti�cial In telligence 1902, Brno, Czec h Republic. Springer-V erlag, pages

145{150.

Yv onne Canning, John T ait, Jac kie Arc hibald, and Ros Cra wley . 2000b. `Replacing

Anaphora for Readers with Acquired Dyslexia'. In Pr o c e e dings of the 4th Disc ourse

A naphor a and A naphor R esolution Col lo quium (D AAR C'00) , Lancaster, U.K.

Yv onne Canning. 2002. Syntactic simpli�c ation of T ext . Ph.D. thesis, Univ ersit y of

Sunderland, UK.

Da vid Caplan. 1992. L anguage: Structur e, Pr o c essing, and Disor ders . MIT Press, Cam-

bridge, Massac h usetts.

Jean Carletta. 1996. `Assessing Agreemen t on Classi�cation tasks: The Kappa Statistic'.

Computational Linguistics , 22(2):249{254.

Andrew J. Carlson, Chad M. Cum b y , Je� L. Rosen, and Dan Roth. 1999. `The SNoW

learning arc hitecture'. T ec hnical rep ort, T ec h. Rep ort UIUCDCS-R-99-2101, UIUC Com-

puter Science Departmen t.

P atricia Carp en ter, Akira Miy ak e, and Marcel Adam Just. 1994. `W orking memory con-

strain ts in comprehension: Evidence from individual di�erences, aphasia, and aging'. In

Morton Ann Gernsbac her, editor, Handb o ok of psycholinguistics , pages 1075{1122. Aca-

demic Press, New Y ork.

Xa vier Carreras and Lu � �s M� arquez. 2001. `Bo osting T rees for Clause Splitting'. In

W alter Daelemans and R � emi Za jac, editors, Pr o c e e dings of the �fth Computational Natur al

Language Le arning Workshop , T oulouse, F rance. pages 73{75.

John Carroll, Guido Minnen, Yv onne Canning, Siobhan Devlin, and John T ait. 1998.

`Practical simpli�cation of English newspap er text to assist aphasic readers'. In Pr o c e e d-



References 191

ings of AAAI98 Workshop on Inte gr ating A rti�cial Intel ligenc e and Assistive T e chnolo gy ,

Madison, Wisconsin. pages 7{10.

John Carroll, Guido Minnen, and T ed Brisco e. 1999a. `Corpus Annotation for P arser

Ev aluation'. In Pr o c e e dings of the EA CL'99 workshop on Linguistic al ly Interpr ete d Cor-

p or a (LINC) , Bergen, Norw a y . pages 35{41.

John Carroll, Guido Minnen, Darren P earce, Yv onne Canning, Siobhan Devlin, and John

T ait. 1999b. `Simplifying English text for language impaired readers'. In Pr o c e e dings of

the 9th Confer enc e of the Eur op e an Chapter of the Asso ciation for Computational Lin-

guistics (EA CL'99) , Bergen, Norw a y . pages 269{270.

Raman Chandrasek ar and Bangalore Sriniv as. 1997. `Automatic Induction of Rules for

T ext Simpli�cation'. Know le dge-Base d Systems , 10:183{190.

Raman Chandrasek ar, Christine Doran, and Bangalore Sriniv as. 1996. `Motiv ations and

Metho ds for T ext Simpli�cation'. In Pr o c e e dings of the 16th International Confer enc e on

Computational Linguistics (COLING '96) , Cop enhagen, Denmark. pages 1041{1044.

Eugene Charniak. 2000. `A Maxim um-En trop y-Inspired P arser'. In Pr o c e e dings of the 1st

Me eting of the North A meric an Chapter of the Asso ciation for Computational Linguistics

(NAA CL'00) , Seattle, W ashington. pages 132{139.

Stephen Clark and Da vid W eir. 2000. `A Class-Based Probabilistic Approac h to Structural

Disam biguation'. In Pr o c e e dings of the 18th International Confer enc e on Computational

Linguistics (COLING 2000) , Saarbr • uc k en, German y . pages 194{200.

Mic hael Collins and James Bro oks. 1995. `Prep ositional A ttac hmen t through a Bac k ed-

o� Mo del'. In Da vid Y aro vsky and Kenneth Ch urc h, editors, Pr o c e e dings of the Thir d

Workshop on V ery L ar ge Corp or a , Somerset, New Jersey . Asso ciation for Computational

Linguistics, pages 27{38.

Mic hael Collins. 1997. `Three Generativ e, Lexicalized Mo dels for Statistical P arsing'. In

Pr o c e e dings of the 35th A nnual Me eting of the Asso ciation for Computational Linguistics

(A CL'97) , Madrid, Spain. pages 16{23.

F ernando Cuetos and Don Mitc hell. 1988. `Cross-linguistic di�erences in parsing: Re-

strictions on the use of the Late Closure strategy in Spanish'. Co gnition , 30:72{105.

W alter Daelemans and R � emi Za jac, editors. 2001. Pr o c e e dings of the �fth Computational

Natur al Language Le arning Workshop , T oulouse, F rance.



192 References

Rob ert Dale and Nic holas Haddo c k. 1991. `Generating Referring Expressions In v olving

Relations'. In Pr o c e e dings of the 5th Confer enc e of the Eur op e an Chapter of the Asso cia-

tion for Computational Linguistics (EA CL'91) , Berlin, German y . pages 161{166.

Rob ert Dale. 1992. Gener ating R eferring Expr essions: Constructing Descriptions in a

Domain of Obje cts and Pr o c esses . MIT Press, Cam bridge, Massac h usetts.

Meredyth Daneman and P atricia Carp en ter. 1980. `Individual di�erences in w orking

memory and reading'. Journal of V erb al L e arning and V erb al Behavior , 19:450{466.

Siobhan Devlin and John T ait. 1998. `The use of a psyc holinguistic database in the

simpli�cation of text for aphasic readers'. In J. Nerb onne, editor, Linguistic Datab ases ,

pages 161{173. CSLI Publications, Stanford, California.

Siobhan Devlin. 1999. Simplifying natur al language for aphasic r e aders . Ph.D. thesis,

Univ ersit y of Sunderland, UK.

H. P . Edm undson. 1964. `Problems in Automatic Abstracting'. Communic ations of the

A CM, 7(4) , pages 259{263.

Mic hael Elhadad and Jacques Robin. 1992. `Con trolling Con ten t Realization with F unc-

tional Uni�cation Grammar'. In Rob ert Dale, Eduard Ho vy , Dieter Ro esner, and Oliviero

Sto c k, editors, Pr o c e e dings of the Sixth International Workshop on Natur al L anguage Gen-

er ation , Lecture Notes in Arti�cial In telligence, pages 89{104. Springer V erlag, T ren to,

Italy .

Claudia F elser, Leah Rob erts, Reb ecca Gross, and Theo dore Marinis. 2003. `The pro-

cessing of am biguous sen tences b y �rst and second language learners of English'. Applie d

Psycholinguistics , 24:453{489.

Claudia F elser, Theo dore Marinis, and Harald Clahsen. T o app ear. `Children's pro cessing

of am biguous sen tences: A study of relativ e clause attac hmen t'. L anguage A c quisition , 11.

Ev a F ernandez. 2000. Bilingual Sentenc e Pr o c essing: R elative Clause A ttachment in

English and Sp anish . Ph.D. thesis, Cit y Univ ersit y of New Y ork.

Rudolf Flesc h. 1951. How to test r e adability . Harp er and Brothers, New Y ork.

Rudolf Flesc h. 1979. How to write plain English . Harp er and Brothers, New Y ork.

Niyu Ge, John Hale, and Eugene Charniak. 1998. `A statistical approac h to anaphora res-

olution'. In Pr o c e e dings of the Sixth Workshop on V ery L ar ge Corp or a , Mon treal, Canada.

pages 161{171.



References 193

Laurie Gerb er and Eduard Ho vy . 1998. `Impro ving Mac hine T ranslation Qualit y b y

Manipulating Sen tence Length'. In D. F arw ell, Laurie Gerb er, and Eduard Ho vy , editors,

Machine T r anslation and the Information Soup: Pr o c e e dings of the 3r d Confer enc e of the

Asso ciation for Machine T r anslation in the A meric as (AMT A'98) , Heidelb erg, German y .

pages 448{460.

Elizab eth Gilb o y , Josep Sop ena, Charles Clifton, and Lyn F razier. 1995. `Argumen t

structure and preferences in the pro cessing of Spanish and English complex sen tences'.

Co gnition , 54:131{167.

John Gilliland. 1972. R e adability . Univ ersit y of London Press for the United Kingdom

Reading Asso ciation, London.

Gregory Grefenstette. 1998. `Pro ducing In telligen t T elegraphic T ext Reduction to Pro vide

an Audio Scanning Service for the Blind'. In Intel ligent T ext Summarization, AAAI Spring

Symp osium Series , Stanford, California. pages 111{117.

Barbara Grosz and Candace Sidner. 1986. `A tten tion, in ten tions, and the structure of

discourse'. Computational Linguistics , 12(3):175{204.

Barbara Grosz, Ara vind Joshi, and Scott W einstein. 1995. `Cen tering: A framew ork for

mo delling the lo cal coherence of discourse'. Computational Linguistics , 21(2):203{226.

Claire Gro v er, Colin Matheson, Andrei Mikheev, and Marc Mo ens. 2000. `L T TTT

- A Flexible T ok enisation T o ol'. In Pr o c e e dings of Se c ond International Confer enc e on

L anguage R esour c es and Evaluation , A thens,Greece. pages 1147{1154.

Ev a Ha jico v a. 1993. Issues of sentenc e structur e and disc ourse p atterns , v olume 2 of

The or etic al and c omputational linguistics . Charles Univ ersit y , Prague, Czec h Republic.

Mic hael A.K. Hallida y and Ruqaiy a Hasan. 1976. Cohesion in English . Longman Group

Ltd, London, U.K.

P V an Hen tenryc k. 1989. Constr aint satisfaction in lo gic pr o gr amming . MIT Press,

Cam bridge, Mass.

Jerry R. Hobbs. 1986. `Resolving Pronoun References'. In Barbara J. Grosz, Karen

Sparc k-Jones, and Bonnie L. W ebb er, editors, R e adings in Natur al L anguage Pr o c essing ,

pages 339{352. Morgan Kaufmann, Los Altos, California.

Eduard Ho vy and Chin-Y ew Lin. 1999. `Automated text summarization in SUMMARIST'.

In Inderjeet Mani and Mark Ma ybury , editors, A dvanc es in A utomatic T ext Summariza-

tion , pages 18{24. MIT Press, Cam bridge, Massac h usetts.



194 References

Ara vind Joshi and Bangalore Sriniv as. 1994. `Disam biguation of Sup er P arts of Sp eec h

(or Sup ertags): Almost P arsing'. In Pr o c e e dings of the 12th International Confer enc e on

Computational Linguistics (COLING'94) , Ky oto Univ ersit y , Japan. pages 154{160.

Nobuhiro Ka ji, Daisuk e Ka w ahara, Sadao Kurohash, and Satoshi Sato. 2002. `V erb

P araphrase based on Case F rame Alignmen t'. In Pr o c e e dings of the 40th A nnual Me eting

of the Asso ciation for Computational Linguistics (A CL'02) , Philadelphia, USA. pages

215{222.

Christopher Kennedy and Branimir Boguraev. 1996. `Anaphora in a Wider Con text:

T rac king Discourse Referen ts'. In Pr o c e e dings of the Eur op e an Confer enc e on A rti�cial

Intel ligenc e (ECAI'96) . John Wiley and Sons, Ltd, London/New Y ork, pages 582{586.

Kevin Knigh t and Daniel Marcu. 2000. `Statistics-Based Summarization | Step One:

Sen tence Compression'. In Pr o c e e ding of The 17th National Confer enc e of the A meric an

Asso ciation for A rti�cial Intel ligenc e (AAAI-2000) , pages 703{710.

Emiel Krahmer and Mari • et Theune. 2002. `E�cien t con text-sensitiv e generation of refer-

ring expressions'. In Kees v an Deem ter and Ro dger Kibble, editors, Information Sharing:

Givenness and Newness in L anguage Pr o c essing , pages 223{264. CSLI Publications, Stan-

ford,California.

Emiel Krahmer, Sebastiaan v an Erk, and Andr � e V erleg. 2003. `Graph-Based Generation

of Referring Expressions'. Computational Linguistics , 29(1):53{72.

Shalom Lappin and Herb ert Leass. 1994. `An Algorithm for Pronominal Anaphora Res-

olution'. Computational Linguistics , 20(4):535{561.

Hans P eter Luhn. 1958. `The Automatic Creation of Literature Abstracts'. IBM Journal

of R ese ar ch and Development , 2(2):159{165.

E.A. Lunzer and W.K. Gardner, editors. 1979. The e�e ctive use of r e ading. Scho ol c ouncil

pr oje ct r ep ort . Heinemann, London, U.K.

Inderjeet Mani and Mark Ma ybury . 1999. `In tro duction'. In Inderjeet Mani and Mark

Ma ybury , editors, A dvanc es in A utomatic T ext Summarization , pages ix{xv. MIT Press,

Cam bridge, Massac h usetts.

William C. Mann and Sandra A. Thompson. 1988. `Rhetorical Structure Theory: T o w ards

a functional theory of text organization'. T ext , 8(3):243{281.

Daniel Marcu. 1997. The R hetoric al Parsing, Summarization, and Gener ation of Natur al

L anguage T exts . Ph.D. thesis, Univ ersit y of T oron to, Canada.



References 195

Daniel Marcu. 2000. `The rhetorical parsing of unrestricted texts: A surface-based ap-

proac h'. Computational Linguistics , 26(3):395{448.

J. Mason and J. Kendall. 1979. `F acilitating reading comprehension through text structure

manipulation'. A lb erta Journal of Me dic al Psycholo gy , 24:68{76.

Kathleen McKeo wn, Jacques Robin, and Karen Kukic h. 1995. `Generating concise natural

language summaries'. Information Pr o c essing and Management , 31(5):703{733.

Andrei Mikheev, Claire Gro v er, and Marc Mo ens. 1999. `XML to ols and arc hitecture for

Named En tit y recognition'. Journal of Markup L anguages: The ory and Pr actic e , 1(3):89{

113.

Andrei Mikheev. 1997. `Automatic Rule Induction for Unkno wn W ord Guessing'. Com-

putational Linguistics , 23(3):405{423.

Andrei Mikheev. 1998. `F eature lattices for maxim um en trop y mo delling'. In Pr o c e e d-

ings of the 18th International Confer enc e on Computational Linguistics (COLING'98) ,

Mon treal, Canada. pages 845{848.

George A. Miller, Ric hard Bec kwith, Christiane D. F ellbaum, Derek Gross, and Kather-

ine Miller. 1993. `Fiv e P ap ers on W ordNet'. T ec hnical rep ort, Princeton Univ ersit y ,

Princeton, N.J.

Ruslan Mitk o v. 1998. `Robust Pronoun Resolution with Limited Kno wledge'. In Pr o c e e d-

ings of the 18th International Confer enc e on Computational Linguistics (COLING'98) ,

Mon treal, Canada. pages 869{875.

Geo�rey Nun b erg. 1990. The Linguistics of Punctuation . Num b er 18 in CSLI Lecture

Notes. CSLI Publications, Stanford, California.

S. P arr. 1993. Aphasia and Liter acy . Ph.D. thesis, Univ ersit y of Cen tral England.

Joseph P ollo c k and An tonio Zamora. 1975. `Automatic Abstracting Researc h at Chemi-

cals Abstracts Service'. Journal of Chemic al Information and Computer Scienc es , 15(4):226{

232.

Ric hard P o w er. 2000. `Planning texts b y constrain t satisfaction'. In Pr o c e e dings of the

18th International Confer enc e on Computational Linguistics (COLING 2000) , Saarbr • uc k en,

German y . pages 642{648.

Judita Preiss. 2002. `Cho osing a P arser for Anaphora Resolution'. In Pr o c e e dings of

the 4th Disc ourse A naphor a and A naphor R esolution Col lo quium (D AAR C'02) , Lisb on,



196 References

P ortugal. pages 175{180.

Stephen P . Quigley and P eter V. P aul. 1984. L anguage and De afness . College-Hill Press,

San Diego, California.

Stephen P . Quigley , Des P o w er, and M.W. Steink amp. 1977. `The language structure of

deaf c hildren'. The V olta R eview , 79(2):73{84.

Philip Quinlan. 1992. The Oxfor d Psycholinguistic Datab ase . Oxford Univ ersit y Press,

U.K.

Randolph Quirk, Sidney Green baum, Geo�rey Leec h, and Jan Sv artvik. 1985. A Com-

pr ehensive Gr ammar of the English L anguage . Longman, London and New Y ork.

G. J. Rath, A Resnic k, and T. R. Sa v age. 1961. `The F ormation of Extracts b y the

Selection of Sen tences'. A meric an Do cumentation , pages 139{141.

Adw ait Ratnaparkhi. 1998. `Statistical Mo dels for Unsup ervised Prep ositional Phrase

A ttac hemen t'. In Pr o c e e dings of the 18th International Confer enc e on Computational

Linguistics (COLING'98) , Mon treal, Canada. pages 1079{1085.

Eh ud Reiter and Rob ert Dale. 1992. `A fast algorithm for the generation of referring

expressions'. In Pr o c e e dings of the 14th International Confer enc e on Computational Lin-

guistics (COLING'92) , Nan tes, F rance. pages 232{238.

Eh ud Reiter and Rob ert Dale. 2000. Building Natur al L anguage Gener ation Systems .

Cam bridge Univ ersit y Press.

Eh ud Reiter, R. Rob ertson, and Liesl Osman. 1999. `T yp es of Kno wledge Required to

P ersonalise Smoking Cessation Letters'. In W erner Horn et al, editor, Pr o c e e dings of the

Joint Eur op e an Confer enc e on A rti�cial Intel ligenc e in Me dicine and Me dic al De cision

Making , Berlin, German y . Springer-V erlag, pages 389{399.

Eh ud Reiter, R Rob ertson, and Liesl Osman. 2003. `Lessons from a F ailure: Generating

T ailored Smoking Cessation Letters'. A rti�cial Intel ligenc e , 144:41{58.

Eh ud Reiter. 1990. `The Computational Complexit y of Av oiding Con v ersational Impli-

catures'. In Pr o c e e dings of the 28th A nnual Me eting of Asso ciation for Computational

Linguistics (A CL'90) , Pittsburgh, P ennsylv ania. pages 97{104.

Stefan Riezler, T racy H. King, Ric hard Crouc h, and Annie Zaenen. 2003. `Statistical

Sen tence Condensation using Am biguit y P ac king and Sto c hastic Disam biguation Metho ds

for Lexical-F unctional Grammar'. In Pr o c e e dings of the Human L anguage T e chnolo gy



References 197

Confer enc e and the 3r d Me eting of the North A meric an Chapter of the Asso ciation for

Computational Linguistics (HL T-NAA CL'03) , Edmon ton, Canada.

Nancy Lee Robbins and C.W. Hatc her. 1981. `The e�ects of syn tax on the reading

comprehension of hearing-impaired c hildren'. The V olta R eview : journal of the A lexander

Gr aham Bel l Asso ciation for the De af , 83:105{115.

James Sha w. 1998. `Clause Aggregation Using Linguistic Kno wledge'. In Pr o c e e dings of

the 9th International Workshop on Natur al L anguage Gener ation (INLG'98) , Niagara-on-

the-Lak e, Canada. pages 138{147.

Cyn thia Shew an and Gerald Can ter. 1971. `E�ects of v o cabulary , syn tax and sen tence

length on auditory comprehension in aphasic patien ts'. Cortex , 7:209{226.

Adv aith Siddharthan and Ann Cop estak e. 2002. `Generating Anaphora for Simplifying

T ext'. In Pr o c e e dings of the 4th Disc ourse A naphor a and A naphor R esolution Col lo quium

(D AAR C'02) , Lisb on, P ortugal. pages 199{204.

Adv aith Siddharthan. 2002a. `An Arc hitecture for a T ext Simpli�cation System'. In

Pr o c e e dings of the L anguage Engine ering Confer enc e (LEC'02) , Hyderabad, India. pages

64{71.

Adv aith Siddharthan. 2002b. `Resolving A ttac hmen t and Clause Boundary Am biguities

for Simplifying Relativ e Clause Constructs'. In Pr o c e e dings of the Student Workshop, 40th

Me eting of the Asso ciation for Computational Linguistics (A CL'02) , Philadelphia, USA.

pages 60{65.

Adv aith Siddharthan. 2003a. `Preserving Discourse Structure when Simplifying T ext'.

In Pr o c e e dings of the Eur op e an Natur al L anguage Gener ation Workshop (ENLG), 11th

Confer enc e of the Eur op e an Chapter of the Asso ciation for Computational Linguistics

(EA CL'03) , Budap est, Hungary . pages 103{110.

Adv aith Siddharthan. 2003b. `Resolving Pronouns Robustly: Plum bing the Depths of

Shallo wness'. In Pr o c e e dings of the Workshop on Computational T r e atments of A naphor a,

11th Confer enc e of the Eur op e an Chapter of the Asso ciation for Computational Linguistics

(EA CL'03) , Budap est, Hungary . pages 7{14.

Sidney Siegel and N. John Jr. Castellan. 1988. Nonp ar ametric Statistics for the Behavior al

Scienc es . McGra w-Hill, 2nd edition.

George Snedecor and William Co c hran. 1989. Statistic al Metho ds . Io w a State Univ ersit y

Press, Ames, IA.



198 References

Karen Sparc k Jones and Julia Galliers. 1996. Evaluating Natur al L anguage Systems .

Springer V erlag.

Karen Sparc k Jones. 1999. `Automatic summarising: factors and directions'. In Inderjeet

Mani and Mark Ma ybury , editors, A dvanc es in A utomatic T ext Summarization , pages

1{12. MIT Press, Cam bridge, Massac h usetts.

Bangalore Sriniv as. 1997. Complexity of L exic al Descriptions and its R elevanc e to Partial

Parsing . Ph.D. thesis, Univ ersit y of P ennsylv ania, Philadelphia, P A.

Mic hael Strub e. 1998. `Nev er Lo ok Bac k: An Alternativ e to Cen tering'. In Pr o c e e dings

of the 18th International Confer enc e on Computational Linguistics (COLING'98) , pages

1251{1257.

Jo el T etreault. 1999. `Analysis of syn tax-based pronoun resolution metho ds'. In Pr o-

c e e dings of the 37th A nnual Me eting of the Asso ciation for Computational Linguistics

(A CL'99) Student Session , Maryland, USA. pages 602{605.

Henry Thompson. 1977. `Strategy and tactics: A mo del for language pro duction'. In

W. Beac h, S. F o x, and S. Philosoph, editors, Pap ers fr om the 13th R e gional Me eting of

the Chic ago Linguistics So ciety , pages 651{668.

Sandra Williams, Eh ud Reiter, and Liesl Osman. 2003. `Exp erimen ts with Discourse-Lev el

Choices and Readabilit y'. In Pr o c e e dings of the Eur op e an Natur al L anguage Gener ation

Workshop (ENLG), 11th Confer enc e of the Eur op e an Chapter of the Asso ciation for Com-

putational Linguistics (EA CL'03) , Budap est, Hungary . pages 127{134.

Ric hard W o jcik and James Hoard. 1996. `Con trolled Languages in Industry'. In Ronald

Cole, editor, Survey of the state of the art in Human L anguage T e chnolo gy , pages 274{276.

h ttp://cslu.cse.ogi.edu/HL Tsurv ey/HL Tsurv ey .h tml.

Ric hard W o jcik, James Hoard, and Kim Holzhauser. 1990. `The Bo eing Simpli�ed English

Chec k er'. In Pr o c e e dings of the International Confer enc e in Human Machine Inter action

and A rti�cial Intel ligenc e in A er onautics and Sp ac e , Cen tre d'Etude et de Rec herc he de

T oulouse, F rance. pages 43{57.


