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Abstract

Motion estimation is known to be the main bottleneck in real-time encoding applications, and the
search for an effective motion estimation algorithm has been a challenging problem for years. This paper
describes a new block-matching algorithm which is much faster than the full search algorithm and even
produces better rate-distortion curves than the full search algorithms. We observe that piecewise contin-
uous motion field reduces the bit rate for differentially encoded motion vectors. Our motion estimation
algorithm exploits the spatial correlations of motion vectors effectively in the sense of producing better
rate-distortion curves. Furthermore, we incorporate such correlations in a multiresolution framework to
reduce the computational complexity. Simulation shows that this method is quite successful because of
the homogeneous and reliable estimation of the displacement vectors.

1 Introduction
In most video compression algorithms, there is always a tradeoff between picture quality and compression

ratio (and computational cost). Generally speaking, the lower the compression ratio, the better the picture
quality. Some researchers have attempted to develop new (better) algorithms which can (1) achieve higher
picture quality with same amount of bits, or (2) achieve the same picture quality with less bits.

It was believed that the less the sum of absolute difference (SAD), the less the number of bits for residue,
and, then, the less the total bit rate. Hence, minimal SAD criterion is widely used in BMAs. Namely, the
motion vector for this block is the displacement vector which carries the minimal SAD.

motion vector � argmin
�v
fSAD��v�g (1)

Among several search algorithms to accomplish block matching, the full search methods, where the SADs
of all possible displaced candidates within the search area in the previous frame are compared, give the best
solution in the viewpoint of estimation error. However, it is observed that the full search BMAs

1. are computationally too costly for a practical real-time application [8, 9].

2. usually do not produce the true motion field, physical motion, in the video shots [4].

3. usually cannot produce the optimal bit rate in many coding standardse, as elaborated in Section 2.

2 Rate Optimized Motion Estimation
The total number of bits to encode an interframe includes the number of bits of coding motion vectors.

In some coding standards, such as H.261, H.263, MPEG-1, MPEG-2, MPEG-4, which encode the motion
vectors differentially via variable-length coding [7], the number of bits depends on the behavior of motion
vectors. Therefore, it is not always true that the less the SAD, the less the bit rate. Those conventional
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Figure 1: Variable length coding in motion vector difference used in H.263.

block-matching algorithms (BMAs), which treat the motion estimation problem as an optimization problem
on SAD only, could suffer from the high price on the differential coding of motion vectors [2].

Figure 1 shows the bit requirement for different vector difference in H.263 standard. The smaller the
difference, the less the bits required. A rate-optimized motion estimation algorithm should take account of
the total number of bits:

f�v1��v2� � � � ��vng� argmin
f�vig

fbits�residue1��v1��Q1��bits��v1��bits�residue2��v2��Q2��bits�∆�v2�

� � � ��bits�residuen��vn��Qn��bits�∆�vn�g (2)

where �vi is the motion vector of block i, ∆�vi � �vi � �vi�1
1, bits�∆�vi� is the number of bits to encode the ∆�v,

residuei��vi� is the residue of block i, and bits�residuei��vi��Qi� is the number of bits required for this residue.
The motion estimation problem is formulated as a shortest path (least bit count) finding problem (which

considers the number of bits for texture as well as that for motion vectors), and then used dynamic program-
ming or the Viterbi algorithm to find optimal motion vectors [2].

Different quantization Q1, Q2, � � �, Qn produces different bit rates or distortion of pictures. And, the
optimal motion vectors could be different. A Lagrangian-type cost function J � D� λR is further exploited
in motion estimation [2] in order to reach near optimal motion vector search in the rate-distortion sense.

Since this scheme is computational too complex in the real implementation, several modified methods
that consider rate-distortion tradeoffs in a low complexity framework have been proposed [1, 5, 6].

Our Previous Work
In [3], we propose a rate-optimized motion estimation based on a “true” motion tracker. We observe that

piecewise continuous motion field reduces the bit rate for differentially encoded motion vectors. Hence, a
neighborhood relaxation method is proposed as the following:

motion of Bi � argmin
�v
fSAD�Bi��v�� ∑

B j�N �Bi�

�µi� j�SAD�Bj��v��δ�g (3)

where N �Bi�means the neighboring blocks of Bi, a small�δ is incorporated to allow local variations of motion
vectors among neighboring blocks due to the non-translational motions, and µi� j is the weighting factor for
different neighboring blocks. If a motion vector can induce the SADs of the center block and its neighbors to
drop, then it is selected to be the motion vector for the encoder.

It is an ad hoc approach which performs motion estimation based on rate optimization without actually
count the number of bits for encoding motion vectors. Our motion estimation algorithm exploits the spatial
correlations of motion vectors effectively in the sense of producing better rate-distortion curves.

1In [7], ∆�vi ��vi�prediction of �vi. In this paper, we assume prediction of �vi � �vi�1 for simplicity.
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Figure 2: The third level images are the images of original resolution. The second level images are the images of a
quarter resolution of the third level. (A pixel in second level is the average of four pixels in the corresponding position.)
The first level images are a quarter of the second level.

3 Subblock Multiresolution Motion Estimation
For lower computational complexity, our new block-matching algorithm is based on successive refinement

of motion vector candidates on images of different resolutions. Say, three different resolutions, as shown in
Figure 2. A coarser resolution image is obtained by computing the mean of 2 � 2 pixels from finer levels to
represent a pixel in the next coarser level. The image size is reduced by half along both horizontal and vertical
directions. A motion estimation is first performed on the coarsest resolution and then the motion vectors of
finer resolutions are refined based on the motion information obtained at coarser resolutions.

An area in finest resolution represents an area 16 times smaller in coarsest resolution. Therefore, the
search area used at the coarsest resolution is also 16 times smaller. Thus, the computational complexity is
dramatically reduced. The motion vector obtained from the coarsest resolution is also 4 times coarser in
scale. As a result, local refinement in the finer resolution is required for higher accuracy.

Step 1 The algorithm starts with a search on the images of most coarse resolution.

The first level images are divided into subblocks of 8� 8 pixels, as shown in Figure 2. Each of the
subblocks can search in the �4��4 possible candidate displaced positions. (The SADs are denoted
as SAD8

i� j��v�.) The SADs of macroblocks (of 16�16 pixels) then can be computed as

SAD16
i� j��v� �

1

∑
∆i�0

1

∑
∆ j�0

fSAD8
2i�∆i�2 j�∆ j��v�g

without too much computational overhead. In conventional multiresolution BMAs, only one of

argmin
�v
fSAD8��v�g or argmin

�v
fSAD16��v�g

is used as the motion candidate but not both. We observe that the motion vector for the macroblock
is better at capturing the global common motion when the macroblock is inside a moving object. On
the other hand, the motion vector for the subblock is better at capturing its own true motion when the
macroblock covers two or more moving objects. Hence, we select the motion vectors which carry
minimal SADs either for subblock or for macroblocks as the candidates.
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Figure 3: Each macroblock in the second level images is covered by four macroblocks in the first level and one subblock
in the first level. Therefore, a macroblocks in this level will inherit the five motion vector candidates (one from the
subblock and four from the macroblocks) from the first level as the base motion vectors.

Step 2 The motion vector candidates are refined on the images of the finer resolution.

As shown in Figure 3, a macroblock in this level will inherit the five motion vector candidates (one
from subblock and four from macroblocks) from the first level as the base motion vectors. Then, the
subblocks will search in the �1��1 window around these five motion vectors. The motion vectors
which carry minimal SADs are selected (either for the subblocks of 8�8 pixels or the macroblocks of
16�16 pixels) again as the motion candidates for the third level.

Step 3 In the final step of this method, only macroblocks of the finest resolution require motion estimation.

A macroblock in this level, again, will inherit five motion vectors from the second level as the base
motion vectors and, then, searches in the �1��1 window around these five motion vectors. The
motion vector which carries minimal SAD is selected.

4 Simulation Results
We incorporated the above algorithm into the baseline H.263 video codec provided by Telenor R&D [10].
Figure 4 shows the motion vectors found by the full search approach, multiresolution method without

neighborhood relaxation, and our subblock multiresolution motion estimation. The motion field of our
method is smoother than that of the full search. As a result, the number of bits for coding motion vectors
is lower. Using a fixed quantization parameter, our method can achieve 10.7% bit-rate reductions (21.3%
bit-rate reductions in coding motion vectors) as well as higher (+0.01 dB) signal-to-noise ratio (SNR) in
coding the 108th frame of the “foreman” sequence.

Note that Figure 4 also shows the motion vectors found by the multiresolution method without neighbor-
hood relaxation. It also produces smoother motion field than the original full search method. Thus, it lowers
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Figure 4: (a)(b) show the 105th frame and the 108th frame of the “foreman” sequence. (c) shows the rate-distortion
curve for the original full search method, the multiresolution method without neighborhood relaxation and our method.
It is clear that our method could give better quality and better bit-rate. (d) shows the motion vectors found by the full
search approach on the minimal residue. (e) shows the motion vectors found by the multiresolution approach without
neighborhood relaxation. (f) shows the motion vectors found by our subblock multiresolution search method. The
motion field is smoother and, as a result, the number of bits for coding motion vectors is less.

the bit rate by 7.2% (it reduces the bits for motion vectors by 25.5%). But, it degrades the SNR by -0.06 dB.
Figure 5 shows the rate-distortion curves for all H.263 test QCIF sequences2. It is clear that when the

quantization step is coarse, the cost on residue coding is relatively smaller and the cost on coding the motion
vectors becomes dominant. In this case, our method results in better picture quality and bit rate, as illustrated
in the lower-left corner of Figure 5(b). (Note that the reverse phenomenon can be observed in the upper-right
corner of Figure 5(b).) If a video has high spatial detail and large amount of local movement (e.g., in “trevor”
sequence, there are 6 people moving), then our method cannot work well, as shown in Figure 5(i).

Figure 5 also shows that our new algorithm is also more robust than the previously proposed multi-solution
algorithm. In (c)(g)(h)(i), our method cannot perform as well as the full search method, but it performs much
closer to that of full search than the conventional multiresolution does. In (a)(d)(e)(f), the performance of our
method is better than that of the full search method and the conventional multiresolution.
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Figure 5: Rate-distortion curves for (a) carphone, (b) claire, (c) foreman, (d) grandma, (e) miss-am, (f) mthr-dotr, (g)
salesman, (h) suzie, and (i) trevor sequences. In each sequence, the result is average over the first 102 frames.
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