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Abstract

The development of more and more complex dis-
tributed applications over large networks of com-
puters has raised the problem sémantic inter-
operability across autonomous applications. In
this paper we propose an algorithm, calledxC
MAaTCH, for discovering semantic relations be-
tween concepts belonging to heterogeneous and
autonomously developed semantic schemas. The
most significant innovations of the algorithm,
which is theoretically founded on a well-known
theory of contextual reasoning in Al, are that (i) the
problem of finding relationships between concepts
in different schemas is encoded as a problem of
logical satisfiability (and so mappings have a well—
defined semantic); and (ii) the way linguistic and
domain knowledge is used to build the SAT prob-
lem. In this paper, we are mainly focused on the
first aspect. The algorithm has been implemented
as part of a peer-to-peer system for Distributed
Knowledge Management, and tested on significant
cases.

Introduction

appear and disappear at any time, (iv) the discovery of se-
mantic relation across different representations can be driven
by a user’s query, and thus cannot be computed beforehand
(runtime discovery) nor take advantage of human interven-

tion (automatic discovery).

In this paper we propose an algorithm for runtime and au-
tomatic discovery of semantic relations across local represen-
tations. The most significant innovations of the algorithm,
which is theoretically founded on a well-known theory of
contextual reasoning in AlGhidini and Giunchiglia, 2001;
Benerecettet al, 2004, are that (i) the problem of finding re-
lationships between concepts in different schemas is encoded
as a problem of logical satisfiability (and therefore mappings
have a well-defined semantic); and (ii) the way linguistic and
domain knowledge is used to build the SAT problem.

First, we characterize the scenarios that motivate our ap-
proach to schema matching, and explain why we use the the-
ory of context as a theoretical background of the algorithm.
Then, we describe the macro-blocks of the algorithm, namely
semantic explicitation and context mapping via SAT. Finally,
we briefly compare our algorithm with some other proposals
in the literature.

2 Motivating scenarios
The work on the algorithm was originally motivated by a re-

The development of more and more complex distributed apsearch on Distributed Knowledge Managemiwnifacioet

plications over large networks of computers has created al., 2002, namely a distributed approach to managing cor-
whole new class of conceptual, technical, and organizationgborate knowledge in which users (or groups of users, e.g.
problems. Among them, one of the most challenging one iscommunities) are allowed to organize their knowledge us-

the problem osemantic interoperabilitynamely the problem

ing autonomously developed schemas (e.g., directories, tax-

of allowing the exchange meaningful information/knowledge onomies, corporate ontologies), and are then supported in
across applications which (i) use autonomously developedinding relevant knowledge in other local schemas available
conceptualizations of their domain, and (ii) need to collab-in the corporate network.

orate to achieve their users’ goals.

In this scenario, the algorithm we present aims at solv-

Two are the main approaches proposed for solving thang the following problem. Let (the source schemaand

problem of semantic interoperability. The first is based ont (thetarget schemgbe two autonomous schemas that differ-
the availability of shared semantic structures (e.g., ontolo-ent users (or groups) use to organize and access a local body
gies, global schemas) onto which local representations can bef data. Given a concept, in s, and a concept; in ¢, what is
totally or partially mapped. The second is based on the crethe semantic relations betweép andk,? For example, are
ation of a global representation which integrates local reprethe two concepts equivalent? Or one is more (less) general
sentations. Both approaches do not seem suitable in scenaritgan the other one? In addressing this problem, it is assumed
where: (i) local representations are updated and changed vethat the basic elements of each schema are described using
frequently, (ii) each local representation is managed in fullwords and phrases from natural language (e.g., English, Ital-
autonomy w.r.t. the other ones, (iii) local representations mayan); this reflects the intuition that schemas encode a lot of
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Figure 1: Examples of concept hierarchies (source: Google and Yahoo)

implicit knowledge, which can be made explicit only if one  To this end, the algorithm we present in this paper is ap-
has access to the meaning of the words that people use to dplied to contexts rather than to schemas directlylBenere-
note concepts in the schema. cettiet al, 200d, a context is viewed as a box, whose content
Scenarios with similar features can be found in other im-is an explicit (partial, approximate) representation of some
portant application domains, such as the semantic web (wherdomain, and whose boundaries are defined by a collection
each site can have a semantic description of its contents araf assumptions which hold about the explicit representation.
services), marketplaces (where every participating companifhe notion of context we use in this paper is an special case of
may have a different catalog, and every marketplace mayhe notion above. A context is defined as a jpair (R., A.),
adopt a different standard for cataloging products); search enwhere:
gines (some of them, e.g. the Google and the Yahoo, provide 1 g is a graph, whose nodes and edges can be labeled
heterogeneous classifications of web pages in web directo-  jith expressions from natural language;
ries); the file system on the PCs of different users (where
each user stores documents in different directory structures).
So the class of applications in which our algorithm can be
applied is quite broad.

2. A, is a collection of explicit assumptions, namely
attributes (parameter/value pairs) that provide meta-
information about the content of the context.

In the current version of the algorithm, we restrict our-

selves to the case in whicR, is a concept hierarchy (see
3 Local schemas as contexts Def. 3.1), and the explicit assumptions. are only three:
In many interesting applications, schemas are directedheid of the natural language in which labels are expressed
graphs, whose nodes and edges are labeled with terms ¢&.g., English, Italian), the reference structite of the ex-
phrases from natural language. A typical example is depictegblicit representation (the only accepted value, at the moment,
in Figure 1, whose structures are taken from the Google ands “concept hierarchy”, but in general other values will be al-
Yahoo directories. In this section, we briefly argue why we lowed, e.g., taxonomy, ontology, semantic network, frame),
interpret these schemas as contexts in the senfBesfere-  and the domain theory (see below for an explanation of this
cettiet al, 2000 (see[Ghidini and Giunchiglia, 200fifora  parameter). Their role will become apparent in the descrip-
formalization). tion of the algorithm.

In schemas like the ones in the figure, the meaning of a A concept hierarchy is defined as follows:

label depends not only on its linguistic meaning (what a dic-pefinition 3.1 (Concept hierarchy). A concept hierarchis
tionary or thesaurus would say about that word or phrase)a triple H = (K, E, 1) whereK is a finite set of nodes; is
but also on the context in which it occurs: first, it depends ong set of arcs ori, such that{ K, E) is a rooted tree, andlis
the position in the schema (e.g., the documents we as humansfunction fromk U E to a setL of strings.

g'z(rﬁﬁflirtgsﬁingliJgSrzr ;h:rg?qrsjcifep:j:ﬁg?eﬁtog\y:nl?f tt?]i tl\z/ivt())el iSDefln_lt_lon 3.2 (Hierarchical cIaSS|f|qat|on). A hlera_1rch|cal
the same, and is used in the same linguistic sense); Secon%f’iigf}gago;nf a sfet offocurn I(;ntB ér})a concept hierarchy
it depends on background knowledge about the schema itself — < o )isa unc.lonu S _) o .
(e.g., that there are chat and forums about literature helps in # Satisfies the followingpecificity principlea user classi-
understanding the implicit relation between these two condleS adocument undera concep, if d is aboutk (according
cepts in the left hand side schema). These contextual aspedf the user) and there isn't a more specific condepinder

of meaning are distinct (though related) to purely linguistic Whichd could be classifiet

meaning, and we want to take them into account in our algo- !See Yahoo instruction for “Finding an appropriate Category” at
rithm. http://docs.yahoo.com/info/suggest/appropriate.html.



Mappings between contexts are defined as follows: 4.1 Semantic explicitation
Definition 3.3 (Mapping function). A mapping function/ The goal of the first phase is to make explicit all the semantic

fromH = (K,E,l)to H = (K',E',l') is a functionM : information which can be fruitfully used to define the SAT
K xK' — rel, whererel is set of symbols, called t@ssible ~ Problem in arich way. The main intuition is that any schema
mappings is interpreted (by its users) using two main sources of infor-

: . e mation: lexical information, which tells us that a word (or
The setrel of possible mappings we consider in this paper 4 phrase) can have multiple senses, synonyms, and so on;
contains the followingk =2 k:, for ks is more general than and a background theory, which provides extra-linguistic in-
ky ks <, k; for k, is less general thaky; ks — k, for k. form_ation about the concepts in_the sch_ema, and about their
_ ) ) i L relations. For example, lexical information about the word
is compatible withk,; ks — k; for ks is disjoint fromk;;  «arizona” tells us that it can mean “a state in southwestern
ks — ky for ks is equivalent td:;. The formal semantics of United States” or a “glossy snake”. The fact that snakes are
these expressions is given in terms of compatibility betweeranimals (reptiles), that snakes are poisonous, and so can be
document classifications @&f ; and H;: very dangerous, and so on, are part of a background theory

Definition 3.4. A mapping functior/ from H, to H; is ex- which one has in mind when using the word “Arizona” to

tensionally correaith respect to two hierarchical classifica- Mean a snake In the version of the algorithm we present
tionsys andy; of the same set of documetiisn H,; and H; here, we use WRDNET as a source both of lexical and back-

respectively, if the following conditions hold for ahy € K, groun_d information about the labels in the schema. However,

andk, € K,: we’d like to stress the fact that the algorithm does not depend
on the choice of any particular dictionary or theory (i.e., does
not depend on WRDNET). Moreover, we do not assume

ks 2, ke = ps(ked) D pe(kel) that the same dictionary and background theory are used to
C explicit the semantic of the two contexts to be matched.
ks T) ki = ps(ksd) C pa(ked) Semantic explicitation is made in two main stefisguis-
ks — ke = ps(ksd) Npe(ked) = tic interpretationandcontextualization
s ? ke = pa(kal) = (ki) Linguistic interpretation
ks — ki = ps(ksd) Npe(kel) # 0 Let H = (K, E, 1) be a concept hierarchy aridy; the set of
where u(c ) is the union ofu(d) for anyd in the subtree labels associated to the nodes and edges of a hierafdby

the function. In this phase we associate to each labelL g

a logical formula representing the interpretation of that label
The semantics in Definition 3.4 is a particular case of re-w.r.t. the background theory we use.

lation between contexts (i.e., compatibility relation) defined pefinition 4.1 (Label interpretation). Given a logiclV, a

in the Local Models Semantics Ghidini and Giunchiglia, |gpe| interpretatiorin W is a functionl : Ly — wH(W)

2001; Borgida and Serafini, 20D2T'he algorithm we propose where wffi¥") is the set of well formed formulas Bf . '

can be viewed as a first attempt of automatically discovering . .
compatibility relations across contexts. The choice ofW depends on the external assumptions

of the context containind?. For concept hierarchies, we
. . adopted a description logié” with LI, M and—, whose prim-
4 The Matching Algorithm itive concepts are the synsets ofoORDNET that we associate
The algorithm has two main phases: to each label (with a suitable interpretation of conjunctions,
. o ) disjunctions, multi-words, punctuation, and parenthesis). For
Semqntlt_: e.pr|<.:|tla_t|on Inthe schemalevel, alot of informa- example, WoRDNET provides 2 senses for the labiizona
tion is implicitin the labels, and in the structure. The ob- j, Figure 1, denoted byl and#2; in this case, the out-

jective of this first phase is to make it as explicit as pos-pt of the linguistic analysis is the following formula T
sible by associating to each node (and edga)logical  Ari zona#1 LI Ari zona#2

formulaw(k) that encodes this information. Intuitively, o

w(k) is an approximation of the human interpretation. Contextualization

Linguistic analysis of labels is definitely not enough. The
phase of contextualization aims at pruning or enriching the
synsets associated to a label in the previous phase by using
the context in which this label occurs. In particular, we intro-
duce the concept dbcusof a concept, namely the small-

est subset off which we need to consider to determine the

rooted atc.

Semantic comparisonWe encode the problem of finding
mappings between two conceptandk’, whose explicit
meaning isw(k) andw(k'), into a problem of satisfia-
bility, which is then solved by a SAT solver in a lodi¢
(i.e., the logic in whichw(c) andw(c') are expressed).
Domain knowledge is also encoded as a set of formula
of . 2\We are not saying here that there is only one background theory.

. . On the contrary, theories tend to differ a lot from individual to in-
Since here we are mainly focussed on the second phasgyigual, and this is part of the reason why communication can fail.

we only provide a short description of semantic explicitation what we are saying is that, to understand what “Arizona” means in a
(details can be found ifiMagnini et al, 2002d), and then  schema (such as the concept hierarchy in the left hand side of Figure
move to the SAT encoding. 1), one must have a theory in mind.



meaning ofi. What is in the focus of a concept depends on | WORDNET relation | Domain axiom]

the structure of the explicit representation. For concept hier- t #k =,, s#h t #k = s#h
archies, we use the following definition: t #k <,, s#h t #k C s#h
Definition 4.2 (Focus). Thefocusof a concepk € K in a t#k >, s#h t #k J s#h
concept hierarchyd = (K, ., 1), is a finite concept hierar- t#k L, s#h -t #k C s#h

chy f(k,H) = (K', E',l') such that: K’ C K containsk,
its ancestors, and their direct descendarfid;C F is the set
of edges between the conceptd®f I’ is the restriction of
onkK'.

The contextualizatiorof the interpretation of conceptof ¢+ W€ can take the perspective (i.e., the background theory) of
a contextc is formulaw(k), calledcontextualized interpre- the source or that of the target. The two perspectives indeed
tation of %, which is computed by combining the linguistic might not coincide. This justify the introduction of direction-

interpretations associated to each condejm the focus of  ality in the mapping. l.ec; =N ¢ means that, is more
k. The two main operations performed to computg) are  general tham; according to the target perspective; while the

sense filtering and sense composition. : 2 :
9 ; . relationc;, — ¢, represent the fact that, is more general

Sense filtering uses NL techniques to discard synsets th"fﬁatct acc;i:ordingsto tﬁe source perspectir\s/e g
are not likely to be correct for a label in a given focus. For ~ | ha first version of our matching algorithm we consider

example, the sense afizona as a snake can be discarded as itOne a background theory determined by transforming the
does not bear any explicit relation with the synsets of the othe(NORDN ET relations in a set of axioms in description logic, as

labels in the focus (e.g., with the synsetsUfited States), g\ in Table 1. In this table we introduce the notatiop,

Wherleas it tl)ears a part-of relation Wl{'h' ;redds States#l o s andL, torepresent the following relation between
(analogously, we can remove synsetofted States). senses stored in WRDNET.

Sense composition enriches the meaning of a concept in a _

context by combining in linguistic interpretation with struc- 1. S#k =, t#h: s#k andt #h are synonyms (i.e., they
tural information and background theory. For concept hierar- are in the same synset);

chies, we adopted the default rule that the contextual mean- 2. s#k <, t #h: s#k is either a hyponym or a meronym
ing of a concept is formalized as the conjunction of the of t #h;

senses associated to all its ancestors. Further.rr)ore, some in ., >, t#h: s#k is either a hypernym or a holonym
teresting exceptions are handled. An example: in the Yahoo of t #h-

Directory, Visual arts andPhotography are sibling nodes un- '

der Arts & Humanities; since in WORDNET photography is 4. s#k_L,,t #h: s#k belongs to the set of opposite mean-

Table 1: Encoding WBRDNET relations in T-Box axioms

in a is—a relationship with visual art, the notfésual arts ings oft #h (if s#k andt #h are adjectives) or, in case
is re-interpreted as visual arts minus photography, and is  Of nouns, thas#k andt #h are different hyponyms of
then formalized in description logic agi sual art#1 L the same synset.

= phot ogr aphy#1 In the extraction of the theor from WORDNET we adopt a

4.2 Computing relations between concepts via SAT certain heuristic v_vhich turns out to perfo_rm satisfactory (S(_ae
) section on experimentation and evaluation). However, dif-
In the second phase of the algorithm, the problem of discovferent sources as, specific domain ontologies, domain tax-
ering the relationship between a conckjpt a context anda  onomies, etc. and different heuristics can be used to build

conceptk’ in a context’ is reduced to the problem of check- the theoryB, from whichT is extracted.

ing, via SAT, a set of logical relations between the formulas  Going back to how we build the theod, suppose, for
w(k) andw(k') associated t& andk'. The SAT problem  example, that we want to discover the relation between
is built in two steps. First, we select the portidhof the  chat and Forum in the Google directory andhat and Forum

background theory relevant to the contextualized interpretain the Yahoo directory in Figure 1. From ®DNET we can
tion w(k) andw(k'), then we compute the logical relation extract the following relevant axioms:

betweenw(k) andw (k") which are implied byr".
Definition 4.3. Let¢ = w(k) andy = w(k') be the con-
textualized interpretation of two conceptsand k' of two  (the sense 1 of ‘art’ is an hyponym of the sense 1 of ‘human-

art#1 C humani ti es#1

contextsc and ¢’, respectively. Lef3 be a theory (= logi- ities’), and

cally closed set of axioms) in the logic whefeand ) are o .

expressed. Thportion of B relevant tog ands), is a subset humani ties#1 J1iterature#2

T of B such thatl’ contains all the axioms df containing (the sense 1 of ‘humanities’ is an hyperonym of the sense 2
some concept occurring ihor . of ‘literature’).

Clearly different contexts can be associated to different The axioms extracted from WRDNET can now be used to
background theories, which encodes general and domain speheck what mapping (if any) exists betwekerand k' look-
cific information. This information is stored in the context ing at their contextualized interpretation. But which are the
external assumptions under the field “domain”. Furthermoreogical relations ofw(k) andw(k’) that encodes a mapping
when we determine the mapping between two coniexend  function betweerk andk’ as given in Definition 3.3? Again,



[ relation | SAT Problem
ke 2 ki | Ty | w(ke) C w(ks)
ke <5 ki | To = w(ks) T w(ky)
ke = ki | Ty = w(ks) Nw(ke) T L
ks — ke | Ty = w(ke) T w(ks) andT; = w(ks) C w(k:)
ks — ki | w(ks) Mw(k:) is consistent i}

Table 2: Verifying relations as a SAT problem

nodes of the source and target context3, 14
possible relations 182 100%
ks is equivalent tdk; 4 2%
ks is more general thak; 24 13%
ks is more specific thak; 42 23%
ks is compatible withk; 98 54%
Total # or relations 168 92%

Some of the more interesting relations discovered by the al-
gorithm are reported in Table 3.

the encoding of the mapping into a logical relation is a matter> ~ Related work

of heuristics. Here we propose the translation described in T:
ble 2. In this tabldl} is the portion of the background theory
of ¢; relevant tak, andk;. The idea under this translation is to
see WORDNET senses (contained in(k) andw(k')) as sets
of documents. For instance the concapt #i , correspond-

ing to the first WORDNET sense of art, is though as the set of

theoretic interpretation of mapping given in definition 3.4, we

have that mapping can be translated in terms of subsumptio

of w(k) andw(k'). Indeed subsumption relation semantically
corresponds to the subset relation.

So, the problem of checking whethehat and Forum in
Google is, say, less general thahat and Forum in Yahoo
amounts to a problem of satisfiability on the following for-
mula:

art#1 C humani ti es#1 (2)
hurmanities#1 J1iterature#2 (2)
(art#lnliterature#2n 3)
(chat #1 U f or um#l))

(art#1 U humani ti es#1) N @)

humani ti es#1 M (chat #1 U f or um#l)

It is easy to see that from the above axioms we can infer (3

C (4).

8Rahm and BernsteiiRahm and Bernstein, 20Dduggest that

there are three general strategies for matching schemas:
stance base(lising similarity between the objects (e.g., doc-
uments) associated to the schema to infer the relationship
between the conceptsychema—baseftietermining the re-
lationships between concepts analyzing the structure of a hi-
‘éParchy and the meanings of the labels); bybrid (a combi-
nation of the two strategies above). Our algorithm falls in the
Second group. In this section, we briefly compare our method
with some of the most promising schema—based methods re-
cently proposed, namely MOMIBergamaschet al,, 1999
a schema based semi automatic matcher, CURNRdha-
van et al, 2001; 2002 a schema based automatic matcher
and GLUE[Doanet al, 2007 an instance based automatich
matcher.

The MOMIS (Mediator envirOnment for Multiple Infor-
mation Sources)Bergamaschet al, 1999) is a framework
to perform information extraction and integration from both
structured and semistructured data sources. It takes a global-
as-view approach by defining a global integrated schema
starting from a set of sources schema. In one of the first
phases of the integration, MOMIS supports the discovery of
overlapping (relations) between the different source schema.

his is done by exploiting the knowledge in a Common The-

T
)saurus with a combination of clustering techniques and De-

scription Logics. The main differences between the matching

To each relation it is possible to associate also a quamitaélgorithm implemented in MOMIS andXMATCH, is the

tive measure. For instance the relation$ compatible with
d” can be associated with a degree, representing the perce
age of models that satisfy M ¢ on the models that satisfy

¢ U . Another example is the measure that can be assoc

ated to the relation¢'is more general thad” which is the
percentage of the models of that satigfpn the models that
satisfy. This measure give a first estimation on how much
1) is a generalization op, the lower percentage, the higher
generalization.

4.3 Implementation and evaluation

The algorithm has been implemented and tested as part of
peer-to-peer infrastructure for Distributed Knowledge Man-

fact that MOMIS, being an interactive process, which is a

rgtep of an integration procedure, does not support run-time

generation of mappings.

I* More similar to CrxMATCH is the algorithm proposed in
[Madhavaret al., 2001], called CUPID. This is an algorithm
for generic schema matching, based on a weighted combina-
tion of names, data types, constraints and structural match-
ing. This algorithm exploits a limited amount of linguistic by
associating a thesaurus to each schema, but differently from
CTXMATCH does not uses the whole power ofORDNET.
Another deeper differences between CUPID amd I ATCH
concerns the fact that CUPID can manage to discover the re-
lation between to schema&sandT only when theS and the
embedding ofS in T' are structurally isomorphic. CUPID

agement. A detailed discussion of this aspect is described ineems not to deals in those cases wieandT are equivalent
another paper submitted to this conference. Here we summaven if they have a completely different structure.

rize the main features and limitations of the current imple-

A different approach to ontology matching has been pro-

mentation, and the points that will be inserted in the futureposed in[Doan et al, 2004. Althought the aim of the

version. The result of the matching algorithm on the two con-

texts shown in Figure 1 are reported in the following table:

work (i.e. establishing mappings among concepts of over-
lapping ontologies) is in many respects similar to our goals,



Arts/Art history

Arts/Art history/Organizations
Arts/Visual Art

Arts/Visual Art/Photography
Arts/Music/History/Baroque
Arts/Art History

Arts/Literature
Arts/Literature/Chat and forum
Arts/Music/History/Baroque

Arts & Humanities/Art History

Arts & Humanities/Art History/Organizations

Arts & Humanities/Visual Art

Arts & Humanities/Photography

Arts & Humanities/Art History

Arts & Humanities/Design Art/Architecture/History

Arts & Humanities/Humanities

Arts & Humanities/Humanities/Chat and forum

Arts & Humanities/Design Art/Architecture/History/Baroque

AP e

Table 3: Some results of &XMATCH applied to the contexts in Figure 1

the methodologies differ significantly. A major difference is  of Theoretical and Experimental Artificial Intelligence
that the GLUE system builds mappings taking advantage of 12(3):279-305, July 2000.

information contained in instances, while our current VerSiO”[Bergamaschu'at al, 1999 Sonia Bergamaschi, Silvana Cas-
of the CrxMATCH algorithm completely ignores them. This tano, and Maurizio Vincini. Semantic integration of

makes GxMATCH more appealing, since most of the on-  gemistructured and structured data sourceSIGMOD
tologies currently available on the Semantic Web still do not Record 28(1):54-59, 1999.

contain significant amount of instances. A second differenc
concerns the use of domain-dependent constraints, which, i
case of the GLUE system, need to be provided manually by _ S ;
domain experts, while in ©XMATCH they are automatically Managerial and technological implicationiovatica and
extracted from an already existing resource (i.e. WordNet), 'nformatik/informatiquelli(1), 2002.

Finally, CTxMATCH attempts to provide a qualitative carac- [Borgida and Serafini, 2002A. Borgida and L. Serafini.
terization of the mapping in terms of the relation involved  Distributed description logics: Directed domain corre-
among two concepts, a feature which is not considered in spondences in federated information sources. In R. Meers-
GLUE. Although a strict comparison with the performances man and Z. Tari, editorsOn The Move to Meaning-
reported inDoanet al., 2004 is rather difficult, the accuracy ful Internet Systems 2002: CooplS, Doa, and ODBase
achieved by @xMATCH could be roughly compared with vol. 2519 ofLNCS pages 36-53. Springer Verlag, 2002.
the accuracy of the GLUE module which uses less informa{ghidini and Giunchiglia, 2001L C. Ghidini and

tion (i.e. the “name learner”). _ _F. Giunchiglia. Local models semantics, or contex-
The problem of the integration and of the interoperability  tyal reasoning = locality + compatibility. Artificial

between different catalogs of overlapping domains is acquir- |ntelligence 127(2):221-259, April 2001.

ing high relevance, not only in a commercial perspective (i.e, o )

companies that want to exchange their products need to finUvI :’?e ?r?vzr:é aEIFhé?c?ﬂR;ﬁ%amG'\eﬂr?gr?g\gﬂérFr:I;\IIﬁa?éh?nermith

mappings among thair catalogs), but also on a scientific per- ' ) 9

spective Schulteret al, 2001; Agrawal and Srikant, 2091 cupid. InThe VLDE Journalpages 49-58, 2001.
[Madhavaret al, 2004 Jayant Madhavan, Philip A. Bern-
Y p

: stein, Pedro Domingos, and Alon Y. Halevy. Representing
6 Conclusions and reasoning about mappings between domain models.
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