New Results for the Packing Equal Circles in a Square Problem*
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The packing circles in a square problem can be formulated by several equivalent ways. We used the
following: ”Locate n points in a unit square, such that the minimum distance m,, between any two of
them is maximal”.

Use deterministic methods is preferable [1]. Deterministic methods ensure that their solutions are
optimal. Optimal solutions for n < 27 are now possible to be known. The main problem of deterministic
methods is that as the number of spread points increased, an explosion of the computational burden
arises. For instance, for n = 7 the number of times that a program must be run is 8 but for n = 14
is 9,808 and for n = 23 is 288,873,270 (see http://saturn.tcs.hut.fi/pub/packings/square/). In these
algorithms it is also necessary to know a good lower bound of the solution. So, stochastic algorithms are
very useful not only to find a good packings but also to provide lower bounds of the optimal solutions.

In this work a stochastic global optimization algorithm, called TAMSASS-PECS (Threshold Accepting
Modified Single Stochastic Search for Packing Equal Circles in a Square), has been designed. TAMSASS-
PECS algorithm is based on the Threshold Accepting method [3] and on our modified version of SASS
[4,5, 6,7, 8 (MSASS). TAMSASS-PECS is an algorithm which formally is very similar to the Simulating
Annealing algorithm. TAMSASS-PECS sets up and updates parameters for the MSASS procedure which
is iteratively executed until stopping criterion is reached. MSASS is in charge of perturbing the current
location of a point i (s;). This perturbation is intended to increase the minimum value of the distances
(d;i ;) between i and any point j (1 < j # i <n). It moves the point i from s; to a new location s}, and
computes the value of the minimum distance d; ;. Following the Threshold Accepting strategy, a move is
accepted if dg’j > d; jTy, where T}, is the threshold level. New trial locations of point 4, s}, are restricted
to the neighborhood of the current location of the point 4, s;. This neighborhood is determined by a
normal distribution N (0,cI). While the Threshold Accepting condition is not satisfied, new locations for
the point i are tested following the classical SASS algorithm, although the number of trials are subject
to a maximum value.

Asg all local search algorithms, the probability to find a global solution grows with the number of
executions. Results for n = 2, ..., 100 have been obtained running the algorithm several times. For cases
n =32, 37, 47, 63 and 72, better results than those shown in the literature were found. The figure below
shows these packings.

In figure, m is the maximal minimum distance between two centers of the circles, r is the radius of
the circles in the unit square, d is the density, n is the number of circles, ¢ is the number of contacts
between circles and between circles and edges (depicted as little lines) and f is the number of free circles
(depicted in dark grey). Other results of the algorithm can be found in the home page of Péter Gébor

*This work was supported by SOCRATES-ERASMUS program (25/ERMOB/1998-99),by the Ministry of Education of
Spain(CICYT TIC96-1125-C03-03) and by the Consejeria de Educacién de la Junta de Andalucia (07/FSC/MDM).



m=0.21317456256837 n=32 m=0.19642916445192 n=37 m=0.17127054829270 n=47
r=0.08785815708048 c=63 r=0.08208975938074 c=73 r=0.07311314561027 c=92
d=0.7760041243454 =3 d=0.78330258921956 f=2 d=0.78929375986551 f=2
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m=0.14667828199655 n=63 m=0.13569527438696 n=72
r=0.06395790532509 c=118 r=0.05974105794364 c=123
d=0.80961563357266 f=2 d=0.8072874247955 =7

Szab6 (http://www.inf.u-szeged.hu/~pszabo).
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