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Multicast with Cache (Mcache): An Adaptive
Zero-Delay Video-on-Demand Service

Sridhar Ramesh, Injong Rhee, and Katherine Guo

Abstract—A closed-loop (demand-driven) approach toward stored on the servers and played by the clients. Before accepting
video-on-demand services, called multicast cache (Mcache), isa client’s request, the server has to reserve sufficient processing
discussed in this paper. Servers use multicast to reduce their capacity and network I/0 bandwidth for the video stream in
bandwidth usage by allowing multiple requests to be served with a . .
single data stream. However, this requires clients to delay receiving order to guarantee COI"I'[.IHUOUS playback of the V'P'eo- We use
the movie until the multicast starts. Using regional cache servers channeto refer to the unit of server network bandwidth needed
deployed over many strategic locations, Mcache can remove the to support one video stream. Because of the high bandwidth
initial playout delays of clients in multicast-based video streaming. requirement of video streams, server network bandwidth is
While requests are batched together for a multicast, clients can considered the most expensive resource in a VoD system [21].

receive the prefix of a requested movie clip from caches located Theref itical t of a VoD tem desian is t -
in their own regions. The multicast containing the later portion EI€iore a critical part o a vob SySi€m CesIgh IS to minimize

of the movie can wait until the prefix is played out. While this ~S€rver bandwidth requirement.

use of regional caches has been proposed previously, the novelty Internet traffic is bursty; recent study [10], [16] indicates that
of our scheme lies in that the requests coming after the multicast arrival rates of requests to the Web are highly variable. There are
St;rctﬁegacvifgg'uf’znbyatgra‘igJto%e;girs tOTE: 3?2’%"} %té‘;]:';'c\?vsats typically long periods of idle times with relatively little request
proposed before, but they are used either with unicast or with traffic, mixed with short_ periods of high request burgt. Although
playout delays. Mcache effectively hires the idea of a multicast W€ do not yet have evidence that VoD requests will follow the
patch with caches to provide a truly adaptive video-on-demand characteristics of the Web, we believe that such characteristics are
service whose bandwidth usage is up to par with the best known quite likely. Some preliminary study [6] suggests that the request
open-loop schemes under high request rates while using only naitarns for news-on-demand services follow those of the Web
minimal bandwidth under low request rates. In addition, effi- Zinf's | b larity). In thi

cient use of multicast and caches removes the need far priori (3-9-- ipf's law on web page popularity). In ) IS paper, we ex-
knowledge of client disk storage requirements which some of the @minethe performance ofVoDrequestschedulingprotocolsunder
existing schemes assume. This makes Mcache ideal for the currentan environmentwhere requestrates may be highly variable. Inthis
heterogeneous Internet environments where those parameters environment, VoD service hastobe highly adaptive, optimizingits
are hard to predict. We further propose the Segmented Mcache server bandwidth usagetothe level ofrequesttraffic.

(SMcache) scheme which is a generalized and improved version L - .
of Mcache where the clip is partitioned into several segments in Existing VoD schemes fall in two categoriesiosed-loop

order to preserve the advantages of the original Mcache scheme SCheme$12], [11], [7], [19], [2], [8], [9], [20] and open-loop
with nearly the same server bandwidth requirement as the open scheme$3], [31], [1], [22], [4]. In most closed-loop schemes,

loop schemes under high request rates. the server allocates channels and schedules transmission of
video streams based on client requests udiatching or
I. INTRODUCTION patchingtechniques. In batching, requests for the same video

IDEO-ON-DEMAND (VoD) is gaining popularity in re- clip are delayed for a certain amount of time to serve as many

cent years with the proliferation of high bandwidth netiequests as possible with one multicast channel [2], [8], [9],
I[30]. In patching, when a client issues a request for a video clip,

works. Applications using VoD include news distribution (fot™. diately o] - lticast ch | A of the cli
example, headline news from cnn.com), distance learning dpfjnmediately Joins an existing multicast channel A of the clip.
Since it has missed the beginning part, the server establishes

entertainment video distribution. Deployment of new technol . o
ew unicast channel B to send the missing part as a patch

gies in last mile access networks such as DSL and cable moo%rﬂ] 191 1281. Th icast patching d t introd
have made VoD over the Internet possible. ' [I ], ![ d].l uts,thunlcle_ls tpat(; m?h 0es tr\]/y I|<n<;0| uce
A typical VoD system consists of a set of centralizegny playou _o}ay a ¢ E. clien (to elr an nh? horb ga)(/j?]
video servers and geographically distributed clients connec (\j/vev;?r, heX|s mgt Ea Ctgg tprlcl) zc'(\)/lslt.uset 1'99 th artl) th
through high-speed networks. A large number of video files afgder nigh request bursis.ontroiied viu |pas[ ], the bes
patching protocol known to date, requiré¥+/AL) server
channels where is the mean arrival rate of requests ahd
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open-loop schemes [31], [1], [22], [23], [17], [4] that differ onclients as possible. A major constraint is to offer clients
multicast schedules and server bandwidth requirements. Thastantaneous playback. Using prefix caches essentially allows
schemes require onf9(log L) server channels, the theoreticathe server to delay the starting time of both types of multicast
lower bound for required server channels for VoD. Howevewithout actually delaying the client’s playout time, thus pro-
open-loop schemes are not adaptive because the server bre@ting more opportunities to serve later requests with existing
casts a constant amount of video streams regardless of whetliemnels.
there is an outstanding request or not. Thus, while an open-loopn this paper, we analytically estimate the server bandwidth
approach can support an unlimited number of requests for pafsage of VoD services, and validate our results by simulation.
ular video clips with a constant amount of bandwidth, it waste3ur analysis shows that the performance of Mcache in terms
bandwidth when the request frequency is low. of the time average of the number of server channels used is
In this paper, we propose a novel adaptive closed-logisually the best among all the schemes we tested over a variety
scheme, callet/lulticast cache (Mcache}hat uses part of the of client request rates.
client storage space or some caches to store some parts ffofhis paper is organized as follows. Section Il contains an
popular video clips to offer zero-delay for playout and lowegverview of existing work on protocols for VoD systems.
server and cache bandwidth requirements than the best knde@gtion Ill provides an outline of the VoD system environment.

closed-loop schemes such as [12], [11]. Its properties are fhection IV presents the basic Mcache multicast algorithm
following. which uses prefix caching. Section V discusses a variation of

this scheme involving partitioning of video clips into segments.
Ye provide an upper bound analysis of the segmented scheme
alled the Segmented Mcache (SMcache), and discuss a further
Riglferalization called partitioned SMcache. In Section VII, we
ompare the performance of SMcache with some well-known
B n-loop and closed-loop schemes using numerical examples.
Section VIII concludes the paper.

1) Under very low arrival rates, the mean channel usa
of the server tends tal. Observe that this is the lower
bound, because each request necessitates a com
playout of the video clip by the server. Under high arriv:
rates, the mean channels usage of the server is boun
by O(log L), independent oA.

2) Clients do not experiencany playout delayther than
network delays in receiving requested video clips. The
bandwidth consumption at a client is also constant, inde- Il. RELATED WORK
pendent of the length of video clips (each client requires

at most two channels at any time). Patching was first proposed by [21] and extended by [19],

3) The amount of disk space at clients and at caches ], [5] by optimizing the server bandwidth requirement. In
], a threshold policy is proposed, and the resulting scheme

much less impact on its performance than on that of othier i . .
existing cache-based closed-loop approaches. Its tralfereferred to as Controlled Multicast. Controlled Multicast is

offs between the resource usage (disk space and ba%d:_losed-loop approach that has been shown to provide good

width) of the server and that of caches are much bet t]’-;rforn;ance undgr t'°".V re?uest rateg. Ill-lowrfvertt;‘ﬁml\/lde?hs, fth
than those of other existing cache-based closed-loop < performance deteriorates, especially when the length ot the

Ip becomes large. It is shown that the server bandwidth grows

proaches.
4) It does not require ang priori knowledge of client disk asO(VLA). .
space. There are several open-loop schemes, such as the harmonic

broadcasting schemes [23], [25], [24], the permutation-based
The central idea of Mcache is to use batching, patching, apgramid scheme [1], and the Greedy Disk-Conserving Broad-
prefix caching [29] techniques with multicast to complemengast Scheme [17], which provide@(log L) performance in
one another. In Mcache, a client sends its request to both teems of server bandwidth utilization. The open-loop schemes
server and its local cache. The request is immediately seryggled above also involve a nonzero delay between a client’s re-
by the cache for the prefix of the requested clip. In the meaguest and playout of the video clip. Pagisal.[26] propose a set
time, the server can batch the request with other requests gf'schemes involvingartial preloadingof certain objects to the
riving within the duration of the prefix. Those requests batchegt-top box of clients to eliminate this delay. The resulting pro-
together are served with one multicast channel after that duf@cols have zero delay but still involve substantial server band-
tion. Furthermore, clients requesting a clip after the multicagfdth utilization when the request rates for the clips are rela-
session for the clip has begun can still join that multicast segrely low.
sion. They get the missing part from a separate stream as a patclrhe catchingscheme discussed in [18] is a parameter-based
Since the clients receive the prefix from their caches, this patébheme whose server channel utilizatio@{gog L)), provided
can also be delayed for the length of that prefix. This enables thes accurately estimated. Thus, the parameters of the system
server to batch other requests for the same patch. The batcbgdlbe chosen to provide better performance than the open-loop
patch requests are served in another multicast session after §aatmes when the request rate is not very high. However, a
delay. Note that this scheme does not introduce any delay (othefjor disadvantage of this approach is that the performance of
than network delays) from the client’s point of view. Batchinghe system depends critically @npriori knowledge of the re-
the requests for patch is a unique feature of our scheme.  quest, and the system parameters need to be altered as and when
Our goal is to reduce bandwidth usage by sharing multicabe request rate changes. This involves both monitoring the re-
channels for the video clip and its patches among as maauyest rate and recalibration of parameters. The estimation of the
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arrival rate itself could be very complicated in many cases wherconds of each video clip, called {prefix. For each client that
arrivals are bursty. is not connected to a proxy server, we assume it has a local prefix
Controlled multicast can be combined with catching toache with enough space to store the prefix of all the popular
provide a “pseudo” adaptive protocol, calleglective catching video clips. For simplicity, we refer to both proxy server and
[18]. In selective catching, the bandwidth usage can be lifocal prefix cache asache
ited to O(log LX) under high request rates, and to the same The server stores video clips in their entirety. However only
bandwidth usage as controlled multicast under low requgsdrt of the clip after the prefix called thmdyneed to be trans-
rates. However, this scheme invohesgriori knowledge of the mitted to the client upon request. Typically the server is pro-
arrival rate of requests to determine whether to use controlleided with high bandwidth on its connection and clients have
multicast or catching. Consequently, it does not work well ilimited bandwidth devoted to streaming video clips. We assume
environments where the future arrival rate of requests canitlo¢ system has the following features.

be predicted. 1) Each server may use an unlimited number of channels for
Hierarchical multicast stream merging (HMSM [15], [14],  transmitting a particular video object. This is a reasonable
[13]) is a family of closed loop schemes where the server band-  assumption to make, particularly when the server stores a
width usage grows ad(log L\). very large number of video objects, and the total number
Eageret al.[12], [11] proposed the first closed-loop scheme,  of channels used by the server at any given instant is ap-
called dynamic skyscraperthat can potentially provide proximately equal to the mean because of statistical mul-

O(log L) performance even under high request rates. The algo- tiplexing.
rithm uses segments whose lengths follow a fixed progression.2) Each client has some local disk space.

Upon receiving a request from a client, the server schedules3) |n response to a request, the client first receives the prefix
a fresh transmission of only some segments of the clip. The  from the prefix cache.

client obtains the remaining segments from transmissions4) We assume that each client knows the location of its
which have already been scheduled but have not begun at the nearby cache and that the cache always contains the
time of the request. However, there are potential conflicts in  prefix of the video clip requested by the client.

sche_duling segments fo_r transmi_ssion, and the authors do_ nok) Because client bandwidth for streaming video clips is
provide a clear scheduling algorithm for the server regarding  Jimited, the client may receive or record incoming trans-
which segments it must retransmit when it receives a request missions from at most two channels at any given time.

from a client. This include transmissions from the video servers and the
Besides this, this scheme still has a few disadvantages inthat cache.

its design and performance are dependent on the minimum disks) All channels have equal bandwidth. The transmission rate

space available at a client. Under heterogenous environments on all channels is constant and equal to the playout rate.

where each client might have a different amount of disk space,7) Clients always request the entire clip, from the beginning.
it is difficult to know a priori the amount of disk space available

in all clients. Furthermore, when this minimum disk space of
clientsis fairly small, its performance becomes much worse than IV. MCACHE

that of open-loop schemes under almost all the request "aleSryis section describes the basic Mcache scheme. The video

Because of this, as the amount of video object that needs to be : : : L
: . . sefver multicasts the body of video clips usiigject channels
stored in regional caches increase, the tradeoffs between serve . .
. . ~anfpatch channelsObject channels are used to multicast the
bandwidth and cache bandwidth usages are not best exploited. . .
ntire body of the video clip, whereas patch channels are used

Another disadvantage of the dynamic skyscraper scheme is Q[?nulticast portions of the clip right after the prefix to facili-

\?v%?:r?iztlagsltrg(;s'seegTneer;;[fs%fgz(zftel?:géhégri:r f;:lg’ea S::eﬁatﬁ late-arriving requests to catch up with a transmission on the
q 9 9 Bject channel. In this algorithm, an object channel multicasts

ticasting it requires a retransmission of the entire segment. #1€ entire body of the movie. It will be shown that because of
SMcache scheme proposed in this paper addresses this proq em )

i is property, the algorithm requires the server to (%&/L)
through the use of variable-length patches. bandwidth on average. In Section V, we extend this algorithm

to allow the server to segment the body into multiple segments,
Ill. SYSTEM ENVIRONMENT and apply the basic Mcache algorithm on each segment inde-

. i pendently to achiev®(log L) server bandwidth usage when
VoD systems normally consist of a set of servers which stofies request rate is high.

video clips. The servers are connected to clients via a high-speed

network. Each client is provided with some storage capabili .

through its local disk. In addition, some clients are connected%) Mcache Algorithm

a proxy server through the network. The client’s action is straightforward: it requests the clip body
Itis shown in [8] and [9] that the popularities of videos followfrom the video server and requests the prefix from cache. The

the Zipf distribution with the skew factor of 0.271, which meanprefix is received immediately from cache and played out at the

most of the demand (80%) is for a few (10-20) very populatient. The server calculates a schedule and sends back to the

video clips. Given the limited number of popular clips, it is posclient the information regarding the channels to join and the time

sible for the proxy server to store the first few minutes or even join each channel.
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Server’s Action:

Mcache-Server(u,z.y,L)
Upon receipt of request at time u from client,
if there is no mcast of the body in [u — ¥, u)} and
there is no schedule of mcast of body in [u,u + z))
then schedule a mcast of body at time u + z;
(1) multicast body at time u + x;
m = join mcast of body at time u +x;
send{m, client);
elseif (there is no mcast of the body in [© —y, u)) and
there is a scheduled mcast of body at ¢ € [v,u +z))
(2) m = join mcast of body at time ¢;
send{m, client);
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and instructs the client to join at+ = to get the entire body.

Since the client receives the prefix from its cache during the first

z time units, it can wait until: 4 z. Here, the thresholgis used

to determine whether a new object channel or a patch has to be

used. Ifthere is an object channel scheduled to stéit in+z),

then the client simply joins this multicast when it starts.
Patching: When there is an object channel that startedeat

[v — ¥, u), the client joins this multicast at + x. Since the

multicast has already started, the client needs a patch for the

first w + = — ¢ units of the clip body. This patch can also be

elseif ?;here is a mcast of body that started at t€fu —y u))) and
there is no patch scheduled in [u, min(t +y,u + z})
(3) schedule a mcast patch for [z, 2 +u +x — {]
at k=min{t +y,utz);
multicast the patch for [z, z +u+x — #] at &k;
m = join mcast of patch at k and listen until k +u+2 —¢;
join mcast of body at v + z and listen until ¢ + L;
send(m, client); :
elseif (there is a mcast of body that started at t € [u —y,u g and
there is a pfzi;ch scheduled at k € [u,x]zlin(t+y,u+a: }
4) expand patch range [z, z+ut+x~1t
) mp:n %?tn mca.si;glflg [cb at k and listen until k +u +z — #;
join mcast of body at u+ z and listen until £ + L;
send{m, client);
endif

multicast. The fact that the client joins the object channel at
time a + z instead of at: allows it to receive the patch on the
second channel at any time (n, « + z] (recall that the client
receives the prefix on one channel during » + z)), which
in turn facilitates batching together requests for the same patch.
If there is already a patch channel scheduled to service earlier
requests, then the client can join that channel when it starts. The
patch length transmitted to that channel has to be extended up
tou + & — t to accommodate this client. This is how requests
for a patch are batched together.

If no patch channel is scheduled to start before the client fin-
ishes receiving the prefix at the cache (it receives the prefix until

The server's multicast schedule is determined by the arrine v + ), the server has to schedule one to start beforer.
time of a request and the status of existing multicast channdf®wever, this patch should start no later titany because the
If there is an ongoing multicast of the clip body on an obje&Xisting object channel was started and any request coming
channel, depending on how long the multicast has been runnigffer ¥ time later is serviced by a new object channel. So the
the server can choose to either: 1) start multicasting a patch &@ting times of the patch is set tenin{y + ¢, » + z}. The
instruct the client to join both the existing object channel and ti@tch consists of the first + = — ¢ units of the clip body and
patch channel or 2) start a new multicast of the body on a n&dgay be extended later to accommodate future requests.
object channel (with no need for a patch channel if it receives The threshold valug controls the frequency of recruiting a
from the beginning of an object channel). There is a tradeoff feW object channel, and therefore affects average server band-
this choice. If the multicast has not been running for a long tim#/jdth usage. Selecting too small a value foresults in a com-
then the patch would be short because the client has not misBle transmission of the clip body being scheduled too often.
much. Otherwise, the patch would be long. Thus, it might seelecting too large a value results in large patches which again
more cost effective to receive the body from the beginning ﬁ9quire hlgher server bandwidth. Thisis similarin conceptto the
starting a new object channel, rather than receiving a long patgglection of an optimal patching threshold in Controlled Multi-
We apply a threshold af time units, callectutoff thresholdo ~ cast [19].
decide on the two cases. If the existing channel has been running ,
more thany time units, then a new object channel is create®: Performance Analysis of Mcache
Otherwise, a patch is used. In this section, we provide a discrete-time analysis to show
To simplify the description, transmission and propagation deew the mean server bandwidth is minimized by selecting the
lays are ignored. The algorithm can be easily modified takiraptimal¢. The arrival of requests at the server is modeled by
these delays into account. We use constardsd I, to denote Poisson process with raferequests per time slot unit.
the prefix length and the body length respectively, both in time A client that requests for the video clip during time glani-
units. The algorithm describes the actions taken by a client ati@tes a new transmission if there is no new transmission that
the server when a client request comes in at imé/e denote began after time slat— y — 1. The new transmission is sched-
the server algorithm by Mcache, =, v, L). Ittakes asinputthe uled to start at the end of slet+ = — 1. If there is an ongoing
request timéuw), the prefix length(x), the cutoff thresholdy), transmission which began at the end of slot ¢ — y — 1, the
and the length of movie bodyL). It schedules object channelsclient joins the multicast at the end of stot . It also receives
or patch channels to handle the requests and returns the tihesfirst¢ 4« — s slots of the body as a patch. This patch is sched-
that the client joins an object channel and a patch channel. Nated for transmission at the end of slot ént- v, ¢ + 2 — 1).
that this algorithm is used as a subroutine for our main algorithmLet 7;, be the time slot at the end of which tig¢h com-
presented in Section V. Below, we describe the server algorithpiete transmission of the body of the video clip starts. hgt
for Mcache. The pseudocode is shown in Fig. 1. be the number of patches transmitted by the server in the in-
Batching: When a client issues a request for the clip at timeerval[r, 72.41). Let P, be the total length of these, patches.
u, if there is no object channel that has starteflin- 4, w), or  We defineT}, = 7311 — 73 to be thekth patching windowThe
is scheduled to start ifu, « 4+ ), then the server schedules aerver begins a new full transmission of the body of the video
new object channel at the latest possible time, which4sz, clip at the start of every patching window. By applying renewal

Fig. 1. Mcache algorithm at the server.
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Fig. 2. Sample sequence of requests to the server.

theory, it can be shown thd?, and7} are i.i.d. random vari-  Thenth patching segmen®S,, consists of slotg; + 22 +
ables with mean& P and E'T, respectively, and thatthe mean .. +z,_ 1+ (n— 1)z +1t0 2 + 22 + ... + 2, + nz. ASsume
bandwidth requirement of the server is thatzy + 20+ ... + zp—1 +nx < ybutzy + 20 + ... +
z +nx >y, i.e., there are exactly patch segments in slots 1
L+ EP . . .
—_— (1) toy. But observe that only requests that arrive during or prior
ET to sloty are served by thath patch. Any requests arriving in
ET is the mean length of a patching window. Any requeshe interval(y, z; + 22 + ... + 2z, + nz] receive a new and
arriving in the next; — 1 slots after a new transmission resultgomplete transmission of the clip, since the cut-off parameter is
in a patch. After the firsy slots, any new request arriving iny. Lets,, = z + 23 + ... + 2, +nz — ¥.
sloty + u, say, results in a new patching window that begins at We first estimatep(n), the mean length of the first — 1
the end of sloy + « + = — 1. Thus, the length of the patchingpatches, assuming that there are exacfatch segments which
window under consideration ist+w«+x — 1 slots. Since request begin at or before slag
arrivals are Poissom,is a geometric random variable with mean

R, =Bx

1/(1 — «), wherea = ¢, Therefore ET is equal toy + = + n-l . n+2n—1 n—l

(a/(1 = a)). o = B g 3o 3)zy+ RS
To estimateE P, we first define the concept of atch seg- j=1 i=1

mentwith the help of a sample sequence of requests in a typical (2)

atching window, and the corresponding patches generated, as . . L
ghown |gn Fig. 2 P gp g Theorem 1:z, 22, ..., 2,1 are identically distributed.

Suppose there are no request arrivals in the firots. The Their mean, conditioned on having exactypatch segments,

first request arrives in slot, + 1. If z, < y — =, the server 1S IVeNbBYEZ|, = ((y +2/2)/n) — z.
waits until time slotz; + x before transmitting the patch for this Prpof: See Appendix A. . .
client. When it does, the patch is multicast and must be sent OThellntervaISuzl, W2, ..., Wn— AIE also L.i.d. ra”‘?'om vart-
any client whose request arrived during or before sjot . a Ie§ mdependent.of. Let their mean bEEW'_ Wi, t < M,

We define the first; + « slots shown in Fig. 2 to constitute 2'€ SIMPly geometric random vanabl;es condlt;onedzxgr{ L.
patch segmertt, denoted by?S, . It consists of; slots without | NereforeEW = (a/(1 — a)) — a(a”/(1 — a”)). Thus, (2)
any request, followed by a request in stot+ 1, which is in "€dUCes o
turn followed by up tax — 1 slots which may feature further n{n —1) <y +x/2 x) n (n+2)(n—1) -

2

requests from other clients. The significancef, is that all (n) = 2 n
clients which request the video clip duriftf; receive the same — (n—1)EW.
patch; call it7?;. Suppose that the last such request arrived at

71 + & — wy. This request receives the prefix on one chann@n simplification, we get
and the patch on the second channel until glot w, + 2z, and

receives the original multicast only after time stot—wq + 2. P(n) = Q(n -1+ <5_x - EW) (n—1). (3)
The length of the first patc®, is therefore given by, + 2z — 2 4
wiy.

We can uncondition on to get
Suppose there are no requests to the server from z to

21 +x + z2. The next request arrives during stet+ 2o +x + 1.

If 21 + 2+ 22 < y — z, we call the segment constituting slots
z1+x+110 21 +20+22 as patch segment 2, 5155 If 23 +20+

2% < 4, all clients whose requests arrive durif$, receive whereEN is the mean number of patches in inter¥al
the same patclif,. The corresponding patch is multicast by the Theorem 2:

@:;d)(n):%(EN—l)—i— <%—EW) (EN —1)

server aky + 22 +2x and is of lengthyy + 22 + 32 — w9, where y(1— )

the last request if?S; arrives atz; + z2 + 2x — wo. Similarly, EN ~ m

we can say that thgth patch segment’S; consists of slots '

z1+zo+. Az (- Dx+1t0z1+22+. . . +2+jx. The Proof: See Appendix B.

length of thejth patchis givenby; = >~ z+(j+1)z—w;, Let the mean length of the last patch in this interval is given

assumings:; + 2+ ...+ 21+ — Dz <y —z. by Py.
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Theorem 3: first segment as a patch, starting at timéNote thats must be
2(1—a) no later thanu; + z; which is the time that the client finishes
Po=y m receiving the prefix of length; . Further,s cannot be later than

11 because any request coming affemwill be given a new ob-
Proof: See Appendix C. ject channel for the first segment. Thuysg min(y;, w1 + z1).
Therefore, the mean bandwidth required by the server Tsie patch must last until time+ w; + ;.
given by R, = B((L+ @+ Py)/ET), which is approximately  Opserve that, although the client may receive transmission
equal to (4), as shown at the bottom of the page. The optimalm two channels at any given time, the client only listens to
value of y is once again obtained by solving a quadratighe patching channel until time+ u; +z;. Note that the latest
equation. Whem\ — oo, the optimal value oy is given by time this client can afford to delay receiving the second segment
V2La +x — (1122/2) — . Therefore, the optimal value ofjs,,, 4 1.1 4, because by this time, the first segment must have
R, grows asO(v/'L). This indicates that the bandwidth usag@een fully played out. In other words, since the client leaves the
is bounded byO(V/L), independent of. The reason for this patch channel at time+u, +:1, and it does not have to receive
is that up to a certain value of, the server has to transmitihe next segment until; + L; + z1, the client listens to only
more patches a4 increases. However, beyond this point, thgne channel (the object channel for the first segment) during the
server merely batches more requests on to a single patch, tmtlérva|(s+ul 421, ug 4+ L1 421). Sinces < y, this interval
increasing multicast efficiency. This is made possible becayg@|udes the intervaly, +u1 + 1, u1 + Ly + 1), the duration
of prefix caching. of whichisL; — v;.

This is analogous to havingwrtual prefix of lengthL; — 4,
for the second segment so that the server can delay serving the

The Mcache algorithm described in the previous section ouiequest for the second segment for up to a duration of length
performs Controlled Multicast (see [27]). This is easily seen dg —y;. To visualize this, suppose that the client whose original
the outcome of batching all requests that arrive when a cligiequest arrived at,; makes avirtual requestto the server for
is accessing the prefix of the clip. The hotter a given videgegment 2 at time, + y; + x1. The latest time until which the
clip gets, a larger number of requests are batched. However, $keever may delay transmitting segment 2 to this client is actually
length of the cut-off is in the order af L. This means the meanwu; + Ly + x1. Thus, the server hds, — y; time units after this
bandwidth required by the server is al§g\/L), which is in- virtual request to transmit this segment to the client or, if there
ferior to several known open loop schemes. For instance, isein ongoing transmission, to begin transmitting a patch to the
pre-loading schemes by Padtal.[26] can be used to provide client.
instantaneous VoD while using onfy(log L) server bandwidth.  The above situation is the same as in Mcache when a prefix of
In this section, we extend the basic Mcache algorithm to priengthz, = L, — y; of a movie clip of lengthl, + z» is stored
serve the advantages of the original algorithm with nearly thethe cache, and a client’s request for that movie arrives to the
same server bandwidth requirement as the open loop schemieache server at time; + y; + 1. Now, consider the body of
under high request rates. This algorithm, presented below|dagthL. with a prefix of lengthL; —y; being transmitted using
called SMcache the basic Mcache scheme. Assume that the cutoff threshold for

i the clip isy2. Also, consider a request for this clip arriving at

A. The SMcache Algorithm time s; = 41 + u+ =1. The client making this request receives

The body of the video clip is broken down into several sedhe prefix on one channel during the interf@l, L; — vy + s1].
ments. Letl be the length of the body ard,, 1.5, ..., Ly be Meanwhile, if there is a transmission of the clip body scheduled
the lengths of segments 2, ..., N, respectively. The first seg- to begin in[s1, s1 + L1 — 1), this client may join that multicast
ment is transmitted according to the basic Mcache scheme dikannel. If an existing object channel of the clip body began at
cussed in the earlier section. Let be the length of the prefix, time k> € [s; — yo, s1), the client joins this multicast at time
andy; be the cut-off parameter for segment 1. Assume that the+ L; — %1, and receives a patch of length+ L1 — y1 — k>
server begins a full transmission of the first segment (i.e., tfi®m the server. This is as if we run Mcachg, x2, y2, L2)
object channel for the first segment) at time 0. Consider a clientth wo = %; + 1 + z1, andze = L1 — 4. This will give us
which requests for the first segment at timeg «; < ;. The the schedule for the client to get the second segment and its as-
client accordingly receives the first; + 21 time units of the sociated patch (if required). We can inductively apply the same

V. SMCACHE

2 7 1 3
L+ L T L 2 w4 EW
1 1 2 1-a 2
2 x—i—l 2 x—i—l
— —
B & (4)
y+or+ ——

l—«
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Server’s Action:

SMcache-Server(u, z1, ¥, L);
w=uSL=0;i=1
while (St < L ) do
Mcache(u;, z:, ¥i, Lsi);
S1 =8 + Li;
Ui+t = Ui + T Y
Tiv1 = Li — 455
Yit1 = min(—-"f’;”-'L X 9i, Lig1 — ®ig1);
i+
od od

Fig. 3. Algorithm at the server.

Fig. 4.

argument for later segments; the schedule for seginentcan
also be obtained by running Mcadhg, 1, ©;+1, ¥it1, Liy1)t
With w; 11 = w; + i + %4, ©;41 = L; — y;, andy; is the cutoff
threshold for a movie length df;. (We discusg; for¢ > 1in
Section VI-A))

The SMcache server algorithm is shown in Fig. 3.
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Server’s Action:
SMcache-Server(u, zll ,y1, L);

w =4 SL=0i=1;

while (Sz. < L 5 do

Mcache(us, 2, ¥, Li);
SL=S5; -;-Li,;

it = max(ui + i + ¥, %1 +T1 + 81, = Dyaz);

Liy1 = min| Li ~ Yi, maz )i

yi+1 = min(EZY x gi, min(Lits, Dmez) — Tit1);

i++;

SMcache with limited client disk space.

Proxy Server’s Action:

Part-SMcache-Proxy-Server(u, 21, y1, L, L1, n);
U =
Send-prefix(time = ui, length = 21);
for i=1 to n)do
Mmhe(uﬁ Zi, Yi, L‘),

:i+1 = U +§{ + vi;
. . . L i+l = 4o = Yis
B. SMcache with Client Disk Limitations y.-:l _ min(ﬁéﬂ x yi, Liv1 — Zira);
So far, we assumed that the client can store up to half an en-
tire video clip. Since the client may receive only on two chan-
nels at any given time, and the playout speed is assumed to be
equal to the transmission speed, the client’s disk space is never
a limiting factor for the SMcache algorithm. Here, we take into
accountD,,..., the disk space available at the client making a
request, and modify the algorithm accordingly. The following

constraints are introduced.
1) The client may begin receiving a segment at most the

od

Main Server’s Action:

Part-SMcache-Main-Server(u, 21, y1, L, L1, n);
U = U;
Su=0;

i=1;

while (Sz < L) do
if (i > n) Mcache(us, zi, ¥, Li);
St = 8. + Li;
Uit1 = Ui + Ti + Yi;

i . . Zivr = Li —yi5
equivalent ofD,,, units of time before the scheduled Yit1 = m'in(éig-i X ¥i, Lit1 — Zig1);
playout time of the segment. Sineg + =; + L; is the i+ :

scheduled playout time for segmeént 1, andw,;; is the od

instant of the virtual request for segment 1, u;+; must
be larger than or equal to, + x; + L; + Dpax.

2) The maximum patch size for segmeémay not exceed
D, .x. Thusy; + z; < Di.x. With these constraints, we

rewrite the server algorithm in Fig. 4.

Fig. 5. The partitioned SMcache algorithms.

latter N — n segments. As before, the regional cache transmits
the prefix to a client immediately upon receiving a request. In
addition, the basic Mcache algorithm is executed at the proxy
ferver only for those segments stored in cache. The main server
apd proxy server algorithms are shown in Fig. 5.

C. Partitioned SMcache

In this section, we consider a generalized version of S
cache, in which the proxy servers store a few of the initial se
ments of the video object in addition to the prefix. This is along
similar lines as the partitioned dynamic skyscraper model pro-

posed in [11]. We assume there is one main server/dne-  |n this section, we show that the mean number of server
gional caches in the network. Each regional cache stores the fgishnnels used by the nonpartitioned SMcache algorithm can
n segments of the body of the clip, in addition to the prefix dbe upper-bounded by a function whichd¥log L), provided
lengthz;1. The main server stores the remainiNg-» segments. it is not limited by disk capacity at the clients. Then, we prove
The SMcache server algorithm is suitably modified to facilitatgyat the server bandwidth usage goes to zero when the request
a regional cache to multicast the firstsegments to clients in rate goes to zero. Finally, we analyze the performance of the
its network neighborhood and the main server to transmit thartitioned SMcache scheme and develop an optimization
1 , . _ odel for partitioning a video clip between the main server and
We are extending and generalizing the notion 0

Mcach@u; 1. =41, yii1, Lis:) because in Section IV, we presented’€gional caches.
Mcachéu, =, y, L) in the present and past tenses. Here we have to run

Mcache based on the future schedule. For instance, we say “If there is/Qo
object channel that has started [ilm — y, «), then the server schedules a" ™
new object channel ai + =.” This has to be interpreted as “If there is no
object channel that is scheduled to start in time— y, u), then the server
schedules a new object channelwat+ =.” The precise implementation of
Mcache appears in the Appendixes.

VI. PERFORMANCEANALYSIS

An Upper-Bound Analysis of SMcache

Suppose we choode andyy, suchthate, = Ly —11 > 3.
Letus assumethat = Sz, where3 > 1. Therefore, the mean
bandwidthR{" required by the server in transmitting segment
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1 may be estimated from (4). Rearranging the terms, it can Beom this, we can show that

shown that

ui
2x 1
Y1

L, + + 2y + =1

RY < B

= Bmax- (5)

Now, let us choosd., = SL; andy, = fBy. Then, we can

show that

2
Ly + =2 4 2yp + 22
2.7}2

Y2
y2
Li+ 2 42y +
2.’1’1

R® <B

=B = Bnax-

at

SinCGLQ/Ll = .’L’Q/.’L'l = yg/yl = [3, we hava'g =1ILs — Y2 =

N = ; BN —1
R, =Y R < 3 (1—a)Byxp~" = By <ﬂ>(1—a).

(i=1)

(7
But o = e~*. From (7), we see that wheh — 0, R, <
Bo((BN — 1)/(B — 1))(1 — a) — 0. In other words, the
bandwidth usage of the new scheme is not only bounded by an
O(log(L)) function, but is also very small when the request rate
is small (i.e., proportional td — ¢~*). Open-loop schemes such
as periodic broadcast, on the other hand, requires a fixed server
bandwidth irrespective of request rates. This is the deciding ad-
vantage in using a closed loop scheme over even the most effi-
cient open-loop schemes.

=1

C. Performance of Partitioned SMcache
In this section, we consider the performance of partitioned

(L1 —y1) = Px2. Thus, we choose each segment to be largeh ;..o e where, in addition to the prefix, some segments of the

than the previous by a factor ¢f The final segmenL  is the
only exception, and it is given by

N—-1

Ly=L- Z L <BLy-1.

i=1

SinceLy/zny < Ly_1/zy—1 = [, it can be shown that

movie body are moved into the proxy server. We discuss an opti-
mization model based on network costs for transmitting a video
object, as well as storage costs for replicating these segments
at the regional caches. The solution to this optimization model
provides the optimal regional caching strategy, similar to the one
discussed in [11].

Let )., m =1, 2, ..., M, be the mean request rate gener-

N N-1 : -
RS < R < Buax. Thus, the total bandwidth requiredaeq by clients in the network neighborhood of regional cache

by the server in transmitting alV segments ig?; < N Biax.
ButLy = L — YI';" > 0. Therefore

N—1 N—2
L>Y Li=)Y L.
=1 =0

Or L ((BN—t - 1)/(B — 1)) < L, which gives us

N <1+ logg <w>
' 1

Therefore, we have

R, < NBuax < B [1 +log, <W)} . ®
' 1

m. Then, the mean bandwidth required at regional caghis
given by

Rc()\rn) = B()\rnxl) + Z Rgzk)()‘"l)
k=1

Whereng) () is the mean bandwidth required by the regional
cache in transmitting segmehtto its neighboring clients, cal-
culated as given by (4). The mean bandwidth requirement at the
main server is given by

N
R, <me> =R\ = > RPM

k=n-+1

From (6), it can be seen that the required bandwidth is no greatétere R (X) is the mean bandwidth required by the main

thanO(log L).

B. The Closed-Loop Advantage of SMcache
Rearranging terms in (4), we can show that
2

R < B(1-a) <L1 + 2?’—1 + 2 +a:1> = (1 a)Bo.
L1

We also have

2
R? < B(1-a) <L2 + 2y—2 2y + x2> — (1—a)By x 5.
T2

In general, we have
2

R < Bl—a)(L;+ 2
0 < B-a) (Li+ 1

+ 2y + xz> = (1—a)Box L.

server in transmitting théth segment to all the clients. Obvi-
ously, moving more segments out to the regional caches results
in a reduction in the network load at the main server and an in-
crease at the regional caches.

We note that it may be preferable to increase the network load
at the regional caches if it results in decreasing the load at the
main server, for purposes of even distribution of network traffic.
However, there is another cost involved in increasing the frac-
tion of the video object that is cachadlz. the cost of replicating
more data and storing it in several locations. If there is no cost
involved in replication and storage, the simple solution would
be to store the entire video object at each regional cache. This
not only helps in distributing the load evenly over the network,
but also reduces the overall network load if the choice of cache
location is made carefully. However, when there is a cost in-
curred in replication and storage of the leading segment set, we
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Prefix = 1 min, Body = 199 min, Disk = 64 min
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Fig. 6. Server channel usage versus

can devise an optimization model to arrive at the best cachitgmulticast to at mos2” —'°%* clients, while using only up
strategy. to 2 —les2M+1 _ 1 pranches. This indicates that there may be
Letd,,,m =1, 2, ..., M be the time average cost incurrecan advantage in moving more segments to the regional caches.
by regional cache: for transmitting on one channel. ThereforeHowever, this results in an increase in the storage costs (or repli-
the network cost for regional cache is given byé,,R.(\,,). cation costs) of more segments at each regional cache. Thus
Let © be the corresponding cost for the main server. Withothere is a trade-off between network and storage costs.
loss of generalization, we can assuée- 1. The network cost
for the main server i&, (). Let the cost per unit time of storing
aunit of data at regional cachebew,,. The storage (or replica-
tion) cost at regional cache is then given by,,, > 7', Ly. Let
the cost per unit time of storing a unit of data at the main ser
be(2. The storage cost at the main serveﬁ?iEanH Ly.The
total cost per unit time for the SMcache system is given by

VIl. PERFORMANCE COMPARISON

In this section, we compare the performance of the SMcache
V%Qheme with that of dynamic skyscraper, GDB, and selective
catching, which represent the state of the art in closed-loop,
open-loop, and hybrid VoD algorithms, respectively. We
modified each of these schemes to include a prefix cache with
prefix size equal to that used by the SMcache scheme, so as to

I
k=n+1

+ Z <RC()‘m)9m + Wy <‘Tl + Z Lk

k=1

) -

allow zero delay with increased batching. The prefix is stored
at proxies and transmitted by unicast to a client immediately
upon receiving a request from that client. First, we study the
performance of nonpartitioned SMcache for various arrival

rates of requests, when the request arrival process is bursty,
We expect,, to be less tha® because the main server mulwhen the disk space at clients is variable, and for various
ticasts to a larger number of clients spread out through the nptefix lengths. Then, we study the performance of partitioned
work whereas a regional cache multicasts to a relatively sm&8Mcache. Specifically, we study how the performance of the
number of clients in its own neighborhood. For instance, comain server and that of the regional caches as functions of
sider a binary tree kind of network topology. The main servertbe number of segments stored in the regional caches. We
at the root of the tree and there &% clients are at the leaves.compare these results to the performance of the main server
Assume all regional servers are at the intermediate nodes, and regional caches in the partitioned dynamic skyscraper
at the same level. Thus, a multicast by the main server candigorithm, assuming that the same fraction of the video object
received by up t@®% clients, and traverses up 85+1 — 1 s stored in the regional caches. Finally, we consider a sample
branches. Each regional cache, on the other hand, only needlst function specified in (8), and plot the total network and
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Fig. 8. The Pareto Arrival process.

storage costs of each algorithm. We also plot the total cost at than SMcache. However, selective catching can be optimized
main server and at the regional caches to highlight the trade-offly for a particular request arrival rate. SMcache, on the other

involved in transferring more data to the regional cache. hand, does not rely om priori knowledge of the request arrival
N rate and easily adapts to changing request rates.
A. Non-Partitioned SMcache Server Bandwidth for Bursty ArrivalsTo illustrate the adap-

Server Bandwidth versus Request RalieFig. 6, we plotthe tiveness of SMcache, we compare the performance with Pareto
average number of server channels required as a function of @tgvals. Fig. 7 contains the short-term channel usages of SM-
request arrival rate, assuming Poisson request arrivals. We staaghe and selective catching (with prefix cache) as a function
the results for SMcache obtained by analysis as well as simufditime. These results were obtained by simulation. The Pareto
tion. We assumed that each client has enough disk space toaitival process is a bursty arrival process with long-range depen-
commodate at least 64 min of the clip. Dynamic skyscraper wadsnce, as shown in Fig. 8. When the selective catching scheme is
evaluated for two values d¥ which represents the maximumoptimized for the mean arrival rate, there is a significant residual
segment length allowed by the algorithm, i.e., For= 16 and bandwidth when there are no arrivals. Besides, it requires the
W = 64 min. First, we conclude that the approximate analyticslerver to know the mean request rate in advance. With SMcache,
algorithm provided by us to evaluate this algorithm for Poissdhere is no residual bandwidth, and there is no significant drop
requests is very accurate. Next, we conclude that SMcache laperformance due to erroneous estimation of the request rate.
considerable improvement over GDB when the request rate isServer Bandwidth with Limited Client DiskNext, we illus-
low. We also conclude from Fig. 6 that SMcache providesteate the versatility of the SMcache algorithm in adapting to
significant improvement over dynamic skyscraper, while usirgients with variable disk space. In Fig. 9, we compare the per-
the same resources. Observe that the choid® d$ crucial to formance of SMcache with that of dynamic skyscraper (with
the performance of the dynamic skyscraper. In order to provigeefix cache) when clients have varying disk space. Some clients
zero-delay VoDJW must be chosen to accommodate the cliefiave 16 min of disk space while the rest have 64 min. Thus, the
with the least disk space, so even if a small fraction of cliendynamic skyscraper algorithm needs to Fix at 16 min. We
have the equivalent of 16 min of disk space instead ofl84, consider two versions of dynamic skyscraper. In the nonparti-
needs to be chosen accordingly. More importantly, the sent@med version, only the prefix is stored in cache. In the parti-
needs to know the disk space available at each client in advatiosed version, in addition to the prefix, a few initial segments
so as to design the segment lengths in correspondence. Fin&llg/led leading segments) are stored in cache. We obtained the
we conclude that optimal selective catching performs no bettgtmber of server channels used by SMcache and nonpartitioned
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Prefix = 1 min, Body = 199 min, Disk1 = 64 min, Disk2 = 16 min, Request rate = 1/min
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Fig. 9. SMcache with heterogeneous clients.

dynamic skyscraper through simulation. We add this to the meiate at the main server, i.e\ times the prefix length. In Fig. 10,
number of proxy channels used given by z;. we plot the mean number of channels required by the main
For partitioned dynamic skyscraper, we obtained the sumsdrver as a function of the prefix size. The values for SMcache
the channels used by both the main server and the proxy serwate obtained both by simulation and analysis, and we observe
assuming that there is a single proxy server. We plot the resultdlzest the results obtained by both methods are in agreement
a function of the fraction of clients whose disk can store 64 minith each other. From the figure, we infer that SMcache
of video. Observe from Fig. 9 that SMcache easily outperfornpsovides better performance than every other scheme for the
nonpartitioned dynamic skyscraper which is not adaptive parameters considered. Furthermore, for relatively small prefix
clients with varying storage capacity. SMcache is also better thi@mgths (less than 1 min in Fig. 10), SMcache shows a major
the partitioned version. Itisto be noted thatthe partitioned versionprovement over prefixed dynamic skyscraper and prefixed
requiresreplication of resources atlocal (or regional) servers, &BBB. This illustrates the major gains that could be had in
thus involves additional storage cost than SMcache, with no be8Mcache even when the available cache space is very small,
efit. Forinstance, the partitioned dynamic skyscraperinthe abavkich are notably absent in dynamic skyscraper.
example requires storing 63 min of the video in the proxy server.Obviously, there is a tradeoff involved in choosing the length
Ontheotherhand, SMcache needsto store only 1 min atthe prafyhe prefix. A small prefix results in greater network load at the
serverand still shows better performance. Furthermore, SMcasleever whereas a longer prefix reduces server load but increases
does notrequire proxy serversto have multicast capability, unlitee channel requirement at the proxies. If the rdtits fixed,
partitioned dynamic skyscraper. then it can be shown that the optimal length of the prefix is given
SMcache Performance versus Prefix LengHinally, we byz,,: =~ 1/8A8, wheref is the ratio of the network cost of one
study the impact of prefix length on the performance of SMelient channel to a server channel.
cache. In Fig. 10, we compare the performance of the various
scheme_s for different_ prefix sizes. When the prefix ?s_larg? Partitioned SMcache
the main server requires fewer channels for transmitting the
video clip, but the network load at the cache increases. SinceNetwork Load at Server and Cachén Fig. 11, we plot the
we assume that caches transmit the prefix by unicast, the meamber of channels required at the main server in partitioned
number of channels required by a proxy server is given by tlicache and dynamic skyscraper, as a function of the fraction
length of the prefix times the arrival rate of requests to thaf the video object stored in the cache. Using dashed lines, we
particular proxy. Therefore the sum of the mean number afso plot the sum of the mean number of channels required by
channels required by all proxies is given by the total requesach regional cache, whose values correspond to the scale on
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Fig. 10. Server load versus prefix size.
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Fig. 11. Partitioned SMcache: network load at main server and regional cache.

the right of the graph. We also analyzed the nonpartitioned Sklip was cached at regional servers as the prefix. For the param-
cache algorithm assuming that the same fraction of the videters chosen, partitioned SMcache had a much lower regional
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Fig. 13. Main server and regional cache costs.
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cache load than partitioned dynamic skyscraper, without athat SMcache has significantly better performance than dynamic
significant deterioration in the load at the main server. We alsttyscraper when the prefix is very small in relation to the length
infer that partitioned SMcache is better when we need to caabfea clip.
a larger fraction of the object regionally.

Optimal Partitioning: Fig. 12 illustrates this tradeoff, as we APPENDIX A
plot the replication and transmission costs as a function of the PROOF OFTHEOREM 1
fraction of the video object that is stored in the cache. As the . . . .

The arrival of requests for a particular clip is Poisson

fraction stored in cache increases, the total network cost Cv%'h rate \. Therefore, the joint probability distribution of

be expected to decrease if the location of the regional cache Is is qiven by:

chosen carefully. However, the replication cost increases. \?\7é’ 22,00 #n) 18 OV y:

have shown the cost for both partitioned dynamic skyscraper and n

partitioned SMcache. The cost parameters were chosen as fol- P(my, ma, ..., my) = H a™i(1 — o).
lows: M = 16,0 =1, 8 = 0.059, w = 0.01, and2 = 0.005. i=1

Correspondingly, the optimal cached fraction for SMcache is

about 0.07, whereas it is about 0.15 for dynamic skyscrap&pe probability that there are exactypatch segments is given
The minimum cost for SMcache is about 10.72, i.e., about 359%

better than dynamic skyscraper. Fig. 13 represents the tradeoff

between the total cost (i.e., network and storage costs) incurred Qn = Z P(my, ma, ..., my)
by the main server versus that of the regional cache as we vary Sn
the fraction of the video object that is cached.
From the above curves, we can find the optimal partition. S, = {(m1, Mo, ..., My) |y —N&
However, we further simplify this for some special cases as fol-

lows. Assuming that each segment s played out at the maximum

rate whether is located at a regional cache or at the main server, < Z m; <y—(n—1z— mn}
and thatf,, = ¢ andw,, = w, the optimum number of seg- i

ments which need to be stored in cache can be shown to be: =8V us®

Nopt < 108"3((1 - Me)/Ll(Mw - Q)) < Nopt + L.
where

VIIl. CONCLUSION
Yy —nx

57(11) = {(ml, Mo, ..., My)

In this paper, we have presented a closed-loop scheme called
Mcache, for providing zero-delay VoD services. The use of
prefix cache is critical to the efficient utilization of server < Zmi <y—(n- 1)37}
bandwidth in these schemes. This is due to the fact that prefix p
caching allows batching of requests from different clients for 3
given video clip, while still providing zero-delay service.

The SMcache protocol is a generalized and improved version i
of Mcache where the clip is partitioned into several segments in Z i
order to exploit the availability of two receiving channels at each =t
client to a_greater extent than Mcach_e does. SMcache shows <y—(n-1z< Zmz} )

a marked improvement over Mcache in terms of server band- -

width usage when the prefix ratio is large, i.e., when the clips

are large or the prefix is relatively small. Furthermore, SMcaclihe conditional probability distribution functiaR(z;|n = m;)
limits the server bandwidth requirement d¥(log(L)), where may be rewritten as

L is the length of the body of the clip. This is the same as in

open-loop schemes such as periodic broadcast schemes. How- p(;. |y, = ;) = P (Zi|57(11) - mi) P (Sr(Ll)m)

ever, SMcache being closed-loop, the server bandwidth usage is

lower than periodic broadcast when the request rates are low. +P (zi|5,(f) = mi) P (S£2)|n) .

Both Mcache and SMcache are adaptive in that the mean
transmission rate of the server is altered according to the tr%pc')nsiderP
sient request rate for any given clip. This is a notable improve-
ment of the catching scheme which is “pseudo-adaptive” in the (D)
sense that it involves recalibration of parameters whenever red’ (Zi = JilSn )
quest rates change. Z

SMcache is also adaptive to varying disk space among clients.
This is a distinct advantage over the dynamic skyscraper pro-
tocol whose design is dependent on the minimum disk space Z P(my, ma, ..., my)
available at a client. In addition to this, our experiments show ((my,mo, ... ma)CS)

57(12) = {(ml, ma, ..., mn)

(%S = 4;),i =1, 2, ..., n. This is given by

Plmy, ma, ..., my)

_{ma,ma, o ma)CSEY, mi=gi )
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Observe that P(m;, ma, ..., m,) and S are sym- P((, =k)

metric with respect to index. Hence, we conclude that n
P(z SV = ji),t = 1,2, ..., n, are identically distributed. Z Ho/’“(l—a) a®
The mean is given byl/n)E&(})(Z %) (e, )| AR R\
But (> zi|S,§1)) is a random variable taking values between n
y—nx andy— (n—1)x+1. We approximate this by a uniformly Z Ha"“ (1-a)
distributed random variable. Hence, we have {(m1,mz, ..., mn)eS 111
Bz _p 1l fy—nx+y—(n—-Lr+1 Compare this with the equations shown at the bottom of the
=g (z) = n 2 page. Observe that the two marginal distributions are similar in
Y+ /2 form. Further
~ 771 — Z. o
87(12): (217227"'7271) ZZ+Cn:U_(n_1)‘T_1
Now, considerP(z; sP = ji)i=1,2,...,n—1. Thisis { ; )

given by
and Cnv 2 2 0}
P (z = jils®)

Z P(my, ma, ..., my) which means the se(® is symmetric with respect to
{(my, mz, .., mn)CSD mi=ji} 21, %2, -, Zn—1, Cn. Hence, it is seen thaj, has the same
= . distribution asz;, ¢ < n. This gives
Z P(mb ma, ) mn)
(2)
{(m1,ma, ., m,)ES } EZr(I,Q) x (n—1)+ EZr(LQ) =y—(n—-1z—-1— EZ,(,?)
@) ) y+z—1
Observe thatP(m;, mo, ..., m,) and S are symmetric = . &
with respect to index, for ¢ = 1,2,...,n — 1. Hence,
we conclude thatP(zi|S,§2) = 4t = 1,2,...,n — 1, Thus, we have
are identically distributed. Their mean is given by
EZY = (1/(n — 1)E o (X7 2). EZ|, =P (S;p) EZ® 4 P (Sé”) EZ®)
Now, considex,, =y — 1 — (n — 1)z — 37 9
' :y—i—a:/ —x+(x/2n—1)xP(S,(,?)>.
n This may be simplified t&Z|,, =~ ((y + x/2)/n) — z.
> [[«0-a)
{((m1, ma, ..., my)| Zz_zllzzﬁkflf(nfl)x}izl APPENDIX B
= n PROOF OFTHEOREM 2
Z Ho‘mi (1-a) From Fig. 2, it can be seen that each patch segment consists of
{(m1,ma, . mn) €SP H=L a geometrically distributed time interval with no requests, fol-

or lowed by a fixed-size interval of length Therefore, the size of

Z Ho/’“ (1-a)

{(ma2, ..., my,)| Z?:_zl nlg+<71=yfkflf(nfl)a;}i:2

P(Zl = k) — .
Z Hocmf (1-a)
{(m1,me, ., nzn)e‘gff)}i:l
Z <H04"“(1 — a)) % ok
{me, oy mn) 7'1:1"’7""(71:’ —k—1—(n—1)x} =2
P(Zl = k) — 2 2772 Y

Z Hamf (1-a)

{(m1, ma, ..., mn)eSP }I=1



RAMESH et al. MCACHE: AN ADAPTIVE ZERO-DELAY VODD SERVICE 455

each patching segment is an i.i.d. random variable whose disfraking theZ-transform, the value o8/ (z) — M (=) is zero at

bution is given by z = 1.
AssumingEN” = C,,, we haveM " (2)C/(1 — z)?
b(n)_{(l—a)an_“” n>x
0 n < . M7 (z)—M(z)
1
Taking theZ-transform, we get = 1—2)2
1—qa l-axz
_ n_ _x C— .1 0.
B(z) —Zb(n)z = 1 oz % < 1+z—|—22—|—...+z“’—a(z+22+...+z"/‘)>—>” !

n

EN is the mean number of patch segments in a patchir-{é]erefore’ we have

window. Recall that the last patch segment in a patch window 1—a

begins at or before thgh time slot. Therefore, there aje-1 or C¢= m

more patch segments in the patching window if the sum of the

lengths of the firsj patch segments, i.eb5;, PSs, ..., PS;

is <y. Let the probability of this event b&;(y). Therefore APPENDIX C
PROOF OFTHEOREM 3

EN = Z Si(y). (9) Consider the last patch segmén$,, of a patching window
=0 that contains exactly patch segments. As seen in Appendix A,
the set of events resulting in a patching window consisting of
Itis clear thatEN(y) isa monotonically increasing function Ofexacﬂy n patch segments is a union of two disjoint SUb-S,@T)S
y, and may be rewritten a&\. Taking theZ-transform on both ands{? . when an eventis(? occurs, it can be seen that there
sides of (9), we get is no request arriving between the end of the— 1)st patch
o oo segment and thgth slot. Therefore, no patch is transmitted. The
M(z) = EN ()Y = S ()2t 10y length of thenth patch is trivially zero.
=) ,UZ::O Nw) ,UZ::O; i) (10) Now, consider an event if". The length of the patch to be
transmitted is<y + z. We approximate this by. Therefore, the
Let R;(u) be the probability that the sum of the lengths of thenean length of the last patch conditioned on having exactly
first j patch segments, i.ebS,, PS,, ..., PS; is equal tou. patch segments is given by
Then, we have
. P myx P (5,31>|n) .
Rj(u) =Y R; 1(v)B(u—v)
v=0

Unconditioning onz, we get

S , ; _ () 1
Riz) = 3 Rj(w)=" = BV Po=Y P myx Y P (s).
v=0 n n
Also Approximating the patch segments with a Stationary Renewal
Process, we can show thEnP(S,(f)) ~ z(l - a)/(z(1 -
vt @) + a). Thus, we have
Sily) = Y Ri(w)
u=0 Pom 1y x (1 — ) '
= , z z z(l—a)+
Si(x) = Y Si(wz" = Ry(z) 7— = [BEP —.
=0 ” ”
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