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Abstract

This paper reviews the state of the art in off-line Ro-
man cursive handwriting recognition. The input pro-
vided to an off-line handwriting recognition system is
an image of a digit, a word, or - more generally - some
text, and the system produces, as output, an ASCII tran-
scription of the input. This task involves a number
of processing steps, some of which are quite difficult.
Typically, preprocessing, normalization, feature extrac-
tion, classification, and postprocessing operations are re-
quired. We’ll survey the state of the art, analyze recent
trends, and try to identify challenges for future research
in this field.

Keywords: cursive handwriting recognition, off-line
handwriting, Roman script, isolated digits and char-
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1 Introduction
Automatic handwriting recognition has been a sub-

ject of research for more than 40 years [107]. On the one
hand, the reading of human handwriting by machine has
been considered an interesting and intellectually chal-
lenging problem in its own right. To approach, or even
surpass, the performance of humans in text recognition
has been a major driving force behind many research
activities. On the other hand, the field has been quite
important from the commercial and application oriented
point of view. Automatic address reading [57, 111],
bank check processing [53], and recognition of text filled
in by hand on forms have been major challenges in au-
tomatic handwriting recognition research. Moreover,
handwritten data has often been used to validate and
test the performance of new methods developed in pat-
tern recognition.
Since the beginning of the 1990’s a significant growth

of activities in handwriting recognition research has

been observed. One indicator is the increasing num-
ber of publications that appeared in related journals
(for a sample see the references). Another indicator is
the growing interest in specialized workshops and con-
ferences. There is no doubt that enormous progress has
taken place in this area. For example, for the tasks
of handwritten address reading and amount recognition
on bank checks, commercial systems have become avail-
able [35, 57, 111]. Nevertheless, there is a clear need
to further develop the field. All successful applications,
for example, address and check reading, work in narrow
domains with limited vocabularies, where task specific
knowledge and constraints are available. Examples are
the relation between zip code and city name in address
reading, or the redundancy of courtesy and legal amount
on a check. However, when it comes to general word or
sentence recognition where no constraints exist and one
is faced with a large, possibly open lexicon, the state of
the art is quite limited and recognition rates are rather
low. Yet the problem of unconstrained word and sen-
tence recognition is important in a number of future
applications, for example, the transcription of personal
notes, faxes, and letters, or the electronic conversion
of historical handwritten archives in the context of the
creation of digital libraries [117].
The field of handwriting recognition can be divided

into on-line and off-line recognition. In on-line recog-
nition the writer is physically connected to a computer
via a mouse, an electronic pen, or a touch sensitive de-
vice and his or her handwriting is recorded as a time-
dependent process. By contrast, in the off-line mode
handwriting is captured by means of a scanner and be-
comes available in form of an image without any tempo-
ral information. Also the use of cameras for capturing
handwriting is becoming increasingly popular [22]. Be-
cause of the lack of temporal information, off-line recog-
nition is considered the more difficult problem. In the
current paper we will focus our attention on off-line
recognition. However, it has to be noted that there
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are close relations between the two modalities. First,
many methods, particularly those that are applied af-
ter the writing has been converted into a feature vector
or a sequence of feature vectors, are applicable to both
types of problems. Secondly, many attempts have been
reported in the literature to convert one modality into
the other so as to make on-line methods available for
off-line recognition tasks and vice versa. Converting on-
line handwriting into the off-line format is more or less
straightforward. The other direction is rather compli-
cated, because it requires reconstructing the temporal
order of the individual strokes from the image of a given
handwritten text. Nevertheless a number of solutions to
this problem have been reported [23, 58, 92].
A task related to handwriting recognition is automatic

writer identification. It has applications in the foren-
sic sciences [50] and in handwritten document retrieval.
Writer identification can be understood as a classifica-
tion problem where a word, text fragment, or text is
to be assigned to one out of a number of possible writ-
ers. Another task related to handwriting recognition is
automatic signature verification. Signature is regarded
an important biometric feature that is very useful to
establish the identity of a person [54]. We will not re-
view writer identification and signature verification in
greater detail in this paper, although they share some
common subtasks with handwriting recognition, for ex-
ample, preprocessing, feature extraction and classifica-
tion methods. Recent work in this field has been re-
ported in [13, 49, 84, 100]. An earlier survey can be
found in [70].
In this paper we focus on the recognition of cursive

Roman script only. The problem of Asian script recog-
nition is addressed in [113]. It has to be noted, however,
that some of the methods discussed in this paper can be
used for either problem. There are books available that
address important aspects of handwriting recognition
for both Roman and Asian scripts [8, 86]. Generic clas-
sification methods that are applicable to a wide spec-
trum of tasks in handwriting recognition can be found
in [24, 104] and similar books. Recent surveys on cursive
Roman script recognition are [93, 112, 120]. Moreover,
noteworthy is the collection of articles by O’Gorman
and Kasturi [89].

2 State of the Art

Roman cursive handwriting recognition can be di-
vided into the tasks of recognizing isolated characters
or digits, individual words, and unconstrained text con-
sisting of a sequence of an a priori unknown number of
words. Recognition of isolated characters and digits is
by far the simplest problem for which mature solutions
have become available. The other two problems, word

and word sequence recognition, are considerably more
difficult and are still widely unsolved. In this section
we will first review methods of text image preprocess-
ing and normalization that are commonly found in any
of the three tasks mentioned above. Subsequently the
recognition of isolated characters and digits, individual
words, and sequences of words will be discussed.

2.1 Document Image Preprocessing

In the off-line mode an image of the handwriting to
be recognized is captured by a sensor, for example, a
scanner or a camera. Traditionally the first processing
step consists in converting the grey level image acquired
by the sensor to a binary image. A number of algorithms
for this step are known from the literature, see Chapter
2 of [89] and Chapter 4 of [86]. Nowadays, however,
with increasing processing speed and memory capacity
of modern computers, the direct use of grey-level images
is becoming more and more popular.
Before or after binarization, images are often filtered

to remove noise. Popular methods of noise removal in
both binary and grey-level images are based on image fil-
tering theory and mathematical morphology, see Chap-
ter 6 of [86], and [41].
Very often the paper document is not perfectly aligned

with the coordinate system of the scanner. To recover
from artefacts of this kind, skew correction methods are
applied. Methods for skew angle estimation are based
on horizontal projection profiles, the handwriting’s con-
tour, and other quantities [4, 76, 87].
In many applications there are no constraints imposed

on the writing instrument. Consequently there is con-
siderable variation in stroke width across different in-
put samples. To normalize the handwriting, thinning
or skeletonization methods are often applied. The aim
of these methods is to normalize the width of each stroke
to one pixel, while maintaining the topology of the pat-
terns under consideration; see Chapter 5 of [86] and
[116].
A feature that varies from one individual to another

is the slant of the handwriting. Training a classifier on
writing that hasn’t been slant corrected may require sig-
nificantly more effort and training data. Consequently,
slant removal is an operation that is found in almost any
handwriting recognition system. Methods for slant es-
timation are depending on the considered task. For iso-
lated character and digit recognition, often the angle of
the principle axis is used as an estimation [42]. For word
or word sequence recognition it is common to approx-
imate the handwriting’s contour by straight line seg-
ments and use the average or median direction of these
straight segments as an estimate of the slant [9, 122].
Other methods have been reported in [4, 60, 61, 105].
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2.2 Recognition of Isolated Characters

The task of isolated character recognition is usually
cast as a pattern classification problem, where an un-
known input pattern is to be assigned to one out of a
number of given classes. Most approaches to isolated
character recognition follow the traditional paradigm
of pattern recognition. There are three main process-
ing steps carried out in sequential order, namely, pre-
processing and normalization, feature extraction, and
classification. Typical preprocessing and normalization
steps have been described in Section 2.1. A large num-
ber of features for isolated character recognition and
corresponding extraction methods have been proposed
in the literature. They include moments and quantities
derived from series expansion (see Chapter 7 in [86]),
features based on projection profiles and on the con-
tour [42], as well as structural features such as end-
points, fork points, holes, length, shape, or curvature
of individual strokes that occur as part of the character
under consideration [115]. Also features extracted via
principal component analysis from the set of pixels in
an image [30] and the raw pixel matrix itself have been
used.
Once a feature vector has been extracted from the im-

age of a handwritten character, it is fed into a classifier.
Pattern classification has a long history and almost all
generic classifiers that were proposed at some time have
been applied to isolated character recognition. Con-
crete examples include nearest- or k-nearest-neighbor
classifier [42, 109], Bayes classifier [66, 104], polynomial
classifier [30], neural network [42, 66, 73], and support
vector machine [1, 72, 123]. Also structural classifiers
which use string or graph representations of the char-
acters to be classified have been proposed, see [12, 72],
Chapters 12 and 13 in [86], and [18, 75].
It has been widely debated which classifier is best for

handwritten digit recognition. A number of studies have
been published where different methods have been com-
pared to each other [72]. From these studies it can be
concluded that there is no ’universally best’ classifier.
Which method is to be preferred over another depends
not only on the classification performance, but also on
a number of additional factors, including, among oth-
ers, the number of free parameters of the classifier, the
size of the available training set and the time needed for
training.

2.3 Cursive Word Recognition

One possible approach to word recognition is to seg-
ment the given input word into a sequence of charac-
ters and then recognize each individual character using
one of the methods described in Section 2.2. It turns
out, however, that the extraction of isolated characters

from a word is extremely difficult without knowing the
word’s identity. Hence one is confronted with a ’chicken-
and-egg’ problem (also known as Sayre’s Paradox [103]):
If the identity of the word were known, its segmenta-
tion into individual characters would be feasible. But
to know the word’s identity, we need to segment it first.
To overcome this dilemma, different approaches to word
recognition have been proposed. They all try to cope, in
the one or the other way, with the segmentation prob-
lem. Three prominent examples, known as the holis-
tic, split-and-merge, and segmentation-free approach,
respectively, will be discussed below.

2.3.1 Holistic Methods

Holistic methods have been proposed to completely
bypass the difficult problem of segmenting a word into
its individual characters. Here the image of the given
word is considered as an entity in its whole and it is
attempted to classify it, given a dictionary of possible
words. Features that characterize a word as a whole
are loops, ascenders, descenders, face-up and face-down
valleys, as well as local and global shape descriptors.
Usually these features are ordered so as to reflect their
left-to-right order of occurrence in the word under con-
sideration. Then the features of an unknown input word
are matched against known prototypes. For a recent
survey on holistic word recognition, including pointers
to the related literature, see [77].
The holistic approach is limited in that it can’t deal

properly with a large number of classes. It has been
successful, however, as a method for lexicon reduction.
Hence holistic classifiers are suitable to be used in con-
junction with one of the two other approaches discussed
below.

2.3.2 Segmentation Based Approaches

Segmentation based approaches try to segment a given
word into smaller entities. However, as it is extremely
difficult, if not impossible, to segment a given word into
its individual characters without knowing the word’s
identity, they usually split a word into entities that don’t
necessarily correspond to exactly one character each,
and they consider a number of possible segmentation al-
ternatives at the same time. Typically, an oversegmen-
tation of the given input word is attempted. That is, the
image of a character that occurs within a word may be
broken into several constituents, also called graphemes.
At the same time the segmentation procedure avoids
merging two adjacent characters, or parts of two ad-
jacent characters, into the same constituent. A large
number of heuristics for achieving such kind of segmen-
tation have been reported in the literature. For surveys
see [11, 110].
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Once the given input word has been transformed,
through segmentation, into a sequences of graphemes,
(g1, g2, . . . , gn), all possible combinations of adjacent
graphemes, up to a maximum number M , are consid-
ered and fed into a recognizer for isolated characters.
Typically it is supposed that the recognizer not only re-
turns an ordered list of class names, but also renders
a confidence for each class. Once all possible combina-
tions of graphemes have been classified, a search pro-
cedure is applied that finds, based on the confidence
values returned by the classifier, the best sequence of
characters matching the input word image. Typically,
dynamic programming [110] or some A*-type search al-
gorithm [43], is used. The search procedure is often run
under the control of a dictionary of legal words. As an
alternative, the dictionary may be used in a postpro-
cessing phase.
The procedures sketched in the previous paragraph

provide just a generic framework. Many instances of
this generic procedure have been reported in the litera-
ture [4, 14, 28, 73].
An advantage of segmentation based word recogni-

tion schemes as discussed above is that the problem
is reduced to isolated character recognition - a prob-
lem for which a number of quite mature algorithms
have become available. On the other hand, segmen-
tation and grapheme recombination are both based on
heuristic rules that are derived by human intuition. The
development of automatic procedures that are able to
learn segmentation rules from training data and auto-
matically infer the parameters that guide the search for
fitting the optimal character hypotheses is still an open
problem.

2.3.3 HMM Based Recognition
The third main approach to cursive handwritten word

recognition is based on hidden Markov models (HMMs).
For all technical details of HMMs we refer the reader
to [94]. For a survey of HMMs in cursive handwrit-
ing recognition see [67]. HMMs qualify as a suitable
tool for cursive script recognition for a number of rea-
sons. First they are stochastic models able to cope with
noise and shape variations that occur in handwriting.
Next, the number of tokens, or feature vectors, repre-
senting an unknown word may be of variable length.
This is a fundamental requirement in cursive handwrit-
ing recognition because the lengths of the individual in-
put words exhibit a great degree of variation. Moreover,
using an HMM-based approach, the segmentation prob-
lem, which is extremely difficult and error-prone, can be
avoided. Finally there are standard algorithms known
from the literature for both training and recognition us-
ing HMMs. These algorithms are reasonably fast and
can be implemented with ordinary effort. Also software

packages including all necessary modules for training
and decoding have become available [17, 129].
When using HMMs for a classification problem an in-

dividual HMM is usually constructed for each pattern
class. For each sequence of feature vectors extracted
from the input pattern, the likelihood that this sequence
was produced by a particular HMM can be computed.
Eventually, the class with the highest likelihood value
is chosen as the recognition result. In word recognition
systems with a small vocabulary, it is possible to build
an individual HMM for each word. But for large vocab-
ularies this method is not applicable any longer because
of lack of sufficient training data. In this case HMMs
are built on a character basis and character models are
concatenated to word models. In this way the training
data are more intensively used [82].
In order to optimize recognition performance, the

HMMs have to be fitted to the considered problem.
In particular the number of states, the possible tran-
sitions, and the feature vector probability distributions
have to be chosen. Because of the linear, left-to-right
direction of handwriting, a linear transition structure
is often adopted (i.e. the state transition probabilities
are chosen in such a way that a linear left-to-right or-
dering of the states is imposed). The feature distribu-
tions are usually assumed to be Gaussian or mixtures
of Gaussians. To adjust the remaining free parameters
of an HMM, i.e. the transition probabilities and the pa-
rameters of the feature probability distributions, Baum-
Welch training, a special version of the EM-algorithm is
often used [94].
Features are normally extracted in a left-to-right scan

over the word to be recognized. Often a sliding win-
dow is used. The features describe structural properties,
such as ascenders, descenders, loops or cusps, or they
are derived from the greylevel distribution of the pixels
in the window. Examples of HMM-based word recog-
nizers can be found in [7, 27, 34, 57, 64, 68, 81, 127]. As
an extension of pure HMM-based recognition, some au-
thors have proposed to use HMMs together with neural
networks in hybrid systems [65, 97, 105]
A special case of cursive words is digit string. The

recognition of digit strings is needed in address read-
ing (zip code) and bank check processing (courtesy
amount). This problem is simpler than word recogni-
tion from the point of view that there exist only ten
different character classes rather than 26 (or 52 if both
small and capital letters occur). On the other hand, as
almost any sequence of digits may represent a courtesy
amount on a check or almost any digit can follow an-
other digit in a zip code, much weaker lexical constraints
are applicable in digit string recognition than in word
recognition. Except for the utilization of lexical con-
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straints, methods for the recognition of digit strings are
similar to those used for cursive word recognition. Ex-
amples of systems specifically developed for digit string
recognition are [15, 43, 71].
Finally we want to point out that there is another

group of successful approaches to word recognition,
which are inspired by human perception. Some rep-
resentative references are [19, 25, 74].

2.4 Cursive Word Sequence Recognition
In its most general form, cursive handwriting recog-

nition requires the transcription of some handwritten
text that consists of a sequence of words, for example,
a phrase, a sentence, or a whole essay, where the text
may occupy a line, several lines, or a whole page. Simi-
larly to the task of word recognition where it has been
attempted to segment a word into its constituent char-
acters and then to recognize the individual characters, it
has been proposed to segment a line of text into isolated
words and then to recognize these words using one of the
methods discussed in Section 2.3. Various segmentation
procedures have been proposed in this context. Many of
them are based on analyzing the distances between con-
nected components. From the theoretical point of view
the problem can be seen as a classification or clustering
task, where a space between two consecutive connected
components is to be assigned to the class ’within-word’
or ’between-words’. For more details of the segmenta-
tion and the corresponding word recognition procedures
see [4, 60, 61, 69, 81, 105].
The problem of segmenting a line of text into words

is usually easier than the problem of segmenting a
word into its constituent characters. Nevertheless, there
are cases where complicated ambiguities arise. Con-
sequently, segmentation-free methods based on HMMs
have been proposed for the task of word sequence recog-
nition. The principal idea is to concatenate charac-
ter models to word models and word models to word
sequence models. In this way the segmentation of a
word sequence into individual words is delivered as a
by-product of the recognition process, like the segmen-
tation of a word into its constituent characters is deliv-
ered as a by-product of HMM-based word recognition.
This technique has been successfully used in some sys-
tems [82, 122].
In cursive word recognition, a lexicon of legal words

is usually assumed. This lexicon significantly decreases
the number of possible character sequences to be taken
into account by the recognizer. In unconstrained natu-
ral text recognition, no direct analogy exists. However,
linguistic knowledge can be exploited in order to re-
strict the number of possible combinations of words in
a handwritten sentence. One of the most popular meth-
ods to incorporate linguistic knowledge into a recognizer

is word N-grams [55, 98]. A word N-gram is a sequence
of words of length N with an associated probability of
occurrence. N-gram probabilities are usually estimated
from natural language corpora. They are utilized in the
recognition process by weighting the word confidence
values returned by the recognizer with the correspond-
ing N-gram probabilities. In [80] it has been shown that
N-gram models are suitable to decrease the perplexity
in the recognition process, i.e. to narrow down the av-
erage number of possible successors of a word within a
sentence. It is possible to utilize the N-gram probabil-
ities in a postprocessing phase or to directly integrate
them into the recognition process [82]. Often there is
not enough training data available for robust estima-
tion of N-gram probabilities if N > 3 (it may be even
a problem for N = 3 or N = 2). However in this
case back-off modeling and similar techniques can be
applied [98]. An alternative is to use N-grams at the
level of syntactic word classes [98]. Here each word gets
assigned a syntactic tag, such as noun, verb, adverb etc.,
and N-grams relate to the syntactic classes rather than
individual words. Under this approach N-grams can be
estimated more robustly, but the constraints imposed
by the language model on possible sequences of words
become weaker.
Another approach to integrating linguistic knowledge

into the recognition process is based on language syntax
and syntactic parsing [47, 51, 131]. Here the output of
the recognizer is constrained to those sequences of words
that constitute syntactically correct sentences of the un-
derlying language. Similar ideas have been reported for
the recognition of legal amounts on bank checks [21, 59].
For this application it is easy to construct the underly-
ing grammar by hand (for example, a grammar that
defines all legal amounts up to one million). However,
for natural languages it is still a challenge to infer a
grammar automatically from a body of given text.

3 Recent Trends
Many of the methods discussed in Section 2 have

become state-of-the-art in cursive handwriting recog-
nition. Despite a certain level of maturity has been
reached, there is still an urgent need to further improve
the available recognition technology. In this section we’ll
discuss a few trends that have emerged recently. Of
course, the selection is based on the author’s subjective
opinion and no claim of completeness is made.

3.1 Databases and Performance Evaluation
The availability of large amounts of data for train-

ing and robust testing is a fundamental prerequisite for
building a handwriting recognition system. Further-
more, with more and more recognition methods becom-
ing available, the comparison and benchmarking of these

Proceedings of the Seventh International Conference on Document Analysis and Recognition (ICDAR 2003) 
0-7695-1960-1/03 $17.00 © 2003 IEEE 



methods is becoming increasingly important. Conse-
quently, the acquisition of standard databases has be-
come an issue of great concern in the handwriting re-
search community. Since both the collection of the data
and the preparation of the ground truth, i.e. the ASCII
transcription of the handwritten text, are expensive and
time consuming tasks, it is highly desired to reuse ex-
isting databases as much as possible. This also facili-
tates the direct comparison of different recognition al-
gorithms.

A survey of existing databases for handwriting recog-
nition research covering the state of the art until about
1996 has been provided in [39]. Databases included in
this survey are CEDAR [52], NIST [126] and CEN-
PARMI [115]. Moreover there are databases for the
online domain [40] and for Asian characters [101]. A
database that contains complete handwritten sentences
has been described in [105]. This database has been ac-
quired in the course of developing an HMM-based sen-
tence recognizer. All sentences have been written by
the same writer. In [119] a publicly available database
is described that contains both on-line and off-line data
of handwritten isolated characters, digits and cursive
words. A database containing essays written by stu-
dents is described in [26]. Furthermore a new database
designed to support research on bank check processing
has been presented in [21].

A fairly large database containing full sentences is the
IAM database described in [83]. This database is similar
to the one described in [105] in that it is build up from
sentences contained in the LOB corpus [56]. However,
it is significantly larger than [105] and includes texts
from multiple writers. The version of the database de-
scribed in [83] contains 82,227 instances of handwritten
words distributed over 9,285 lines of text produced by
approximately 400 writers. The underlying lexicon in-
cludes 10,841 different words. Because all texts come
from the LOB corpus, which is electronically available,
it is possible to automatically generate various kinds of
language models. This property makes the database in-
teresting for the development of recognizers that use lin-
guistic knowledge beyond the lexicon level. Originally,
the database was designed so as to support the develop-
ment of a text line recognizer. Consequently, the basic
units in the database are complete lines of text. How-
ever, a set of segmentation tools have been developed
meanwhile that allow splitting a line of text into indi-
vidual words [83]. Moreover a novel word segmentation
procedure that makes use of the ASCII ground truth
has been described in [130]. On a subset of about 3,700
lines this tool achieved a correct word segmentation rate
of 98%. Hence it can be expected that a fully segmented
version of this database will be available soon.

The IAM database was instrumental in the develop-
ment of a number of handwriting recognition systems at
the University of Bern. However it has also been used
by other research groups [5, 60, 122] The database is
still being enlarged and freely available upon request.1

3.2 Synthetic Training Data
All methods for handwritten character, word or sen-

tence recognition need to be trained. As a rule of thumb,
the larger the training set, the better is the recognition
performance of the system. This empirical finding has
been confirmed in a number of experiments [10, 99, 109].
However, the acquisition of training data is a tedious
and expensive process with clear limitations.
In the area of machine printed character recogni-

tion it was proposed to use synthetic data for train-
ing. A number of successful activities in this direction
have been reported in the literature. Using a degrada-
tion model, Baird successfully constructed a Tibetan
OCR system using training data that was initialized
with real images but augmented with synthetic vari-
ations [2]. Based on the same degradation model, a
full-ASCII, 100-typeface classifier was developed using
exclusively synthetic training data [29]. A recent review
on document image degradation models and their use in
synthetic data generation of machine printed character
recognition can be found in [3]. A system for machine
printed Arabic OCR that was trained on synthetic data
only is described in [78].
Recently similar ideas were proposed in the field of

handwriting recognition. In [10, 85] the synthetic gen-
eration of isolated characters has been described. The
generation of synthetic handwritten words and sen-
tences has been described in [38]. The basic idea is to
use image templates consisting of n-tuples of characters
(with n = 1, 2, 3) and to concatenate them to generate
words and word sequences from a given ASCII text. A
similar approach was adopted in [44]. However, while
the aim in [38] was to produce naturally looking hand-
written notes from ASCII text for personal communi-
cation, the method described in [44] has been tested in
conjunction with an HMM-based recognizer for hand-
written word sequences. A number of different alterna-
tives in synthetic handwriting generation, with varying
degree of complexity, have been explored. Under the
most elaborate model, the system trained exclusively on
synthetic data reached a recognition rate comparable to
that of the same system trained with natural handwrit-
ing only.
In [118] a geometrical distortion model for complete

lines of handwritten text was proposed. The model is
1Please contact the author or Matthias Zimmermann at zim-

merma@iam.unibe.ch. See also: http://www.iam.unibe.ch/ zim-
merma/iamdb/iamdb.html
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based on a combination of periodic functions that con-
trol the strength of geometrical distortion, affecting the
slant, width and height of the writing, the shape of the
baseline, and other parameters. A number of exper-
iments with an HMM-based recognizer have been de-
scribed. From these experiments it can be concluded
that the use of synthetic training data can improve the
recognition performance, particularly when the training
data has been produced by a small population of writers
and a writer independent recognition task is considered
(i.e. the writers who rendered the test samples are not
represented in the training set).
Finally it has to be noted that the use of synthetic

data is not limited to enlarging the training set. It may
be meaningful as well to generate synthetic data for
extensively testing a system under various conditions.
Synthetic data has also been used in the recognition
phase, making a classifier insensitive to perturbations
that naturally occur in handwriting [42]. Further meth-
ods for synthetic handwriting generation have been re-
ported in [91, 106, 124].

3.3 Multiple Classifier Systems
Recently it has been shown that systems incorporat-

ing multiple classifiers have the potential of improved
classification accuracy over single classifiers in diffi-
cult classification tasks [63]. Particularly in handwrit-
ing recognition the use of multiple classifier systems
has been advocated by many authors. Examples in-
clude [31, 33, 88, 108, 114].
In order to actually build a multiple classifier system

one needs a number of basic classifiers first. Very of-
ten the design of these basic classifiers is guided by in-
tuition and heuristics. For example, different sets of
features and/or different classification algorithms may
be used [31]. Sometimes, different sources of infor-
mation, which are redundant or partly redundant to
each other, are exploited, for example, zip code and
city name in postal address reading [57], or legal and
courtesy amount in bank check processing [53, 59]. Re-
cently a number of procedures for classifier generation,
called ensemble creation methods, have been proposed
in the field of machine learning. They are characterized
by the fact that they produce several classifiers out of
one base classifier automatically. Prominent examples
are Bagging [6], Adaboost [32] and random subspace
method [45]. For a summary of these methods see [20].
Applications to the recognition of cursive words are de-
scribed in [36, 37].
Once a number of classifiers have been generated, an

appropriate procedure has to be defined to combine
their outputs in order to derive the ensembles’ final re-
sult. Many methods for classifier combination have been
proposed in the literature [96]. They depend on the type

of output produced by the individual classifiers. If the
output is only the best-ranked class then majority vot-
ing can be applied [95]. More sophisticated combination
schemes look at dependencies between classifiers in the
so-called behavior-knowledge space [48]. If the classi-
fiers’ output is a ranked list of classes, Borda count or
related methods can be applied [46]. In the most gen-
eral case, a classifier outputs a score value for each class.
Then the sum, product, maximum, minimum, or the
median of the scores of all classifiers can be computed
for each class and the class with the highest value is out-
put as the ensembles’ classification result [62]. It is also
possible to weight each classifier according to its recog-
nition performance and then apply a combination rule.
This strategy has been adopted in Adaboost [32]. More
sophisticated combination procedures use the score val-
ues output by the individual classifiers as input for a
trainable classifier, for example a neural network that
acts as a combiner [33]. Another interesting approach
is to view the selection of the individual classifiers of
the ensemble, including their weights and perhaps even
the combination procedure, as an optimization problem
and find the solution by means of evolutionary search
procedures [108].
All classifier combination rules discussed above are not

applicable if each classifier of the ensemble outputs a
sequence of class names rather than just a single class
name. Such a situation typically occurs in word se-
quence recognition. Because of segmentation errors it
can not be assumed that the sequences produced by the
different classifiers are all of the same length. There-
fore, some synchronization mechanism is needed. It has
been proposed to use dynamic programming techniques
in order to optimally align the individual classifiers’ out-
puts. However this topic is still under research and
only a few solutions have been reported in the litera-
ture [79, 125, 128].

4 Outlook and Conclusions

The focus of attention in handwriting recognition re-
search has been gradually shifting from isolated char-
acter recognition to more complex tasks, such as recog-
nition of words and unconstrained text. Some level of
maturity has been reached for isolated characters and
digits, but recognition rates in word and word sequence
recognition are still rather low. There is no doubt that
more research is needed in these areas, particularly as
there are some interesting potential applications, ex-
amples of which include the automatic reading of per-
sonal notes and communications, and the transcription
of handwritten archives in the advent of digital libraries.
One very important issue in promoting research in

handwriting recognition is the acquisition of publicly
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available databases of large size. In the past databases
were often kept private and considered proprietary as-
sets. Particularly for the development of enhanced al-
gorithms for word and unconstrained text recognition,
there is an urgent need for more, larger, and more di-
verse databases that can be used by everybody working
in the field. Another challenge is to coordinate database
acquisition activities so as to arrive at a common for-
mat, common test protocols, and logical and physical
links between different databases. It is furthermore in-
teresting to explore to which degree the inclusion of syn-
thetically generated data in these databases could be
useful for handwriting recognition.
It can be expected that a significant percentage of fu-

ture systems for cursive handwriting recognition will be
personal systems serving a single user. Such systems will
perform best when they are trained with data provided
by the future user. However it can be quite cumbersome
for an individual to provide a sufficiently large body of
handwritten samples to train a system. A possible way
out of the dilemma is to use data from a general pool of
writers in a first training phase and to adjust the system
in a second phase, using some carefully chosen samples
provided by the future user [121]. However, the ques-
tion of writer-dependent vs. writer-independent perfor-
mance as well as adjusting an existing system to some
particular writing style has been rarely addressed in the
literature, although it may be a great practical relevance
in the near future.
There is no doubt that many improvements in cursive

handwritten word and word sequence recognition are
due to the application of HMMs. It is interesting to note
that most of the HMM technology that is used in hand-
writing recognition today has been adopted, without
any modifications except for preprocessing and feature
extraction, from speech recognition, although speech is
a one-dimensional signal while handwriting is intrinsi-
cally two-dimensional. There has been surprisingly lit-
tle work on developing two-dimensional HMMs or two-
dimensional HMM-like stochastic models [16, 90, 102].
A major obstacle in developing such methods is surely
their complexity. However with an steadily increas-
ing power of modern computers and the potential
of synthetic training data generation, two-dimensional
stochastic models seem a very promising way to improve
current handwriting recognition methodology.
The ultimate goal of handwriting recognition is to

have machines which can read any text with the same
recognition accuracy as humans but at a faster rate [74].
There are many activities currently going on to bring
the state of the art closer to that goal, in particular the
ones discussed in Section 3. Eventually, however, in or-
der to reach the performance of humans in handwritten

text reading, we must aim not only at the transcription,
but also at the understanding of the given text. This in-
cludes syntactic and semantic text analysis. Consider,
as an analogy, the scenario of a human reader who is
faced with the task of transcribing a handwritten text:
a) on some subject he or she is familiar with, in his or her
native language; b) on some subject he or she is not fa-
miliar with, in his or her native language; c) in a foreign
language he or she doesn’t understand. Clearly, his or
her recognition performance will deteriorate as we move
from a) to b), and from b) to c). However, in cursive
handwriting recognition (and also in machine printed
OCR), we are still at a stage that is comparable to
c). Very few attempts have been reported in the litera-
ture to integrate methods from natural language parsing
and text understanding into a recognizer [47, 51, 131].
However there are such methods available from natural
language understanding. Natural language processing
techniques, and machine tanslation [98] are very promis-
ing to improve the recognition performance of today’s
handwriting recognition procedures. In addition they
would naturally lead to tools for content based search
and retrieval in the context of archives of handwritten
texts.
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