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Approaching the Logic of
Conversational Implicatures

Robert \an Rooy & Katrin Schuz
ILLC/University of Amsterdam
R.A.M.vanRo@/K.Schulz@uva.nl

Katrin Schuz (ILLC)

1. Introduction

1.1 Aim of the Researt

= Describethe logic of conversaional inplicatures(Grice ‘57)
(paricularly Quantityl-inplicature$
 formally predse acount
* de<riptive adequte
* explanatory canvincing

= formalize Grie’s theory of conversatonalimplicatures

Katrin Schuz (ILLC)




1. Introduction
1.2 Motivation

= The dlemma of pragnatics:

» conversational implicaturesand Grice’s theary thereof have
became an enomous popularingredent of senantic theories

* there exsts no preciséormulationof Grice’s heory hatis
overal convincing

Katrin Schuz (ILLC)

1. Introduction

1.3 The Strategy
_ _ non-monatonic logc
Gric€ s theay of ) formalize (Halpern & Moses ‘84,
conv.implicatures v.d. Hoek etd. ‘00)
explain descibe

convesdionalimplicatures
part. Quartity 1-implicatures

Katrin Schuz (ILLC)




1. Introduction

1.4 The Problem

» few avalable data
» which are theoretical preloaded

e and inconsistent with ead other

= Wened seiousdat studies! Senantics has © grow up!

Katrin Schuz (ILLC)

1. Introduction

1.5 Outline ofthe talk

Introdudion

The Daa

The Roposal
Critical Preditions

o k~ wnNPRE

Conclusion

Katrin Schuz (ILLC)




2. The Data

Paul: Who pased theexamnatior?
Paub: Ann or Bob pased

e scala implicatures: Not both, Am andBadb passed
» exhaustive interpretation:  Nobody ebe passed
» clausalimplicatures: Paula doesn’'t knowthat Ann passed.

* context depencerce:

Paul Did Ann or Bob pas the exanmnaton?
Paub: Yes Ann or Bob pased.

Katrin Schuz (ILLC)

3. The Proposal

3.1 Formalizing Grice

Quartityl: The gedker makes the drongest relevant claim $he can
(Quality:  givenher knowledge)

= Pragndic interpetatbn function L. C —— p(S)

Requirements onf(A,c):

1. Speé&er knows A
2. A isastrongestclaim the speake coud
have made (given he knowledge)
3. A is astrongest clainwith respectto whatis relevant

Katrin Schuz (ILLC)




3. The Proposal

3.1 Formalizing Grice

How to formalize tre requremens?

1. Spe&er knows A

f(A,C)l= KA

Katrin Schuz (ILLC)

3. The Proposal

3.1 Formalizing Grice

How to formalize the requrements?

2. A isastrongestclaim the speake
could havemade (given her knowedge)

« impose arorder! onS
* selectminimal elements wth regectto !

. f(AC)

Katrin Schuz (ILLC)




3. The Proposal

3.1 Fornalizing Grice

How to formalize tre requremens?

3. A is maximal informative with resgect b whatis relevant

* relevart = helps toresdve the queston
speakeknowsnot nore aouttheanswe than she sad with A

Paul: Who pased theexamnatior?
Paub: Ann passed. KsP([Bob)

Katrin Schuz (ILLC)

3. The Proposal

3.1 Formalizing Grice

Definition 1 (arder):
S Sis!E'S g Vo RIW)] v; Rwli Ply)  P(w)

Definition 2 (pragmnatic interpretatbn function):
epsS(AP)={s S |9=KA& s S:SEKA! s!.ts}

Katrin Schuz (ILLC)




3. The Proposal

3.2 Exanmple
Paul: Who pased theexamnatior? B
Paub: Ann passed. If ={a b}
eps(P@, P)= KgP(b) ToPeE
P=
< P(b) \ .< @
P ={a, b}

Katrin Schuz (ILLC)

3. The Proposal

3.3 Formalizing Competence
3.3.1 The Smple Approad - doesnot work!

*LetC S betheworlds whee the speakeis conpeteant.
Theneps,“(A, Pq =scala implicatures

Katrin Schuz (ILLC)




3. The Proposal

3.3 Formalizing Competence

3.3.2 Mximize Conpetence

* imposea seondorde ! 20n S

* selectanong hose wortlsin eps®

those worldsvhere the spe&er is
maxima competert

epsX(A.P)
cey eps(A.P

Katrin Schuz (ILLC)

3. The Proposal

3.3 Formalizing Competence

Definition 2 (arder):

" Sy, SQT S:s!¢s, def V1T Ry[w,] V2T Ro[w,]: P{v,) P(w)

Definition 4 (pragnmatic interpretaton function):

epsS(A,0) = {s1 epsS(A,c) |- sT epsS(AQ): s’ <2 s}

Katrin Schuz (ILLC)




3. The Proposal

3.4 Exanple

Paul: Who pased theexamnatior?
Paub: Ann or Bob pased

eps3P@ P(b), P)
= (@ P(b))

=-Ks-P(a) -KsP(

Katrin Schuz (ILLC)

4. Critical Redictions

4.1 Context-deperdence

? Do answers always caome with the inferences we predct?
? Do Quantityl-implicaures occu also in other contexts
thanarmswers to o\ert questions?

Katrin Schuz (ILLC)




4. Critical Redictions

4.1 How convincing arethe orders?

e The Qiceanorder ! 1

Paul: Who pased theexamnatior?
Pauhl: Ann passed. P dK ,PBob)
DK DP(Bob

?In the cornext ofquestons, do interpretersalso inferinconpeterce
of the pedker with respect b the mmplementof the quesion
predicate?

Katrin Schuz (ILLC)

4. Critical Redictions

4.3 The Furctionality Problem

Paul: Who pased theexamnatior?

Paula:(i) Not Ann.
(i) If hedid not ovesleepBob passel.
(i) Maybe Am passed

? What form-aspect are relevart for Quantity1l-implicatures?
? Can we give aGricean-lke notivation for sud form restrictions?

Katrin Schuz (ILLC)




5. Conclusions
5.1 The Approach

Grice’stheoly of formalize non-monotonic logic
conv.implicatures (Halpern & Moses ‘84,

v.d. Hoek etal. 00)
exm A/olescribe

conversatiod implicatures
part. Quanttyl-implicatures

A

* two pragmatic interpretation fundions

1. epsSP formalizesinferencesdue to
Quanttyl andQualty
2. eps® b formalizesmaximizing conpeterce

Katrin Schuz (ILLC)

5. Conclusions

5.1 Achievements

- formally precise goproach o convesdionalimplicatures;
hence, strong in its pedctions

» unified accaunt to Quartity 1-implicatures
* basd on he well-known and welestablished deasof Grice

5.2 Open Quedions

- testthedesciptive alequacyof the gproad
« the role of conpeterce n natural langiage interpretaton
* extensionto other conversatonal implicatures

Katrin Schuz (ILLC)




Tales of the Unexpected:

language and cognitive accessin the psychology laboratory

Marian Coumhan
LogicandCogniton group
ILLC, Unwersiy of Amderdam

Quesidns, commerd? Pleaseconfact meat
m.e.counihan@uva.nl

Background to this talk:
my work is concerneavith nding out how peoplereason

in psychologpf rea®ning thishasbeen tackledwith
prescibed experimentaparadigms

anda quanttative appoachto datacollkection
mytack thisis aninadegateappoachto cogniive processig

in paticula, this is becauseve needto pay attentionto the
construction of meaning in the lab

Plan of the talk:

discusgagswheremeaningplays a rolein experimenal tasks

discussvhyandhow to take meaimng into account




Language matt ers in accessing cognition

Language-for-the-task :
accessabiity via linguisticmeansys. ablity = linguisticmeans

e.g. falsebelieftask- expainngthe failure of youngchildrenandded
adolescent

Discourse genres:

cros-cukuralwork indicatesthat paticipaingin thediscours of psy-
chologicakask requres prior inculturation in school environment-
leaning to be a "unveral subjec?

sccial-pychologicaktrargeres of sometasks- mix of co-operatve
andcritical sancerecuired

Language mismatches:
natural languageanectvesé thoseof the propositonalcalculis
comedo theforein logica reasoningtaks - sylbgistic, seledbntask

False belief task

Metho d: Chid seedamliar contaner- say a Smatiesbox. Theyare
aslkedwhat theythinkisingde. Bax isthen openel to revealunexyected
contens, eg. a plagic frog. Chill is agan asked what theythought
wasin the box (before they saw the frog). Alsooften akedwhatther
friendin the nextroom will think is in the box.

Crucid falsebeief questbn:
what did you think was in the box?
namall develomg chidren> 4 yeasold: "Snaties'
chidren< 4 yeasold: "aplasticfrog'
autstic chidren(andaduls): "aplastc frog'

deafchildren< adolescencea plasticfrog'




What comes rst - language or thought?

Cognition scaolds language: standrd accountin terms of
conceptacqustion/cognitve cgpaciy (Perner,Leske). The carect
regponserequiresa report of prevousfalsebelief; subjets canonly
dothisif theycanand have acquirecthe concepbf belef.

Cognition separate from language: tax is a test of linguistc
competene, andtheris evilenceof working knoMedgeof false belid
muchealier - in decepbn andpretend play (Chandgr).

Language sca olds cognition: deafchidrenperform badlyeven
on non-verbalversionsof the tet, and havedelged devebpmentin

larguage but not sacialsation. This suggststhat speci ¢ syntactc

structuresare requied to male ‘regesenationalcapachy’ for propo-

sitional attitude reports awailabe (de Villiers).

Discourse genres

Studeswith illiterate subjecs (Luria,Scribner)suggestthat reasoning
on basisof givenpremsesis not somethg done natualy' but must
be leant.

Is educaibn teading us haw to think? Doesthe chage of the pre-
logicaity' of tradiionalsocigies stick?

No: work with prexhool chidren(Haris & Leeers), andexaminaton
of transcrips fromilliteratesubjectsindicatesthisis not the ca®.

Wha isleant isnot the skil (logcalrea®ning) but ratherappopriate
contexs of useof the «ill: discours contexs which cueroles.

But they are not always magered: "belef bias'e ectsin sylbgstic
reasning indicaessubectsstil take own beliefsinto accouh

Evenwhenthe genreof the taskandthe role of paticipantare under-
stood, mae subtle problemscan arise.




Language mismatches: ... or the prgectionof theory onto natue

natural languageonectvesé thoseof the propositonalcalculis

the succes®f classicallogichasbeencounergoductive here,sinceit
givestheideathat the condiionalis uncerstood, and that its esence
is cgpturedby the mateial implication.

comego theforein logicd reasoningtaks- sylbgigtic, seleabntask

but surelysane conneates- like the conjncton - are ample?

Classicallogic hasbeenimmensly succesful. But this very suc-
cesshasenshinedcertan formats and procedires,that al$ have
dravbacks. For instance, manythemessu er from what may be
caled systemmpisament’. We hawe to discusshe behaviourof
[sa/] negaion insidespeci ¢ formal sysems suchas propostional
or predicée logic - eventhoughthe® systemsdo not caresmnd
to meaningfutlistnctionsin the “openspacebf actualreasning.

vanBerthem (20)




Conjunctive version of the Wason selection task

Condiionak are known to be compéx. In contast, the conjunction is
muchsimpler.If we replacehe conditonalwith a conjunction, doesit
reducehe taskcanpexty andleal to mae “logicdl ansvers?

There are As on one side of the cards and 4s on the other.

Formulake asconjuncton p” q, thenresuls wereasfollows:
none: 5/ 4(3)
al 0/ 2
p;g 3/ 1
pP;: g 0/ 2
p: 1/ 0
' p;: g 1/ 10

The conjunction as existential
(or theuniversalyy quant ed canjuncion
asa conjundibn of existenals)

[subject8 in the conjuncitve condiion; ticked no cadsin thewritten]

S:OK Um | was't sure exactly what that wasall about. ... | think
that's already true, cause there's an A there (pointing at
the A) and there's a 4 there (now at the 4), sol guesghats
alreadyproven, just by looking at it.

E:OK So youdon't needto turn anyof the cads?
S:No, but | thinkl probalby tickedthat | did. Catseit's quite confusing.

Notice that this subjectmalesthe competent choce - for verydierent
reaspnsthanpresimed.Clea evidencehat ticking boxesis not enough!




The conjunction as disjunction
(or thefreechoicepaadx in revers)

[subject7 in the conjundive taxk; ticked A in written task;hasjug done
originaltask carectly]

S:OK. Well thisis bascally saying that ... sothis meanghat there's
goingto be at leastan A or a4 on eachcad.

E:Wha, thisrule?

S:This rule says that there's going to be either an A or a 4.
Sowhichwould meanthere'd be a 4 here(pointing to the K) anda
A (onthe 7) hee

The conjunction as conditional
(or the conditionalis only easy when disguised)

[subjectl, chog A4 in conditional condiion; ticked no cads in the
written; chaosesA and7]

E:Sothat cankination, the K andthe 4, doesn'tdisorovethe rule - is
that whatyou are saying?

S:Yes becauseat doesnt say, that, (pau®) erm, any evennumkber on
onesidehasto hawe a vowelon the other. ... It just says if there's
a vowel there's got to be an even number on the other side.

[subjects; ticked A,4 in the written]

S:Exatly the same, I'd turn thesetwo (the A ard 4), 'caise there are
Asononesideand 4sontheother. It' s the same stat ement, just
written in a di erent way. Isn't it? Because they've missed
out the 'if', that's all, that's all they've missed out.




Thus far ...

Subjecs graspoflanguaganddiscoursplay arolein theirrepponses
on cogntive taks - whatthat roleis, di ersfromtask to task

Rde is crucal in the cas of logical rea®ning taks, but haslargely
beenignaedin tak set-up (e.g. respn® possibiltie andin theo-
rising.

Logicalform is a function of semant meaing, not just syntax

... and meamngis a funcion of discouses not just sentences

in sum:we need to take meaning into account

... sowhy hasi't thishgopenedyet?

Why have aspects of meaning been neglected?

accesss indirectat best,impossibleat worst

ladk of cros-disciplinary reseech

cognitve psychologyarts to be an objetive science
“labgituation’ in the physicakciencescontrol of stimuli

{ what happpenswhensubjectof invegigationis humanand stimul is
linguisti@ doesit matter?

{ depend onnature of task: doessubjecthaveto operateoninternal
repegnfationor jud report it?

{ percepntaksvs higherevelcoqitivetasks- cf ‘illusons in both
cases

slovsreseech andcharmesits focus




Bruner's diagnosis: the computational metaphor

Vely ealy on[in the cognitverevoluton], ... emphais beganshift-
ing from \meanng" to \information", from the constructon of
meamg to the procesing of information. The key factor in the
shift was the introduction of computaibn asthe ruling metapho
andof compuabilty asa necessy critetion of a good theaetial
madel. Infamationis indi erentwith resctto meaning.

Bruner,Acts of Meaning (1990)

A revealing quote from Wason

Oneof the curioughingsabout the ealier, introgective studiesof
thinking wasthat they denonstraed mae thananything theinad-
equaasof ther own methals. The caurseof thinkng is a ected
by facta's which are not avalableto introspection. Modernexper-
imenal work hasavoidecsomeof theissiesby regricting itselfto
studyng what peopledo whenthey solveproblems.

Wason,Reasning (1966)




Redressing neglect of meaning

take a mae explaatay appoach

get mae infamation from eachsubject - within andacros taks

look to otherdiscigines for help

but what doesthis buyyou?

Wason's selection task

Bebw is depcted a set of four cads, of which you can seeonly the
expsedfacebut not the hidcenbadk. On eachcad, thereis a number
ononeof its ddesanda letter onthe other.

Also below thereis a rulewhich applesonlyto the fourcads. Yourtask
is to deci@ which if anyof these four cards you must turn in order to
decdeif therule istrue. Don't turn unnecessy cads. Tick the cads

you want to turn.
Rule: If thereis an A on onedde, then thereis a 4 on the othe dde.

Cards:




Typical results
Formulae
If thereis an A on onesde, then thereis a 4 onthe othe sde.

asan implcatonp! ¢, thentheob®rvedpattem of resulsis typically
givenasfollows

0{5%p;: g
45%p; q

35%p

7%0p;q;: g

res miscelbneous

Logicdly carectansaerin this caseshouldbe p;: g

An explanation of the modal choice "A, 4'

conditonaé with true congquentsare odd, maybe evan ungrammati
caleg. 'If polar beasaredi cul t to hunt, thenpola beas are white'

Filenlaum (1979 obned subject doing pragmatic normalisa-

tion - changindeaturesof the original senteceto male mae sense
ofit: "Clearup or | won't report you' becomeslf you don't cleanup,

I'll report you

doesnamalisatbn occurin the Wasm tak?

decompse conditonalinto
If there'san A onthe face,thenthere'sa 4 on the back, and
if there'sa A onthe back there'san4 onthe face.

andnamalisgo:
If there'san A onthe face,thenthere'sa 4 on the back, and
If there'sa 4 ontheface,there'san A on the back

A, 4 is the conpetentchoi@ onthis asumpton
expairs judgemenbf K-4 asirrekevant 4K asfalsfying




Interim conclusions
Constructin of meamg is integal to cognitve procesing
Reasning procesesoperateon this constructedneamg
Known agoects of condiionalmeaimng canberecruiedto explan data
Discours setting alsone@lsto be takeninto account
Leadng to better experimenthset-ups

Resilting in a richerandmae plausbletheay of humanreasning




Stop thinki ng! Discourse particl es block your mind

Hans-Christian Schmitz

ILLC-Day 2. Language
Bonn 2004
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“Eigentlich” in update semantics
Cooperative communication and semantic enrichment
Avoiding semantic enrichment

Outlook




\Ei gentlich" in update semantics

Disagreement on the meaning of “eigentlich”:

“Eigentlich” marks the most relevant, very important, essential.
(strictly speaking)

“Eigentlich” marks the not so relevant, less important. It makes
an utterance casual, even half-hearted.
(actually, by the way)

Hypothesis: “Eigentlich” does not change the truth-conditions of a
sentence but is used to block default conclusions that might
otherwise be drawn by the hearer.

(1) A: We want to go swimming. Will you come with us?

B: Ich muss meinen Artikel fertig schreiben.
(I have to nish my paper.)

B': Eigentlich muss ich meinen Artikel fertig schreiben.
(Eigentlich, | have to nish my paper.)

Default rule: If someone has to ni sh a paper, then he normally will
not go swimming. (p; Q)




(2) 1 Ifitis raining, the temperature is normally below 15 C.
(p; 1)
2 If there happens to be an easterly wind, the temperature is
normally 15 C or higher.

(a; :r)
3 ltis raining. (p)
4 There happens to be an easterly wind. (q)

5 Itis raining, and there happens to be an easterly wind. (p” q)

6 Eigentlich regnet es. (eigentlich(p))
(Eigentlich, it is raining.)

7 Eigentlich regnet es, aber der Wind weht von Osten.

(eigentlich(p) * Q)
(Eigentlich, it is raining, but there happens to be an easterly wind.)

8 Eigentlich weht der Wind von Osten. (eigentlich(q))
(Eigentlich, there happens to be an easterly wind.)

9 Eigentlich weht der Wind von Osten, aber es regnet.

(eigentlich(qg) ™ p)
(Eigentlich, there happens to be an easterly wind, but it is raining.)




For any proposition p, eigentlich(p) entails p.

Eigentlich(p) does not change the knowledge of some default rule
p: Q.

The sentences p and eigentlich(p) are true under the same
circumstances, i.e. they have the same propositional meaning. But
eigentlich(p) and p differ in their information update potential. An
update with eigentlich(p) blocks defaults from applying in the
resulting information state. It avoids semantic conclusions to be
drawn by the hearer.

The e ects of \eigentli ch" vsthe e ects of \ab er":

(3) Eigentlich regnet es, aber der Wind weht von Osten.
(Eigentlich, it is raining, but there happens to be an easterly wind.)

(4) Eigentlich weht der Wind von Osten, aber es regnet.
(Eigentlich, there happens to be an easterly wind, but it is raining.)

(5) Es regnet, aber der Wind weht von Osten.
(It is raining, but there happens to be an easterly wind.)

(6) Der Wind weht von Osten, aber es regnet.
(There happens to be an easterly wind, but it is raining.)




(7) Eigentlich regnet es, aber der Wind weht von Osten.
(Eigentlich, it is raining, but there happens to be an easterly wind.)

(8) Es regnet, aber der Wind weht von Osten.
(It is raining, but there happens to be an easterly wind.)

(9) Es regnet, aber eigentlich weht der Wind von Osten.
(It is raining, but eigentlich there happens to be an easterly wind.)

(10) Eigentlich regnet es. — Es regnet.
(Eigentlich, it is raining. — It is raining.)

Cooperative communication and semantic enrichment
(11) Itisraining. ¢ Itis raining here, in Amsterdam, ...
(12) Entrance. 4 This door is the entrance to ...

(13) Who came to the party? — John.
se (Only) John came to the party.

(14) Will you come to the party? — | have to ®nish my paper.
se NO, | will not come to the party.

10
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Figure 1: football, cooperative utterance
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Figure 2: football, not so cooperative utterance
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(15) What time is it? D It is 18:03h, but my watch is 3 minutes fast.
(Wie spat ist es? D Es ist 18:03h, aber meine Uhr geht 3 Minuten vor.)

Experiment £ 33 TPs (22 NSs, 11 NNSs) +:
31 TPs (94%): It's 18:00h.

2 TPs (6%): It's 18:03h.

13

(16) Which day of the week is it? D It's wednesday, but my calendar
is for the year 2002.
(Welcher Wochentag ist heute? B Es ist Mittwoch, aber mein Kalender
ist von 2002.)

Experiment £ 33 TPs (22 NSs, 11 NNSSs) +:
14 TPs (42,4%): It's wednesday.
9 TPs (27,3%): It's friday.
3 TPs (9,1%): It's some other day of the week

7 TPs (21,2%): | don't know.

14




15

Op; dl[7d[p] & presumably(q)
Op: d[%lp] seq
O[P (X)IP(a)] F P(a)
O[P(X)P(a)] se 8X[P(x)$ X = 2
16

reprcg( s) repr-cg( )
message( ) accommodate( r; C)
uterA g i An;osi ) reconstruct(A j i Aj; 9, 9
adequate1 (;  s) adequate1 ( 0. P)
adequatep (A1 ::: An; s) adequate,0(A | 1:ii  Aj; 9)
update( s; ;g update( 0; O new

The speaker sends a message

A1 i An.

The recipient recognizes A,

A; and reconstructs the message

by uttering the sequence of words

0




Avoiding semantic enrichment

Op; dl[?dl[eigentlich(p)] F presumably(q)
Op; dl[?dJ[eigentlich(p)] 6 se q

(17) Will you come to the party? B Eigentlich, | have to ®nish my
paper.

17

(18) Who came to the party? B John.
(19) Who came to the party? B Only John.

(20) Who came to the party? D At least John.

18




Outlook

Partic les in Hinti kka-style language games:

(21) 1 just took the money.
(Ich habe das Geld halt genommen.)

(22) Warum hast du das Geld genommen? + Habe ich halt.

19

Experiments:

(23) Wie spat ist es? + Es ist eigentlich 18:03h, aber meine Uhr geht
3 Minuten vor.
(What time is it? + Eigentlich, it is 18:03h, but my watch is 3 minutes
fast.)

20
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1. Foc

A little discoura gement

The category focus is notoriously obscure.
von Stechow (1991

1.1. Motiv ation

1) Frank is reading a book. Whois reading[a book]?
(2) Frank is reading a book. Whatis Frankreading?
3) Frank is reading a book. Whatdoed-rankdowith abook?

DoesFrankstill usehis bookgo supporthis furnitur e?

Observation:  What answers a question is specially accentuated.




1.2. Kinds of Foc™

Phonetic Foc™ are specially accentuated
(Morpho-)Syntactic Foc™ must be placed somewhere in a sentence.

Semantic Foc™ are special constituents of sentenceswhich associate
with certain operators and contribute to the denotation of an
expression.

Pragmatic Foc™ canbemodelled asanswersto background questions
and give rise to context-dependent conclusions (implicatur es).
Usually they arenew in the discourse or for atleastone discourse
participant.

1.3. Overview of the Terminology

Subjekt Préadikat (H. Paul)
Theme Rheme (Danes)
Topic Comment (z.B.Reinhar t (1982)
Topic proper | Topic[Rest] | Focus | (Prague School, Hajicov4)
Ground Focus (formal Semantics)

Link \ Tail Focus (Vallduvi)
Ground Focus (formal Semantics)
Background \ Focus-Phrase| Focus (late Krifka)




1.4. Syntax: Where to put a focus
(Vallduvi, Hajicova, E.Kiss).

4) a. Trueman & morto.
b. E morto Johnson.

1.5. Semantics: Association

1.5.1. Examples
(5) Frank only reads books on foc .
(6) Frank only readsbooks on foc .

7 Frank only readsbooks on foc .

We should of course not focus solely on only alone but always also
look at even other focus operators.

(8) Frank even only readsbooks on foc.
9) Frank even readsbooks on

(10) Franz even reads on foc .

Here, semantic and phonological foc do not really t together any
more!




1.6. Scalar Implicatures
(11) | passed.

(12) | passed.
.11 but couldhavedonebetter

(13) | passed.
.1 theothersdidn't!

Theneveryonelsewill haveaced!

Quantity (Grice (1968)

1. Make your contribution to the conversation asinformative
asnecessary

2. Do not make your contribution to the conversation more
informative than necessay.

Quality
1. Do not say what you believe to be false.
2. Do not say that for which you lack adequate evidence.

[Semantic] Focustheories treat these casessimilarly to semantic foc .

2. Empirical Investigations on Focus Constructions

Fundamental Question Which of the e ectswe observewith “focus
constructions' arereally due to focus constructions and which of them
are causedby context?

Fundamental Problem Neutral contextswhereonly e ectsof focus
constructions show aredi cult to construct ascommunication rarely
takes place out-of-the-blue and in a setting without any context.

Second Fundamental Problem If you've grown used to a certain
reading of a construction, it is fairly di cult to nd anew one, even
and especially if you are a linguist.

Really Fundamental Problem The empirical foundatio ns of focus
theories are shaky.




2.1. Second Occurrence FocA
2.1.1. Experiment

Hypothesis Generally, precisely pragmatic foc bear focus accents;
semantic foc only bear afocus aceent if they are also pragmatic
foc. Focus accentsdo not directly semantically disambiguate
sentences.

Method In the experiment, 12testpersonswereo ered recordings of
short dialogues which only di ered in the accentuation of the
last answer. Testpersonsrated the dialogues for naturality and
understandability .

Schmitz et al . (200)

2.1.2. The Text

(14) a. Wen hat Peter heute gefittert?

Whom did Peterfeed today?

b. Peterhat heute [nur Mimi ] gefittert.
Today, Peteronly fed Mimi .

c. Wer hat sonstnoch nur Mimi gefittert?
Who elseonly fed Mimi?

d. Anne hat nur Mimi gefuttert.
Anne only fed Mimi.

pragmatic focus — semantic focus

The following wor ds were accentuated:

. Anne

. Anneand Mimi

. Mimi

. gefittert

. Mimmi and gefuttert

abhwNBE




2.1.3. Variables

independent variables: Accentuation of the words Anne, Mimi, ge-
futtert

dependent variable: Judgment of naturality and understandability .

2.1.4. Result

Accentuation of constituents that were not focused was rated bad.
Dialogues in which only the pragmatic focus was stressedwere rated
better than those where also or only the semantic focus was accentu-
ated.

2.1.5. Result of the Series of Experi ments

The hypot hesis was supported by one of three experiments, by the
others it was not falsi e d.

Testsubjectsavoid constructions with multiple focus.




2.2. Can FocB be Assigned to Conte xts?
two-stage experiment

focus utterancesin picture stories

First Stage How doesaccentuation wor k when reading aloud?

Second Stage Do testsubjectsagreewhich utterance ts which story?

2.2.1. Variables

First Stage
indendent variable “controlled’ context that should focus cer-
tain foc
dendent variable Accentuation of “interesting' words

Second Stage

indendent variable Story ts utterance

1. story read — story viewed
2. intonation ts — doesnot t sentence

dendent variable Judgment of appropriateness




2.2.2. Result
No statistically signi cantresult.

First Step Accentuation often did not ful Il expectations

Second Step Focusaccentuationdid not seemto in uence appropri-
etenessratings.

3. Experiments

3.1. Considerations when Designing Experiments

test of acceptance Testpersonsaccepta lot.
production experiment test personsrefuseto say what we want.

testing interpretation —if possible non-linguistically — seemsto be
the method of choice.




3.2. Exhaustivity

Well-kno wn Claim:  Foc are interpr eted exhaustively.
It's all the fault of Grice (1968 and his maxims.

3.2.1. Typical Examples Quoted by Linguists

(15) a. Who of the IKP sta had a beertogether yesterday?
b. Bernhard and Bernhard.

(16) Who had a beertogether yesterday?
Somepeople of the IKP sta and some particip ants of the
ILLC day from Amsterdam.

c. Bernhard and Bernhard.

o

Aspects of mention-some answers
relevance

competenceof the speaker — epistemic force

Should we really generally assumeexhaustivity?

3.2.2. Scenario




3.2.3. Stimuld

17 a
b.
C.
d.
(18) a.
b.
C.
d.

Die Sterne,die rot sind, be nden sich rechts.
Die blauen Quadrate be nden sich rechts.
Rechtsbe nden sich die gelben Kreise.
Rechtsbe nden sich die Quadrate, die rot sind.

The starsthat are red are on the right.
The blue squares are on the right.
The yellow circles are on the right.
The squaresthat are red are on bright.




Die Sterne,die rot sind, be nden sich rechts.
The starsthat are red are on the right.

Die blauen Quadrate be nden sich rechts.
The blue squares are on the right.




Die [blauen Quadrate] be nden sich rechts.
The [blue squares] are on the right.

3.2.4. Variables

independent variables

Placementof the focus: preverbally or postverbally
medium: written text or (synthesised) speech

dependent variable Exhaustivation of foc, to be ‘'measured' by place-
ment of the gur es

Is any focus interpr eted exhaustively?
Doesfocus projection occur?




3.3. Exclusivity under Con-/Disjun ction

3.3.1. Typical Examples Quoted by Linguists

(19) a. How many people had what menu in the mensa yester-
day?
b. 400people had menu 1,600menu 2 and 80 had salad.

3.3.2. Dubious Examples?

(20) a. How many people had what side-disheswith menu 2 in
the mensayesterday?
b. 310had chips, 280potatoes,400salad and 190vegetables.

3.3.3. Scenario




3.3.4. Stimuld

(21) a. Wie haben denn in der Pause die Leute ihren Ka ee
getrunken?
b. Zwei Leute hatten Milch und drei hatten Zucker.
c. Vier Leute hatten Milch und vier hatten Zucker.

(22) a. How did people drink their co eein the break?
b. Two had milk and threehad sugar.
c. Four had milk and four had sugar.
T ' \

Zwei Leute hatten Milch und drei hatten Zucker .
Two had milk and threehad sugar.




Vier Leute hatten Milch und vier hatten Zucker .
Four had milk and four had sugar.

3.3.5. Variables

independent variables

compatibility (constantly: yes)
Mor e cups than items mentioned. (varies)

dependent variables exclusivity of foc in the conjunct

Do test subjectsassign milk and sugarto di erent "people’
if possible?

How do they reactif it's not possible?
Hypothesis

Inclusive interp retation is (more) acaeptable if there are fewer
cups than items mentioned.




3.4. Topic/Focus: Sum Reading
3.4.1. Scenario

I su erfrom the Really Dangerous SpotDesease.This meansthat spots
appear on my skin and stay forever. Spotsthat appear on Monday are
yellow, Tuesday's spots are red and spots appearing on Wednesday
are blue.







3.4.2. Data

(23)  On Monday, one spot appeared, on Tuesday two spots ap-
peared, on Wednesday four spots appeared. Thus, I've got
sevenspots now.

FF FFFF

(24)  On Monday, one spot had appeared, on Tuesday three spots
had appeared, on Wednesday sevenspots had appeared.
FF FFFF —oreven FFF FFFFFFF ?

(25)  On Monday, | had one spot, on Tuesday | had three,on Wed-
nesday | had seven. Thus, I've got sevenspots now.
FF FFFF

(26)  On Monday, | had one new spot, on Tuesday | had two new
spots, on Wednesday | had four new spots.
FF FFFF

(27) By Monday, one spot had appeared, by Tuesday three spots
had appeared, by Wednesday sevenspots had appeared.
FF FFFF

3.4.3. Possib le Variables
Do we consider the whole period of time or only moments?
the kind of verb used (state/action)
tense
adverbial phrase indicatin g time

NP: is incompatibility indicated?




Conclusion

Focusconstructions are interesting.

Empirical testing of hypotheses concerning focus constructions
is desirable.

It is not trivial.
We'll still try.

Feedbackis appreciated!

FINIS
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Goal of the project: Evolution of communication

Communicationis evolutionaily complex!

{ late evolution

Communicationis evolutionaily simple!

{ It evolvesassoon asneeded.

Answer dependsmuch on the conceptof communication.
{ Shannon-lik information transfer
{ intentional knowledgetransfer (gradual notion)

{ animalcommunication:di erent degreesof intentionality and knowledge
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Principles of the project

Arti cial evolutionof communicativebehavia
Extremelyreducedenvironment
Extremelyreducedsensomotdc capabilities
Controllableevolutionay conditions

Kind of neuralsubstrateis quite arbitrary
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Basic questions

Evolution of communication

Evolution of speci c communicativeacts
{ imperatives,
{ questions,

{ assertions
Evolution of meaning/ concepts

Evolution of pragmasemantics
{ Maximsof conversationjmplicatures

{ Robustnes®f communication
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Two kinds of development

ontogeneticdevelopment:leaning
phylogeneticdevelopment:evolution

shapnessof the distinction restson the precisede nition of the individualwhose
lifecycleis considered

A capacily can evolvewithin an agentor a scciety of agents,it's evolution is
not depend on agentevolution.

7/34
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Biology vs engineering

Neuradynamicevolution can be viewed as providing
a model for biologicalevolution,

an engineeringool for the developmenif robust economicakystemsfor some
prede ned tasks.

The evolution can be viewed more or lessabstract wrt physicaland biologicalcon-
ditions.
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The implementation

The environment

agentsmovingin a two dimensionaknvironmentwith di erent typesof entities
{ \fo od"

{ \walls"

9/34

=[]
pRmEEE R

Figure1: The agents'world
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The agents

food-relatedgoals

agentsperceivethe entities of their environment
agentsmovewithin their environment

sensomotdc relation completelyde ned by a neuralnetwork

synapticstructure doesnot changeduring lifetime of an agent(no built-in lean-
ing mechanism)

Constantsynapticstructure does not precludeadaption/leaning during lifetime!

But you do not get learning for free!
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The evolution

mutation: randomchangeof the neuralstructure of an agent
evaluation: measuringthe tness of an agent
selection:reproduction accading to tness

examples:n3,0; dump1:99thgen
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The structure of the agents

Figure 3: Baseneuronswith synapses.
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The structure
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of the neurons
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Figure5: Structure of neurons
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Computation of neural states

X
(pi +
j

Siito = Wij Sjit )

R7![1; 1]

2

1exl

(x) ==
Sit: activation of neuroni at time t
w;; . weight of synapsisrom neuroni to neuronj, may be negative(inhibitory)

pi: sensoy input to neuroni

(1)

(2)

3)
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Sensay input

X 2
= (= +1) '+
e2v N
2
o<( -2 +1 1t 1
h

V: setof visibleentities

e. distanceof entity e

h. distanceof half intensity

. noise
downward monotonouswrt distance e

perceptionand memay

(4)

(5)

18/34

=IL]
pRmEEEE




Multiagent societies

Agentsin eachscciety shae internal structure
Scocial tasks, coordination needed
Agents perceiveeachother

examples:dump6genll,dump6gen20
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Figure 6: The world of an agentscciety
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Evolution

Mutation 21734
Evaluation
Selection
Fitness
X Y
F = N + ea;c Ea;r ea;b (6) I:I
a2f 1;2g;c2f r;bg a2f 1;2g I:l
Fitnessis high if eachagentconcentrates [0 ]
on a speci ¢ kind of food %
di erent from the other agent. [ ]
[ ]
[][=]
[P ]
Mutation
An+1 = famj9ala 2 Fittest j(An) * am 2 Mut j(a)]lg (7)

n: number of generation

Ay : setof agentsof generationn

Fittest j(A): setof thei ttest agentsof A

Mut j(a): setof ] mutants of agenta
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Evolutionary parameters

sensomotdc structure of agents

tness function

mutation rate (costs of mutations: new neurons,synapticchanges)
episale length

variation of situations

number of agentsper generation

selectionfunction

23/34
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Evolutionary milestones

3rd generation: movement

8th generation: forward movement

11th generation: avoid hitting an obstacle

12th generation: seekingof food

30th generation: stronglydi ering behavio

60th generation: agentsinforming eachother about divisionof labor

No clea forms shouldbe expectedin ealy development.Evolvedstrategiesare very
situation speci c.
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Evolutionary phenomenology

Signalling

Figure 7: Blinking signal, period=2
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Figure 8: Blinking signal, period=4
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Detecting signals
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Figure 9: Detecting blinking signal, period=2
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Figure 10: Detecting blinking signal, period=2
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Switches
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Figure 11: Switch
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Networks in reality
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Some extrap olations

Human(-like) communicationis chaacterizedby 323

syntactic complexi,

useof / relatednesdo conceptsand knowledge.

Syntactic complexity

combinataial complexiy:

{ number of distinguishablatem,

{ combiningitems.

Relatedto goalswhich needhighly di erentiating communication.

{ neuralimplementation:intermediatelayer with many neurons
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Concepts and knowledge

stimulus-respnseindirectness:

{ motionsare not relatedto perceptionsin a simpleand transpaent way,
{ stimulus-respnserelation is adaptive.

Relatedtoo goalswhich presupmse

{ a history of perceptions(experience),

{ complexcomputations(reasoning).

{ neuralimplementation: many intermediatelayers
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Conclusion

Neuradynamicevolutionof communicativebehavio
can evolvein minimalistic environments,
is not much more complexthan the evolution of other sensomotdc capacities,
needslimited neuralressources.

De nition of tasksand setting of evolutionay parametersis crucialfor the speedand
the succes®f the evolution.
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Co on kno ledge in conversation

Piotr Labenz

6th June 2004

Df.1. The proposition p is common knowledge (CK) among the
members of C iff

V.ZUG CDxp,
Ve CVye C'O0;0y p,
Vee CVye CVze CO,0,0, p

etc. ad infinitum N

(thus Schiffer 1972 and epistemic logics)




Hypothesis: CK indispensable for communication

In order for me to felicitously utter p, its presuppositions must be CK
among my interlocutors. (Lewis 1969)

In other words: for the members of C to communicate in language
L, the meaning postulates of L must be common knowledge among
them.

Otherwise always a risk that an utterance would not be felicitous —
by domino effect over O-depth.

Paradox: CK computationally impossible (Clark and Marshall
1981)

In order to be sure that my utterance of p will be felicitous, I must
check that p's presuppositions are CK.

But, by definition of CK, that amounts to checking an infinite number
of sentences.

That cannot be done in a finite time, so I can never be sure that I'll
utter p felicitously.

Yet usually we are quite certain about the felicity of what we are going
to say. A contradiction.




Df.2. p is CK among the members of C' at the world w iff

Vw R*(wp,w) - w E=p

where R* is the transitive closure of accessibility relations of all the
members of C. 1

Hence p is CK iff p is true at all non-solitary worlds. If there are
finitely many of those, the paradox is solved.

Nevertheless, this is cognitively implausible — because we have to scan
the entire model.

Df.3. p is CK among the members of C iff a basis B exists s.t.
Vee C Vpe B Ogp
where
B = (p AN Vxe C Vpe B Oyp).
B (Lewis 1962, Aumann 1976)

Psychologically more realistic — B a shared basis (Clark 1996). Enough
to give a B to check CK.

However, this is non-categorical: unintended B-s are possible. Thus
it is impossible to check finitely whether p is not CK.




Df.4. p is CK among the members of C if g obtains s.t.:

g—VzeCOz(pAq).
B (Barwise 1989)

Such ¢ describes a coordination device, e.g. the presence of a salient
object in the common visual field — or a linguistic convention.

However, checking whether p is CK proceeds as for Df.2. — for the
negative case the entire model must be scanned.

But: from the psychological point of view, there are finitely many
coordination devices. So actually the search space is limited.

Question: how to restrict the set of eligible ¢-s7

Coordination through evolution

An answer: by saying what is the strategy behind treating coordina-
tion devices as sources of CK. Then the set of ¢-s will be delimited
by the availability of such strategy.

Assume I am talking with b, so C = {b,me}. Let action p be uttering
the presupposition p; let «, 3,y € Ry be utilities. We face a decision
problem:

Opp | ~yp
p|—a |p
p|B —y

Cf. the quantity principle.




Oyp | ~yp
p|—a |p
p|p —

Let EU — expected utility, P — probability:
EU(p) = P(Oyp) - —a+ (1 — P(Qyp)) - B = B — P(Oyp)(B + )

EU(p) = P(Oyp) - B+ (1 — P(Oyp)) v = P(Op)(B+1) —
Thus in the long run if I am guessing about what b might know, the

optimal strategy will be mixed:

B+
26+ v+a

EU(p) > EU(p) iff P(Opp) <

Call it m.

But my interlocutor b is in a symmetric situation. (A strong, but
plausible assumption.) So she will also use m; using some other m
must yield smaller EU, so for § > n:

=]

m
m | 6,0 | 4,n
m | n,n|no

o9

Summing the utilities for both me and b, we have a common utility
from C's group perspective. Then:

U(m,m) < U(m, m)
Um,m) =U(m,m) — U(m,m) < U(m, m)

So m is an evolutionarily stable strategy (ESS).




If one can use m, one will use it; converse trivially. One can use it iff
one is good at guessing the probabilities of what others in C know.
So whoever uses m is good at guessing that — which amounts to
using coordination devices.

Df.5. p is CK among the members of C if ¢ obtains s.t.:

qg—VreCOz(pAq).

where g holds because of an ESS employed by the members of C. B

This restricts the search space while checking CK to the set of ESS-s
used in C, which is finite and an empirical question.

10




Signaling games
and non-literal
meaning
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—— Outline  of this talk

Main topics:

2 Game theo retical

ferent linguistic phenomena

2 Exp erimental

light on the use of language

This talk:

+ + + + H+ H+ I+

I+

Intro duction to signaling games
Pay-o® dominant equilib ria

Sup er conventional signaling games
Risk dominant equilib ria

Exp eriments w.r.t. risk dominance
Facts on SC signaling games
Predictions

Conclusion and future research

notions help to model dif-

results of Game theory shed




— Signaling games

Quine (1936): How can meaning of language
be conventionalized without presupp osing mean-
ing?

Lewis (1963): Consider meaning the result of
playing signaling games rationally .

Though, Rubinstein: \[...] if game theory is
to shed light on real life phenomena, linguis-
tic phenomena are the most promising candi-
dates. Game theo retical solution concepts are
most suited to stable life situations which are
\pla yed" often by large populations of play-
ers."

— Signaling games, extensively
Structure of the game:
First, Nature picks state t2 T

Second, sender S knowing t sends a message
m 2 M to receiver R

Third, receiver R knowing only m performs an
action a2 A

Payo® w.rt. t;m;a:

Every state t calls for an appropriate action
f(t) 2 A:

1; if a= f(t)

ug(t;m; a) = ug(t, m;a) = 0; if a6 f(t)




— Nash equilib rium

A pair of strategies hs"r% is a Nash equilib-
rium , if for all strategies s and r
Ug(s%r7) . Ug(sir?)
and

UR(s®% %), Ug(s%r):

— Pay-o® dominance

A pair of strategies hs%r% is a pay-o® domi-
nant Nash equilib rium, if for all Nash equilib ria
hs; ri
Ug(sr%) . Ug(sin)
and
UR(s%r®) , UR(sin):
Lewis: The eventual pay-o® dominant Nash

equilib rium (signaling system ) represents the
conventional meaning.

W Arneryd (1993) gives a evolutiona ry charac-
terization for pay-o® dominant Nash equilib ria.




— Non-literal  speech

Signaling system Is;ri accounts for meaning
of s(T). But can only account for their literal
meaning.

Substantial amount of speech is non-literal ,
e.g.

Metapho r:
\Geo rge Bush is a pig"

Irony:
\He is even more hansom than Brad Pitt"

Euphemism:
\Bill Gates is not very poor"

Typically a message m is used non-literally if it
intends to communicate state t that is conven-
tionally communicated by means of message
m® where m 6 m@

— Non-literal ~ speech is risky

Rewards of non-literal speech:

Social: politeness, face-saving, emphasizing
and reinfo rcing claims to common ground

Cognitive:  non-literal utterances are more
deeply embedded in the audience's memo ry
and have long-term e®ects that literal utter-
ances have not

Exciency
Risks of non-literal speech:

Social: Sally (2003): \A mismatch [...] be-
tween close [interlo cuto rs] signals a problem
with the relationship and may cause strong
negative emotions and distancing"”

Exciency: parts of conversation have to be
reconstructed




— Risk dominance

In Game theory \risky equilib ria" are mo deled
by notion of risk dominance , as opposed to
pay-o® dominance.

Harsanyi & Selten (1988): hs%r% is a risk
dominant Nash equilib rium, if for all Nash equi-

libria hs;ri

Us(s%r?) i Us(sir)U r(s* %) i UR(s™T)

(Usglsin) i Ug(s®MU r(sir) i Ugr(sir?)

Typically , risk dominant equilib ria provide bet-
ter outcomes in worst-case scenarios.

— Tw o scena rios

Scenario A: Supp ose you are playing the game
with an arbitra ry, unkno wn opp onent.

Scenario B: Supp ose you are playing the game
with your best friend.

\ r 9
s |10, 10 10, O
% 0, 10 15, 15

What would you do?

10




—— Tw o rules of thumb

Harsanyi and Selten thought that players rst
coordinate on pay-o® dominant equilib ria. And
that, if none are available, they coordinate on
risk dominant equilib ria. However, experimen-
tal Game theory has proven this conjecture
false.

Rule 1: In a game with one outcome risk
dominant and another \mo destly" pay-o® dom-
inant, the former is more likely to be chosen.

Rule 2: As sympathy between the players
increases, a pay-o® dominant, risk dominated
equilib rium is more likely to be realized.

11

— Three facts

Fact 1 If hs;ri is a signaling system, then
hs;ri is a Nash equilib rium

Fact 2 hs;ri is a pay-o® dominant Nash
equilib rium i® hs;ri is a signaling system and

for every t 2 T it is the case that s(t) 6 cs(t)

Fact 3 If 20> 2, then hs;ri is risk dominant
i® s= csand r = cr.

12




—  Rule 1 and 2 applied

Rule 1: In a game with one outcome risk
dominant and another \mo destly" pay-o® dom-
inant, the former is more likely to be chosen.

Rule 2: As sympathy between the players
increases, a pay-o® dominant, risk dominated
equilib rium is more likely to be realized.

Sally (2003): \[..] people play the language
game in a way that is consistent with their play
in all games."

Prediction Rule 1: Interlo cuto rs communi-
cate according to the convention, by default

Prediction Rule 2: As sympathy between
interlo cuto rs increases, the more likely they are
to communicate non-literally .

13

— Conclusion

2 Solution concepts characterize linguistic phe-
nomena

2 Risk dominance is suited to mo del non-literal
speech

2 Game theoretical considerations concerning

primacy of solution concept are of interest to
pragmatics

14




— Future research

2 SC signaling games are not sensitive to meta-
phors, irony, euphemisms, etc.

2 Formalization of the notion of sympathy/
common ground that seems crucial in Rule 1
and 2

2 Risk dominance applied to other linguistic
phenomena, such as the use of pronouns

2 What solution concepts have what linguistic
counterpa rts?

15
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Outline and Program

formal semantics
dynamic semantics
questions and answerhood
information exchange
conclusions
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Satisfaction Semantics

M;gefF

models or situations
variables or indices

inde nites or pronouns

IKP, Bonn June 7, 2004
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Classical Semantics

meaning equals truth- or satisfaction-conditions

knowing the meaning of an indicative sentence equals knowing
the conditions under which it istrue

logico-philosophical tradition
Frege, Russell, Wittgenstein, Tarski, Montague
knowledge, truth, and inference

distinguish between various possibilities

IKP, Bonn June 7, 2004
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Dynamic Semantics

the interpretation of utterances depends on the context of
utterance

and they are intended to change the context of utterance

(7) | lost a marble. It is probably under the sofa.
(8) It is probably under the sofa. | lost a marble.

(9) Mary's head was chopped 0 but even so it kept smiling.
(10) Mary was decapitated but even so it kept smiling.

IKP, Bonn June 7, 2004
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Grice's Program

combine logical semantics with pragmatic reasoning

(1) John switched o thelight. He entered the room.
(2) John entered the room. He switched o the light.

(3) If everybody had a beer, everybody had one.
(4) If someone had a beer, everybody had one.

(5) You may have an apple or a pear.

(6) You may have an apple and you may have a pear.
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M otivating Examples

(11) John has children, and all of his children are bald.
(12) All of John's children are bald and *he has children.

(13) John married Jane and he regrets that he married her.
(14) John regrets that he married Jane and “he married her.

(15) Your wifeis now cheating on you, while you don't know it.
?And your wife is now cheating on you, while you don't know it.

(16) John left. Mary started to cry. (weak-hearted Mary ;-)
(17) Mary started to cry. John left. (hard-hearted John ;-)

IKP, Bonn June 7, 2004
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Dynamic Issues

anaphora
presupposition
epistemic modalities
discourse relations

guestions and answers

IKP, Bonn June 7, 2004
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Interrogative Semantics

meaning equals answerhood-conditions

knowing the meaning of an interrogative sentence equals
knowing the conditions under which it is (fully) answered

logico-philosophical tradition
Hamblin, Karttunen, Groenendijk and Stokhof
answerhood and question entailment

distinguish between various sets of possibilities

IKP, Bonn June 7, 2004
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Update Semantics

the meaning of an indicative utterance resides in its update
potential

of what interlocutors believe to be the common ground

of what interlocutors believe they commonly assume to be true

of what interlocutors believe they commonly assume to be at
issue

IKP, Bonn June 7, 2004
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Logical Space

Nirvana: no assumptions, no needs

IKP, Bonn June 7, 2004
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Indi erence and Answerhood

intensional models M so that M ,, is an extensional model

[Iwy =f-~WiMugG~F g (content of )
D(S) =fwj)9~: ~w2 Sg (data of S)
A(S) =ffwj~w2Sg j~v2Sg (p'ble answers)
1 (S) = fhv;wi j9~: ~v2 S & ~w 2 Sg (indi erence)
Fmig 1T 1T Imie) (T Im:o) (support)

(pseudo-)partitions model the uncertainty (lack of data) and the
worries (lack of indi erence) of an agent

the partition theory links logic with decision theory

IKP, Bonn June 7, 2004
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Answerhood and Entailment

PraF p
8xCx F Ca

P aF 7p
8xCx F ?2xCx

PANOE P
XCx E ?Ca

PFE >
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Pragmatic Space

Will 1 go to the party? ?xCx := who come?

- OXCX Ca”: Cb
' $
?2Ch:= | |
does b come? | |
& %
: Ca”™ Cb 8xCx

?Ca = does a come?
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Questions in a Dynamic Perspective 16 Paul Dekker

Relevance and the Logic of Conversation

Grice maxims for a rational and cooperative conversation
quality, quantity, relation, manner

a general , but not a speci ¢ assumption of rationality and
cooperativity (it is based upon them, but not limited to them)

a game of information exchange consistsin trying to get one's
own questions answered in a reliable and preferrably pleasant
way

IKP, Bonn June 7, 2004
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Update Semantics

the meaning of an interrogative utterance residesin its update
potential

SIImg=f~Wj-w2S&My;g~F- ¢
[T =f~wj~w2 Tgfor thelongest ~: D(T) = D(T )]

relevance taken from a global, not local, perspective

IKP, Bonn June 7, 2004
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An Optimal Exchange

fISIN [t]; EsIN [ t] g
=fIsIN[th; [ sI\[:tlo

CGO =W
(18) A: Does Suecome? CG; = fiwji= w(s)g
B: Yes CG, =fiwji=w(s) = 1g
= [s]

fiwjwz2 [s] & i = w(t)g
fiwjw2 [s] & i = w(t) = Og
[sI\ [:t]= ©°= ©

Does Tim come? CGgj
A: No. CGy

IKP, Bonn June 7, 2004
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Optimal Inquiry

given a set of interlocutors A with states ( )iz a discourse

= ;.1 nisoptimali :

{ flii 2A:D(I DN\D(D)F i (relation)
i2aDCI)F D D (quality)
IS minimal (quantity)
is well-behaved (manner)

with epistemic logical and decision-theoretic freedom

we get informativity, non-redundancy, consistency, and
congruence implicatures
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Extensions (1): Subquestions

(19) A: Who were at the awards?

Who of the Bee Gees?

Robin and Barry but not Maurice. (POP)

Who of the Jackson Five?

Jackie, Jermain and Mike, but not Marlon and Tito. (POP)
Who of Kylie Minogue?

Kylie Minogue. (POP)

Oz 0>»@

.(POP)

subquestions used to answer superquestions

but they are invisible in partitions

IKP, Bonn June 7, 2004
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Global Perspective

relatively standard picture

{ pose questions you have

{ answer them to the best of your knowledge
{ question { answerhood relations

{ congruence

our picture is much more general
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Almost, but not Anything, Goes

(21) A: Will Arnold come?

B: Will you come?

A: Yes.

B: Then | don't know.
A: Oh, sorry, | am confused, | cannot come.
B: Then | still don't know about Arnold.

that sounds pretty confused

a nephew of Moore's paradox?
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Extensions (2): Counterquestions

‘side sequences (Je erson 1972, Clark 1996)

(20) Waitress. What'll ya have girls?
Customer: What's the soup of the day?
Waitress. Clam chowder.
Customer: 1I'll have a bowl of clam chowder and a salad
with Russian dressing.

discourse local versus epistemic global view
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Conditional Questions (cont'd)

(24) A: Do you goto the party?
B: If | gotothe party, will prof. Schmull be there?

indeed B may not beinterested in the question whether prof.
Schmull comes if she doesn't come herself.

IKP, Bonn June 7, 2004
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Extensions (3): Conditional Questions

(22) A: If wethrow a party tonight will you come?
B: Yes! (If you throw a party tonight | will come.)
B: No! (If you throw a party tonight | will not come.)
B: There will be no party.

(23) A: Ifit rains, who will come?
B: John and Mary but not Dick and Trix.
B: It won't rain.
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Superquestions (Cont'd)

scenario: the party may be visited by me, and the professors Aims,
Baker, Charms, Dipple, and Edmundson: 2° = 32 possibilities

since my decision depends on that of the others that reduces for me
to2* = 16

| prefer to speak to A and otherwise C, but | know that

if B isthere she will absorb A if B doesn't absorb C, that is, if
C isnot absorbed by D

if neither B and C are present, D will absorb A

if thisain't human, it is academic at |least
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Extensions (4): Superquestions

actual worldR (agent A isat al)

. A and B'sinformation and indi erence is characterized as:

=fR . g f ; gg
=fR R gg

(25) A: Am | on a black square? B: | don't know. A: On which
squaream |? B: You'reon al. POP A: Then | am on a black
square. POP

result: °= 0= fR gg
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Conclusions

the Gricean program is still actual

it extends beyond mere indicative utterances

local compositional semantics for questions and answers

in Gricean combination with a global, epistemic pragmatics

we have presented only a program here

understanding actual interpretation and choice of strategies
requires much more work

IKP, Bonn June 7, 2004

Questions in a Dynamic Perspective 27 Paul Dekker

Will I Go to the Party?

C&D C&:D :C&D :C&:D
A& B - + - -
A&: B + + - +
A& B - - - -
:A&: B - + - -

(26) (A AND [(: B AND (D! C)) OR (B AND C AND : D)]) OR
(C AND : B AND : D)?

(27) Will | like the party?
(28) Who come?

IKP, Bonn June 7, 2004




