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Abstract—In this paper, we consider a backbone network however may require certain restrictions due to to tunneling
which allocates bandwidth to service classes with varied surviv- |imitations. An important feature of MPLS is its capability
ability requirement. Such guaranteed services may be offered to set up multiple label switched paths (LSP) for different
along side best-effort services in the same network. Due to - )
different (potentially conflicting) objectives for guaranteed and .S;eI’VICGS.' However, e‘?‘Ch.LSP setup rQqUIreS a l"’,‘bel on ef%h
best-effort services, attempts to optimize them together requires intermediate node which is used for switching the input traffic
solving a multi-criteria decision problem. Here, we present an in- to the destined output port. Hence setting up each new LSP
tegrated optimization formulation where we unify these different  jntroduces additional labels to each intermediate node. To
objectives into a single objective function while considering varied route each packet, a label switched router (LSR) would need to

survivability requirement for different service classes. We enforce - . .
explicit routes (single path allocation) for survivable service class, search through the Label Swapping table to find the matching

and at the same time, ensure that the best-effort services are not label and the port to get the output label and the port. It then
drastically effected. We provide two heuristic approaches towards appends the output label to the packet and sends the packet to

solving this formulation. We present experimental results to show the output port. Hence each activated LSP leads to more labels

that the heuristics perform well; and more importantly, the 4t the | SR, thereby requiring more processing to forward of
optimization model effectively captures the different objectives. each packe:t

We also observed that the availability of capacity and tunnels : .
play equally important role in ensuring the optimal utilization For a highly connected heterogeneous network running
of network resources. on a sparse fiber-optic network, setting up enough LSPs to
Index Terms—Survivable services, Optimization formulation, yield the benefits of traffic engineering can become an issue.
Algorithm. Most traffic engineering formulations in the literature fail to
account for the processing restrictions on the routers and hence
choose tunnels based on link speeds only. Due to heterogeneity
In this paper, we consider a mixed network services enviroof LSRs, processing speed at certain LSRs can become a
ment where along with best-effort services such as email, fipottieneck. Such a traffic engineering formulation is presented
web (as in the current Internet), there is also a class of bowk [3]. The approach makes sure that on engineering the
ahead guaranteed survivable (BAGS) service classes whigtwork, certain routers will not get overloaded. In this paper,
have a requested degree of survivability (in essence, we usewlgeextend the approach to networks where BAGS services are
term “survivable” to indicate that the allocation is done aheagtovided along with best-effort service.
of time, rather than provide the capability through network Depending on the requirement of the user (here, the term
restoratiorafter a failure). The goal is to compute off-line and‘user” is used in a generic sense to mean access customers
allocate bandwidth for different service classes ahead of timether than each individual ‘human user’), several different
so that certain network (traffic) engineering objectives can levels of BAGS services can be envisioned: (i) guarantee the
met along with any other restrictions from the network. service only under normal network operating conditions, (ii)
For example, multi-protocol label switching (MPLS) techfull guarantee of bandwidth under normal situations plus a
nology [1], provides the ability to set up bandwidth foreduced level of service in the event of a major link failure,
different service classes through label-switched paths, tand (iii) finally, fully guaranteed bandwidth both under normal
as well as under a major link failure situation. For the sake
nOT Fsg%%%ozf_tgg_ ﬁ%zg/;RPA and Air Force Research Lab under agreemeg simplicity, we will refer to these three service levels as
« Currently at Ciena Corporation, CA, USA. zerq fractional andfull BAGS services. Note that zero BAGS
* Corresponding author: dmedhi@umkc.edu services do not provide any survivability. The specifics of

I. INTRODUCTION



using protocols such as RSVP or CR-LDP to invoke M
traffic engineering is outside the scope of the present
the interested reader is directed to [1]. We also point ou!
although we use LSPs and MPLS to explain and preser
framework, it is indeed applicable to the class of networks
have bounded tunneling functionality.

The focus of this paper is to consider a traffic (netw
engineering problem where we have BAGS and best-
service classes sharing a network. The BAGS service cl
are to be supported using LSPs such that the numb
LSPs active on a link is bounded. Traffic engineering :
a network faces multiple (and possibly conflicting) objecti
Hence, we also present several possible objective fun
and demonstrate the interplay between them while prov
BAGS services.

While, over the years, network survivability has been
dressed for circuit-switched, ATM and fiber networks (
for example, [4]-[13] for a sampling of work), MPLS allo
the capability to address traffic engineering along with
vivability for a new class of problems. For example, W
and Wang [14] have addressed the explicit routing mode
MPLS traffic engineering. The work that is closest to ours |
Kodialam and Lakshman [15] where they present optimizi
models and algorithms for guaranteed tunnels with restor
However, there are several differences. In our problenr
focus more on survivability (rather than restoration), adc
book-ahead guaranteed survivable services (with differen
vivability requirements); further, these aspects are consi
in the presence of conflicting objectives. To our knowle
this traffic engineering problem has not been addressi

Fig. 1.

lllustration of Cycles

LSPs flowing through each link are restricted. The formulation
restricts that the active LSP constraint and Link Capacity
constraint are honored on every link.

Consider a BAGS service request for demanahnd service
classs that requires a bandwidth demand volumedfunits
between the ingress nodg and the egress nodg for either
full, fractional or zero BAGS services. We assume that all
nodes (or routers) in the network are capable of providing this
functionality. For example, in an MPLS-capable routers, this
demand may be set up on any possible LSPs in the network
such that the active LSP constraint is not violated on any of
the traversed links. In our scenario, if this demand request
is at the zero-BAGS level, then only a path with bandwidth
d; needs to be set up ahead of time (or allocated ahead of
time); on the other hand, if the request is for a full-BAGS
service, a back-up path (to address for a failure situation/state,
i.e., situation-disjoint) needs to be available and bandwikith
needs to be reserved also on the backup path. It is important to
note that this also imposes the connectivity requirement on the

far. Further, we provide a novel modeling approach wheretwork to be two-edge connected (in other words, we assume
we show how to capture different BAGS services within that the network design process addresses the topological need
single modeling framework. The reader may want to note thiatr survivability requirement). While in the case of fractional-
this approach is for off-line traffic engineering determinatioBAGS services, the back-up path needs to be allocated the
where the network provider/operator would like to perforrhandwidth sufficient to carry a fraction aff in order to

such updates once a day [16]. address partial survivability.

The rest of the paper is organized as follows. In section Il, We first discuss how to model the three different BAGS
we provide a generic IP optimization formulation of theservice classes. For the zero BAGS service class, a path needs
BAGS traffic engineering problem with tunneling constraintdo be selected. This path manot be the shortest (e.g. hop)

In section Ill, we present multiple objective functions whichpath since depending on the traffic engineering goal. Thus, we
can be used along with the generic formulation. In section I\¢an consider a set of candidate paths for the tigvof BAGS
we present an efficient heuristic based algorithm to solve thedBrvice class of demand paik. On the other hand, for fully-
problem using a series of continuous problems followed bysarrvivable BAG service class, flowing the demaifdrequires
reduced IP problem. In section V, we present numerical resuttsth a primary path and a secondary path which are situation-
for small and large networks (experimental and randomdisjoint. While such paths can be independently modeled, we
generated). use a pairing idea, i.e., consider a pair of paths consisting of
primary and secondary paths that are situation-disjoint. For
Il. GENERIC FORMULATION simplicity, we refer to a pair of such paths ascycle or, a

We consider an aggregated-flow based network, where dayale path(note that this cycle path idea has been used earlier
arriving to a source for a specific destination needs to lfer fiber network survivability in [17]). An illustration of three
sent over one of the active LSPs between the source arahdidate cycles for demand with end nodes 1 and 2 (for a
the destination. The data belongs to one of the BAGS servimar-node network) is shown in Figure 1.
classes and hence can only be sent on the LSPs with require8imilar to the case of zero-survivable services, the selection
survivability. Each service class maintains its own set of LSI$ the shortestcycle for a demandd; may not be in the
between source and destinations. The total LSPs chosen tdbst interest of the traffic engineering objective. Thus, we can
activated across the network are such that the total numbercohsider a candidate set of cycles for a flow demahdfor



full survivability. Now, for each cycle (because of the way each of them are
The fraction BAGS service class also requires a pair generated) we have a ‘main’ path and the backup situation

disjoint paths as in the case of full BAGS service class. Tliisjoint path. For notational clarity, the main path will be

difference is that, on the back-up path, only a fraction of theuperscripted withp (for ‘primary’), and the backup path by

demand is required to be reserved. If we denote the fraction (fgr ‘secondary’). To address for flowing the demand on each

a; (where0 < o < 1), then the primary path would reservdink (for each path), we now introduce the indicator notation

d? while the back-up path would reserugd; . Combining the to map between the demand, the cycle and the link, as they

above three cases, we can see that it is actually not necessalate to primary or the back-up (secondary) path, as follows:

to model each BAGS service class independently if the idea

of cycle along with the fractional parametex)(is used. In

other words, a set of candidate cycles can be considered for all 8im: 1, if candidate cyclen € P for service class €

BAGS classes. Ifit is for a full BAGS class, thexj is setto 1, Si of requestt € X uses linke € £ in its primary

and for fraction BAGS, this parameter is set to a value between Sf‘tgtherwise

0 and 1 (as requested by the user through a service-level g5t . 1 if candidate cyclen € P; for service class €
agreement) while for zero-survivable, this parameter takes the S of requestk € K uses link¢ € £ in its back-
value zero. Thus, an unified view can be considered which is gpgﬁ?gmz;y path

part of goal in the problem formulation.
We first describe the notation:

Note that, by definition, for a specific link and a cycle,

N Set of Nodes in the Network both indicators can not be one (since the path pairs are link-
L Set of links in the network o disjoint). As discussed earlier, all the three types of classes
K stitrkOf demand pairs generating traffic in the net- (| fractional and zero BAGS) can be modeled in our case
R Set of failure situations by the parametes}. Thus, the bandwidth needed on any link
Lo Set of link(s) that fail in failure situation € R ¢ (denoted byFy) to carry both for primary path routing and
Sk Set of BAGS service classes for demahaf the for back-up path routing for different BAG demand request
network ) ) can now be captured by the amount
& Revenue from carrying service class Sy of k €
c Fg _ JIS 65@ + ds
d; : Volume of traffic generated by service class Si ;C S%;k m;,s fon Ok + O]
of ke K k
aj . Survivability requirement of service clagsc Sy Note the inclusion of parametes, with the second term which
P C,\’/‘;a’;ifm’fm number of tunnels allowed on lifle £ is dictated by the level of survivability. Since each lidlhas
1 . . . .
¢, + Capacity of linkl € £ (in BBU) ﬁgsagcgygg, we thus have the following constraints for each

Let |PZ| be the number of candidate cycles generated for Z Z Z Thom Ok + Bimoildi < Co L€ L. ()
service class € S;, of demandk € K. We now introduce the ~ FEX s€Sk mePy
decision variabler;,, associated with the cycle for service Next, we consider the number of active LSPs sharing a link.
classs € S, of requestk € K which takes the value 1 if Since we want that the number of active tunnels on anydink
this cycle is selected (by the design); otherwise, it takes tBRould be less thak,. Since, for zero BAGS services back-up
value 0. As discussed earlier, due to capacity limitation, it {sath is not allocated, no additional tunnels are created. While
quite possible that a demand may not be routed (while proger the fractional and full BAGS the backup path needs to
network design would try to avoid such situations by ovepe created and hence it contributes to the number of active
engineering; from a traffic engineering modeling standpoint, liISPs. We capture the variation by using an indicator function
is necessary to incorporate this variable to avoid infeasibility . :>0), Which is 1 whenaj > 0 and 0 otherwise. Hence,
of the problem). To consider this aspect, we also mtroduo@ have following constraint to account for tunnel constraint.
an artificial variablew; with each service class € S; of
demand request € K; this takes the value 1 if the demand is DD Bt A Yazs0yBit 23 <To LEL. (3)
NOT accommodated and 0, otherwise. Thus, to consider theg€K s€Sk meP;
scenario of either choosing a cycle from a set of candidajge now assimilate all the previously discussed constraints and
cycles or not selecting at all for each of the demand requesigesent the generic formulation. The objective functions to be

we have the following constraints used will be discussed later in section Ill. The formulation
wi + Z af, =10 seSLkek (1a) minimiz.es the objective function in the space of the presented
mep; constraints. The problenP) can be formulated as:

o wle {01} mePLseSukek.  (Ib) F* = min f(z,w) )



Subject to: where as in the second case only primary path is assumed to
be allocated capacity. These two requirements are referred to
S s —
Wy + Z Tpm = 1.0 s €S, ke (5a) as hard and soft requirements, respectively.
mePy

A. Hard Requirement

s sl s st s

Z Z di Z (O + Ok Bim] T < Ce LEL (5D) When we want to make sure that the backup paths are

hek s€bi  mePy reservedapriori to the failures, we use hard requirements.

Here, r, is the capacity consumed by both the primary and
Z Z Z [ + 1{az>0}5l§fn] Tim <Toe L€ L (5C)  the backup path. It refers to the situation where the capacity
keK s€S, mePy required by both the primary and the backup paths is explicitly
allocated at the time of service request reservation. For such

Tim, Wi €{0,1}  m e P s €S,k € K (5d)  a requirement, load on the network can be computed as

In the next section, we present various objective functions s resl s € s s
which need to be minimized to ensure good performance in =222 2 wknlimdi + Bimoidi]  ®
one aspect or the other. These objective could be conflicting
with each other and hence provides fertile environment toNext, we need to capture the routing cost of the flows in the
observe and establish their interplay. formulation. If¢;” is the routing cost on the primary path, and
ll. OBJECTIVE FUNCTIONS Cil;n is the routing cost on the back-up path of the candidate

cyclem € P; of service class € S, andk € K. Then the

Our goal is to account for several possible objectives indghiective function in order to minimize the total routing cost
unified formulation. These objectives capture various confligts

ing requirements which are relevant to a network engineer.

First consideration is that although best effort services are F=Y00 3 a0l + b)) 9)
offered no guarantee of Quality of Service (QoS) in terms kEK sES), meP;

of bandwidth resources, it is desirable to improve the QoS of . )

the best effort services without effecting the performance $f1€r€ 7 is a cost proportional constant. As we are hav-
BAGS service classes. Such an objective can be achieved!l§ hard survivability requirement, we already have backup
maximizing the residual capacities of all links in the ne'[\NorIQaths .S|gnalled and prowsmned across the netwo'rk. Slnpe
Another possible objective is to minimize the total demani® primary path requires more sophlstlca_ted handling (it is
routing cost for BAGS services. Such a reservation attem@Ying packets) than the backup path, we incorporate such an
to derive shortest-path type allocations. However, this will nGSYMMetry by weighing the backup path cost wjthOn one
be the case in a capacitated network, especially in the presef{@Bd: if7 is set 1.0, it would mean that backup paths require
of survivability requirements. Still, another objective is t¢:@Me routing cost as the primary path. On the other hand, if
minimize the penalty if a demand can not be accommodatéd™ 0-0: then backup paths do not incur any routing cost, they
due to, say, capacity limitation. Contrary to the minimizatiof€ allocated and just kept ahye. Havmg mt_ermedlate valu_es of
of penalty objective, another goal can be the maximization 8fwould mean that some fraction (possibly important sections)

revenue (especially if capacity limitation imposes the decisidh the traffic is still sent over the backup paths even when the
on demand selection to maximize the revenue). Thus, tREMary path is working. This would ensure that in the event
problem has several objectives while some of them may Bga failure and possible disruption of primary path, important
contradictory to others sections of the traffic are still delivered to the destination.
We first maximize the residual capacity in the network so !t may, however, be noted that if we consider the opti-

as to achieve better QoS for the best-effort services. This ¢&zation problem ofiust minimizing (9) with the constraint
be written as: set being (5) when the routing cost componed}$, and

cib are positive, the optimal solution to the optimization
F* = max ) [Cp—r] (6) problem is the solution of selecting the artificial variakl¢
teL (i.e. NOT routing any demand) for all the demand requests!
wherer, is the capacity consumed on lirikby different BAGS (essentially, there is no cost if nothing is routed.) Thus,
service requests. It is easy to see that the maximizationwe need to introduce the penalty cogf, of choosing the
equivalent to minimizing the sum of link flow,’s. Hence, artificial variable, and this cost component to the objective

teL keK seS, meP;

this objective can be rewritten as function; this, then, also addresses the third objective. Thus,
. ) the objective that incorporates the penalty cost also (for the
= (a0} > e () third objective) can be re-written as
e

There are two ways of computing the in the context of the o s " .
first objective (7). In the first case, is computed assuming fr = Z Z Z Lo [Cy + Y Chm] + MRWE (10)
that both primary and backup paths are allocated bandwidth ke s€Sk | mePy



The two objective functiong, and f, constructed so far a cost with accepting the flow but no gains corresponding to
minimize the used capacity and the routing cost in the néhe flow. Hence, in the next step we incorporate revenue for
work. Since, both the objectives are relevant in engineeringaacepting a demand; this will be reflected in the form of a
network, it is desirable to combine the two objective functiongtilization parameter. The utility varies from one request to
and construct a unified function which should be minimizedhe other. A request may have to be allocated a cycle even
This can be accomplished by weighing one of the functions lay higher costs (that is, it consumes more bandwidth), if the
a weight factor and take the sum with the other function andility of that request is higher. A request which has not been
then minimizing the combined cost. If we use the normalizesllocated any cycle path will generate no utility. We need to
weight for objective functionf,., then the weight facto select an optimal set of cycles for the given set of requests
(specifically,¢; for eachs € S;, andk € K) is needed only for at minimal possible costs while generating maximum possible
objective functionf.. Thus, we have the following combinedrevenue. Letu; be the (normalized) utility of service class
objective function. s € Sk of requestk € K with w,, varying between 0.0 and

1.0. Incorporating such a utility in the functiofy,. leads us

for =3 304 D (ke +veib)] +njuwip
keEK s€Sy, | meP; fh = Z Z [Tliwz + Z (fim - qu)me]’ (14)

kEK s€S meP;

s s tesl a5 . o5l s a8 where R is utility weighing factor. The value of the utility
+Z Z Ok Z Z ka[(skfn k+5kfno‘kdk] a1 weighing factor R dictates the importance of utilities of
kek se8i  (teLmePy requests over the costs. When we minimize the funcfipn
Note that in the general case, the cost of routing a paals the objective function constrained by (5), we refer to the

(primary or backup) may depend on many consideratiorgoblem as®;,).
One of the most important consideration would be WhethEr

. . Soft Requirement
the path is allocated or not but upon allocation many other .
restrictions may apply. For example, it may depend on the When we wish that only the backup paths are known before

memory size and processing power of the nodes through whie#nd but not reserved, i.e. the capacity on the backup path is
the path traverses in which case cost of maintaining the pagilowed” for use by best-effort servicess long asthere is
could be the sum of costs of traversing those routers. A mdi@ failure; backup paths are immediately allocated to BAGS
sophisticated way of capturing the routing cost is to consid@®rVice class as soon as a failure occurs through a signalling
the amount of forwarding of packets required for maintaining'€ssage (thus, bumping out best-effort services). Although
the path. Such a criteria would be additive in the demand tHch @ benefit comes at the cost of increase in time required

needs to flow on each link of the path, it can be captured 4@ Survive a failure. Since, the backup paths are not allocated
capacity until the failure happens, it takes additional time

Crom = Z&fﬁqdi (12a) in clearing the best-effort traffic and providing the required
teL bandwidth to the BAGS service class. For such a scenario,
the total load on the network due to the primary path can be
b, =Y Bt ands; (12b) captured as
teL y
fe= T O A (15)
Substituting the values of;” andc;® into the functionf., ‘ ;C;Cs;:k m;’z e

and rearranging, we get: . . .
ging g The routing cost for the primary path will be

s b

DO Smwi+ Y w406k + (v + 67)cin] B o e L

keK s€S, meP; fr = Z Z Z TpmChm, T Me Wk (16)
kEK sESk meP;

For simplicity, we'll use the following notation - . .
plictty g Similar to the hard requirement scenario, we construct the

Eim = (L4+02)ciP + (v + 03)ci, combined used capacity and routing cost functfon as
Therefore, after the change of variables the funcifgntakes ,
the form Z Z npwy, + Z Thom i, + OF Z T Ofem A
- . . kek seSi mePp; teL
for =) iwi + Y Gonin] a3 e routi ’ - e 1
Perory mep; ncorporating the routing cost in the same fashion as in (12a),

) ) then rearranging the terms we get
Observe that},, is the cost of accepting the demand request

from node pairk and service class. The cost only takes . . . o\ sp
into account the cost associated with the resources requested fer = Z Z MWy + Z T (14 07)cpy,
by the request. Such a scenario is impractical since their is ke s€Sk meP;



Using the same notation for simplicity as in the case of hafdgorithm 1 Successive Approximation Approach

requirement, we have gIP()set X, = {x;,,,m € Pi,s € Sk, k € K} set
. o sp Xy =X, U{wj,s € Si,k € K} setX; = {¢} done—
Eim = (L4 6%) e, 0 change— 1 while done = 0 AND change = o
Incorporating the utility for the carried demands, we get the x « solve Relaxed_gI P(X,)
final objective function as done«— 1
change— 0
o= wi+ Y (Gin —upR)h, ). (A7) for all X € X, do
kEK sESy, meP; if x <n then
when we minimize the functiorf, as the objective function z=0
constrained by (5), it is referred to as probleR ) Xp =X U{z}
To recap, we have presented above an integrated optimiza- Xy = Xy\{z}
tion model for traffic engineering a network supporting BAGS chz_;mge =1
services along side best-effort traffic were modeled along ~ ©S€ ifz = 1.0 —7 then
with differing objective criteria. We presented the problem in z=1
two variations, namely hard and soft requirement. A salient Xy =Xy U{a}
feature of this model is the use of the cycle path idea which Xy = Xy\{z}
integrates primary and disjoint back-up paths needed for fully change = 1
and fractional BAGS services in the same framework. else
done =0
IV. SOLUTION APPROACH end if
' . i . end for
It should first be noted that since book-ahead traffic engi- .4 while

neering dem_gn is to_meet su_rvwa_ble BAG d_emand ahead ofif done = 0 OR change = then
time, a real-time/on-line algorithm is not required; at the same
. . i . . . x < solve Integer_gI P(X,)
time, an efficient algorithm is required so that the solution end if
can be loaded to the network. This is further complicated

R X . returnx
by the fact that the optimization modeP)( is an integer
linear programming (ILP) problem. Typically, generic ILPs are
solved using the branch-and-bound algorithm and/or Gomory’s . - . .
cutting plan method. But such approaches are not quite pr&@spectively. Initially, Xy is empty andX,, contains all thex
tical for problems of large size. The formulatioR)(presented Vvariables.
grows with the size of the network, number of service classesUsing the value of X,, we solve the problem
and with the number of path couples considered. Therefofgglared_gI P(X,), which is the relaxed version of problem
using direct methods will restrict the applicability of theg/P() with the members of the séf, as continuous variables
approach to smaller networks. In order to make the approaahd elements ofX; as fixed to the already decided values.
suitable for large networks, we present two heuristi¢®() Relaved_gIP(X,) is a continuous linear programming
and gSA() which provide a feasible solution (not necessarilproblem which can be solved effectively by Simplex method

optimal) within a reasonable amount of time. even for fairly large number of variables and constraints.
o Upon obtaining the solution, we first inspect the solution for
A. Heuristic | (¢ P) the values of variable, < X,. The values obtained could

We now present algorithmic details and implementatiofe (&)}, = 1.0 —n, (b) 23, < n, (€) n <z}, <1.0—n,
of Heuristic I. It is based on successive approximations Byherern is error margin (we assumed 0.05).
continuous relaxations of the problem. Such an approach isThe values ofcj, ’s of type (a) are set to 1, type (b). are set
guided by following observations about the structure of tHe O and setsX, and X, are updated asX, «— X,\{z},,},
problem. Notice that the size of the problem grows as thé; — X; U {z,,}. The variables of type (c) are left as
number of demand and service class increases (and alsovgables. We, then delete capacities and tunnels on each link
number of candidate cycles increases). Further, the lind@sed on the values of;,, which are inX;. We then solve the
programming relaxation is much easier to solve; this requiregduced problenkelared_gI P(X,). We repeat the procedure
relaxing the zero/one requirement (1b) on the cycle patitl we find variables of types (a) and (b) i.e. problem size
decision variables. Also, the LP relaxation provides a lowéegduction is achieved.
bound to the solution. Thus, we have developed a simpleFinally, when we are unable to get any more reduction in
heuristic (Algorithm 1) based on solving the LP relaxationsthe size of the problem, we go for solving the IP problem
When solving P) using heuristigg P(), we define set; using direct branch-and-bound methodditteger_gI P(X,,).
and X, containing the variableswhich have been fixed (their During experiments it was observed that the size of such a
value is already decided) and the ones that are still variablesduced problem is fairly small and hence does not prove to



be a limitation. Hence, we have an acceptable quality solutidine first accessible patty’ is allocated capacity and tunnels

with xe {0, 1}.
B. Heuristic Il (¢S A)

and corresponding variable], , is set to 1.
The deallocate(w), chooses to call subroutine
deallocate_1(w) with probability ¢(x) otherwise it calls

In this subsection, we discuss the construction and implgeu/iocate_2(w). The deallocate_1(w) subroutine, randomly

mentation of Heuristic Il. We observe that the probld?hi a

chooses as € S, of k € K with wj = 0 and sets it

multicommodity integral flow problem. We base the heuristigy 1 and finds the pathn’ with zf . = 1 and frees the
Il on simulated allocatiorapproach [18], [19]. The idea of SA resources (capacity and tunnels) used by the path and sets
has its source in discrete event simulation of the performangg 23, 10 0. While deallocate_2(w) evaluates the current
of alternative call routing in circuit switched telecommuniyalye of ¢(x, ¢) and¢(x,¢) and locates the critically loaded

cation networks. The approach has been effectively usediifiks. These links { € L£) are either critically loaded in
reconfiguration and design of transmission networks such @gpacity (i.e.c(x,#) = Cp) or in tunnel requirement (i.e.

SDH and ATM.

We describe the implementation of the algorithm based @ath 1, such thatss,z5 , = 1 or (

t(x,¢") = Ty). Next, it locates as € S andk € K with a

Laz>0) a

S —
o Loy = Lo

simulated allocation for generic formulation of the problengor the chosen path’ of service class € S, and demand

(P). The algorithm is a minor variant in the sense thaf ¢ i, it relinquishes the capacity and tunnels usedzy,,
allocation never violates the constraints and is inspired by [2Q]nd setswj =1 andz3, , = 0.
cm

The algorithmgSA() minimizes the functionf(x, w) while
honoring constraints (5). TheSA() algorithm works with
partial allocation sequences = (z3,,,m € Pi,s € S,k €

K). We choose the values o¥ in such a way that the

constraint (5a) is always satisfied, i.e., if

s _ s _
kam—o jwk—l
meP;

(18)

elsew; = 0; for all s € S, k € K. Additionally we define,

c(x,0) =D dy > (05, + oiBi] wh  (199)
kek seSx mePy
and
tx0) =" > 6k + Liag >0} Bim] Thm- (19b)

keEK s€Sx meP;;

Observe that(x, ¢) andt(x, £) determine the present state of
the constrained resources (allocated capacities and tunnels on

link ¢) for a given allocation sequence A path m’ of set

P; is said to be araccessible pattirom present allocation

sequence if
c(%,0) + [04n + a3 Bib1di, < Co € € P, (20a)
and
t(x, 0) + [0 + Loz >0y Bim] < Te L€ PE. (200)
Hence setting the choser;,,, = 1 does not violate con-

straints (5b) and (5c¢). We define a sétt as the set of

maximum allocation sequence, such thate M means

Algorithm 2 Simulated Allocation Approach

gSA()step— 0 count— 0 F* — oo (x,w) « (0,1)
while (step< step,q, AND F* > F* ) do
step =step + 1
if x € M then

allocate(w)
else

if random< ¢(x) then

deallocate_1(w)

else
deallocate _2(w)
end if
if f(x,w)< F* then
= f(x,w)
(X, W)min < (X, W)
end if
end if
end while

return (x, w)min

The value ofy(x) plays an important role in the convergence
and solution quality of the algorithm. We know thatx)
should depend upon the value of the objective function as
compared to thé”* . and for our implementation we compute

fx,w)—F;

min
F*
min

in

X(x) =

that for an allocationx their exists no unallocated demandVe choose the value @f(x) using a fairly simple technique.

(w;, = 1) with an accessible path’.

The algorithm starts wittk = 0 andw = 1. At each step,
we either choose tallocate(w) or to deallocate(w) based
on the current state of allocatior){ For x ¢ M, we execute
allocate(x) subroutine, otherwiséeallocate(x). The routine
allocate(x) collects all the unallocated demands;(= 1)
and amongst them randomly chooses @ Sy, of k € K. All

the paths in the set of candidate pa#h$ are chosen in the

We derive a reasonable value for threshdld based on our
anticipated proximity ofF™ to F. . If we set X* to 0.1
then we expect to find solutions with in 10% &t . It
depends upon what can be considered as acceptable solution.
It also depends upon the way in whidf},,, was computed.
Then, we setg(x) = ¢ if X(x) < X* and ¢(x) q2
otherwise. For our casd;’ . was computed as the solution

obtained by relaxing the integrality constraint of the problem

order of increasing costf,,) and checked for accessibility. (P). Since, we can not be sure that an integral solution exists



in the proximity of . , we useX* = 0.1. When in the

Ok OF o Q
acceptable solution region, whether the algorithm allocates L. ‘V
randomly chosen demand or de-allocates randomly chosen .’
demand depends on the value gfwe useqg; = 0.95 and s ¢
g2 = 0.8. i K o “ & ‘»4(
: O ©
The values ofF}. needs to be determined to ensure ‘
acceptable quality results within reasonable amount of timerig. 2. Experimental Network | Fig. 3. Experimental Network II
As already discussed , we usg ;,, as the solution obtained by
relaxing the integrality constraint of the problef)(The set
M contains the pairsx(, w) which are maximal allocations,
hence given the present partial allocation sequence, no mas
flows can be accepted without violating the constraints (5b
and (5c). We set the stgp, = 10000. During the experiments )
conducted, it was found that the algorithm performs fairly
well and leads to improvements in the results obtained by
thiigr?]r;)tgr:r;ri Eﬁlal:t)(f)geds into the model (of both the heuriSI_:ig. 4. Experimental Network Ill Fig. 5. Experimental Network 1V
tics) is the generation of candidate cycle paths. It may be
noted that Suurballe and Tarjan have developed an algorithng, Observe that EN IV is the most well connected network
for generating shortest pair of disjoint paths [21], [22]; thiSyhere as EN | is the least.
however, helps in generating only the shortest cycle, not a sefor the given experimental networks, we consider capacity
of candidate cycles. In our case, we have implemented a simgie;22 Mbps for each link (referred to as baseline capacity).
procedure by extending the K-shortest path algorithm wheyge assume that three service classes are present in the
the K paths generated by the K-shortest path algorithm a{gtwork. We also assume that there are demands between
compared to each other to filter out common links to generafg pairs of nodes of valud00 Mbps for each of the three
a set of candidate cycles containing only disjoint pair pathgonsidered service classes. These service classes have varied
Note that the candidate setasly a feeder to the optimization gyrvivability requirements and corresponding utility to the
model, and certainly, the eventual solution can depend on h@gtvice provider. We assume that the demands with higher
many are included in the initial cycle (this is discussed latelgyryivability requirement have higher utility. We assume that
Note that this candidate list needs to be generated only onggrvice class Is = 1) is survivable critical in nature and

For the set of examples tested (discussed below), we h@hce for allk € K, ol are chosen to ba.0 and ul is

found this procedure to be very efficient (only takes a coupl¢osen as$.0. We assume that service clasg(2= 2) also

of seconds of computing time). has a survivability requirement, although not as stringent as

service class 1. Hence, we choaggfor all k € K as0.5 and

) ) o u? to be3.0. Service class 3 does not have any survivability
We have implemented our Successive Approximation Alggaquirement and we choose for alle K, a? = 0 andul, to

rithm (g7 P()) in C*+ using CPLEX callable libraries [23] 10 e 1.0, The penalty cost for each demand and service ajpss

solve the Ip relaxations. We have also implemented Simulatgdcomputed ag* (14 )ds, wheren* is a weighing constant.
Allocation Algorithm @SA()) using C**. The goal of this

section is to understand the effectiveness of the problem

formulation in solving the survivable BAG traffic engineering

design problem. We want to evaluate both the variatiéhg ( )

and @,) of the basic problem. Specifically, we are intereste}- Comparison of,/ P and g5 A

in understanding the effect of the utility function, the benefit We use the experimental networks for evaluating the solu-

of soft vs. hard survivable strategies, and whether the unifigdn quality of Heuristic | and II. The formulatiorP{,) is used

functions f, and fs; are effective in capturing the multiplefor such a comparison. We assume= 0.5 and6{ = 0.5 for

objective criteria. all s € S, andk € K. We choose the utility weighing factor
Consider experimental networks shown in Figures 2 R = 100. The penalty cost weighing facter* was chosen to

These networks are taken from already published literbe 5. The number of allowed tunnels on each link are assumed

ture [24], [2]. For these experimental networks we provid® be 50, 15, 25, 20 for EN I, II, Ill, IV, respectively. The

detailed results and help user derive insights into the behavioumber of candidate cycles were chosen to be 5 for EN | and

EN I has 12 nodes, 18 edges and average nodal degree (rdfiofor others. We start with these values of parameter and

of number of edges to number of nodes) of 1.5. EN Il hasékperimental networks with baseline capacity and run both

nodes, 12 links and an average nodal degree of 2.0. EN d¢lP() (HI) and gSA() (HIl). We also use a hybrid heuristic

has 12 nodes, 25 links and an average nodal degree of 2(®8Il) where we first derive results using HI. We then use the

EN IV has 10 nodes, 26 links and an average nodal degresfiofl solution of H1 as initial solution for HIl, which is further

1

V. RESULTS AND DISCUSSION
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improved by the heuristic Il. We also solve the continuoudlll closely follows the minimal of the two heuristics (I and
relaxation of the IP variables in th@/) problem which serves IlI) and the continuous relaxation. Such an observation gives
as a lower bound on the integer solution obtained. strength to the performance of heuristic Il for more general
We then increment the number of Tunnels by 10 and rer§f€enarios. Hence, we use Hlll to compute the best solution in
the problem. We run the experiments till allowed tunnels afge remaining of the results in this paper.
50. We then increase the capacity to 125% of the baselinelhe results also demonstrate that capacity and tunnels are
capacity and repeat the entire process. We continue till tBgually important while provisioning a network. Presence of
network reaches 400% of the baseline Capacity_ Such SethjNer number of tunnels nullifies the presence of abundant
experiments help us explore the solution quality under boggpacity leading to under utilized links. More so, having
tunnel and capacity constrained (both are small), to one P many tunnels is only as much useful as the amount of
them being constrained and other relaxed, to both of thet@pacity available in the network. Hence, our first inference
being relaxed (both are high). We present results for tffe that accounting for both capacity and tunnels leads to
experimenta| networks EN-1 and EN-1V in p|0ts presentegﬁective traffic engineering solutions. Both of them could
in figures 6 to 9. We also present results for the continuol§ viewed as resource which impact the amount of traffic
relaxation of the integer problem. carried by a network. While engineering a network if we
In figure 6, we present the value ¢f whenT, = 20. Re- consider capacity in isolation, the results can have a limited

sults for other values of, showed similar behavior. Observettility in practical networks. More so, when used in real life
that HI and HIll closely follow the LP solution. However, theN®Works, the performance observed might be much inferior
performance of HIl is not quite as good. Similar behavior {© the expectations.

observed for EN 1l in figure 8. Based on these results, it

seems that Heuristic 1l is not very useful and that HIl and

HIIl hardly give better performance than Hl. B. Effectiveness of the FormulatioRA},)

However, for EN Il with7, = 10, the results presented The optimization problemP; was formulated so as to
in figure 7 draw our attention to the point that this may nahcorporate various conflicting objectives into an integrated
be true in general. Similar behavior was observed for EN Iproblem. Not only was it important to allocate the BAG
with T, = 20 which is presented in figure 9. Similar resultsequests but also the residual capacity on the links which
were obtained for other values ©f. For these two cases, wewas to be used by best effort traffic. Hence, the effectiveness
can observe that HIl gives better results than HI. Interestinglyf the formulation can be studied in terms of the qualities
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of the obtained solution. Though there are many possible2) Dependence on RWe study the impact of the utility
qualities that can be considered for this study, we choose faueighing parameter R on the allocation of demands. Although
parameters which arg, R, §; andn*. Observe that these fourthe individual relative utility ¢;) is mostly determined based
parameters can be tuned by a service provider while trafi@ many considerations like importance of the client request-
engineering a network and it would certainly have effect on thieg the services, characteristics of the incoming traffic, etc. but
solution found. Based on the traffic engineering consideratioise parameter R determines the overall utility as compared to
values of these parameters can be chosen. We evaluateointing costs and bandwidth/tunnel requirement costs. Since,
these set of experiments if the parameters influence the fima are also concerned about the residual bandwidth on the
solution in the intended way i.e. provide anticipated effect dimks which carries the best-effort traffic, the parameter R has
a specific metric. We used the number of allowed tunnels deeper implication. Hence, we compare the load on the link
T, = 15,20, 50, 50, the # of candidate cycles as 5, 15, 15, 1&ith Minimum Residual Capacity (MRC) for increasing values
and the capacity of the links as 150%, 200%, 400%, 50086 R. We present results in figure 11 for the experimental
of the baseline capacity for experimental networks I, I, lllnetworks.

IV, respectively. The default values were chosen-as: 0.5,

R=100,6;, = 0.5 andn* = 5.

1) Dependence on: We evaluate the role of in the first The value of R changes the chosen solution in two ways.
set of experiments. Observe thatis the cost proportional Firstly, for some demands which were not allocated because
constant for the routing cost of primary and backup paths. for them¢;, —u; R > n; for all accessible paths and hence the
other words, it determines the routing cost of the backup pétirmulation chooses to refuse them (although their is enough
as compared to the primary path. Whens set to 0, their is capacity and tunnels in the network). By increasing the value
no routing cost for backup path where as when it is set to df R, one/many of the paths for some of these demands
backup path has equal cost as the primary path. For experimiggtome acceptable and given that the network has enough
with increasing value ofy, we compute the average of thebandwidth and tunnels, they are accepted. Hence, leading to
ratio of the length of primary path to backup path (APR) foan increase in MRC. Secondly, increasifiyj also changes
all service classes and demands with survivability requiremethe ordering of demands with respect to their overall costs
(o > 0). We present results in figure 10 for the experiment@d? — u: R). If we consider the overall cost of the least cost
networks. acceptable pathn{’) for a requestd;) as a function ofR,

Observe that with the increasing valuexofAPR increases. we find that¢;,, is the intercept and:} is the slope of the
This can be attributed to the following reasons: firstly, theverall cost. Hence, increasing value®fthanges the relative
routing cost on the primary (equation 12a) and backup patpeofitability of demands with respect to each other. In our case,
(equation 12b) are computed based on the hops and this is more class based as the value:pis determined based
demand volume of a request. While computing the routir@n the class of the request.
cost of a couple, we multiply the cost of backup path wjth  The first behavior can be observed at higher valueRpf
and sum it to the routing cost of the primary path. Increasirgince thats when it is large enough to make such impacts.
value of v causes increase in the contribution of the backuf’hen it leads to acceptance of a demand, the value of MRC
path towards the cost of a couple. Thus couples with longebviously increases. However, for smaller value Bf the
backup paths, will end up having higher cost (assuming thegcond observation plays the crucial role. Due to changes in
other costs remain as before). Such a change forces thdering of demands, MRC follows no specific pattern, rather
optimization problem to choose path pairs with shorter backitpsometimes increases and sometimes decreases depending
paths in terms of hops. Hence, the metric APR increases withon the links used by the minimal cost acceptable paif) (
increasing value ofy. of the now more profitable demand.
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3) Dependence of;: We experiment on the characteristiccycles with the value of;. The demand is only allocated if the
of the final solution based on the chosen valuesff6. latter is more. When increasing the valuergf we certainly
Observe thafl}, controls the importance given to the allocatiomake some demands more likely to be allocated under the
cost of a request as compared to its normalized routing casssumption that enough capacity and tunnels are available.
When set to 0, only routing cost is accounted for in thElence, it is natural to expect that FAD increases wijthas
optimization formulation. When set to 1, both have the sanmbserved in 13. Observe that it does not ensure that the demand
weight and hence play equally important role. Due to its role allocated, rather it ensures that the formulation attempts to
in determining the cost of a request, we evaluate it in termafiocate it. However, the allocation (FAD) only goes as far as
of fraction of accepted demands (FAD). We present results foermitted by the amount of capacity and tunnels available in
experimental networks in figure 12. the network.

The parameter impacts the solution in a very direct way. Interestingly, the value of MRC does not increase linearly or
As we increase the value 6f the overall costq;,,) goes on consistently with the increase in FAD as shown in 14. More
increasing. Due to this increase, for some demands the pen&Ry the value of MRC shows varied behavior. For example,
cost is less than the minimum cost accessible cycle. SuchngEN I, to increase FAD from 0.75 to 0.95 requires almost
scenario forces the formulation to reject the demand. Suchl@ubling of MRC that is to say that at least half of the best-
behavior is evident in the figure, where FAD for each networffort traffic on the most congested link needs to be thrown
decrease with increasing value é&fMore so, the cycles with away. However, for EN lll, to increase FAD from 0.5 to 0.95,
higher number of hops pay heavier penalty. MRC only requires to be changed from 0.18 to 0.22 which is

Since the impact of increasing is only realized when hardly a performance loss for best-effort traffic. Moreover, for

the overall cost of the minimal cost accessible path increadeld |, for some values of FAD, MRC decreases for increase

4) Dependence on*: In the next study, we estimate theO Many factors including network topology, traffic pattern,

role of the parametern* which attributes a penalty with se_rr\ﬂce C'?Sftes’ capgctlty dava']lfa,b”gy e.mtddth.e ttjhr?nels.b "
the refusal to carry a specific demand request. The value of € :’a”?]'onstha? th raf €0 ISt' eplcﬁe t'm | 'S SltJ sectlrc])n
this parameter depends upon the importance given towapc?F on to show that Ine formulation €etlectively caplures the

carrying a demand vis-a-vis the cost of carrying the demar@’® of various parameters and responds positively to the
For a sufficiently high value of*, the network would accept corresponding changes in the parameters. A network operator

all the demands that it can carry, leaving minimal or n2" phoose app_ropriate valueslof these parameters based
bandwidth for best-effort traffic. However, if we choose ver n his/ h.e I expenence and requirements from the network.

low value forn*, most or all of the demands will be rejected he derived solution depends' upon the values phosen 'and
and network would be largely under utilized. Hence ngequately accommodates the intention of the service provider.

compare the value of Minimum of the Residual Capacity on

the links to the chosen value off. We present results for

experimental networks in figure 13. Alongside, we also preseat Choice of # of Candidate Cycles

corresponding values of MRC for increasing value of fraction A candidate cycle is a pair of node/link disjoint path

of accepted demands (FAD) obtained by changing the valugstween ingress and egress nodes of the BAG request. Of the

of n* in figure 14. two paths in the cycle, the path with lower number of hops is
Observe that the penalty cost for refusing a demayjdli6 chosen as the ‘primary’ path. The number of possible candi-

based on the demand volume, demand survivability requirdate cycles varies from one request to the other depending on

ment and the parametet. When deciding whether to allocatethe ingress-egress nodes of the request and the topology of the

a demand or not, the formulation compares the minimum valnetwork. Recall that the size of the optimization probld?p)(

of the overall costq;,, —u; R) for all the accessible candidatedepends not only on the number of BAG service requests but
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also on the number of candidate cycles considered for eaghile maintaining the same value of FAD, the impact on
request. On one hand, to make the size of the optimizatiMRC is interesting. Observe that the formulation does not
problem manageable, we have to limit the number of candiddtave any cost or penalty towards increased link utilization
cycles for each request. On the other hand, setting a low linaihd hence when considering the paths for possible allocation,
on the number of candidate cycles can result in higher cdbe presence of required resources is the only consideration.
of the final solution in terms of the value of the objectiviConsider the figure 17, observe that for K = 9, 11 and 13,
function. In figures 15- 18, we present the value of Minimurthe value of each FAD is same. However at K=11, the value
Residual Capacity (MRC) of links and Total Residual Capacityf MRC is less which can be attributed to the allocation of a
(TRC) in the network and FAD for each service class fatemand to a path which passes over under utilized links. But
increasing # of candidate cycles. when K=13, the value of MRC again increases. Hence, the

Observe that FAD does not necessarily increase with ificréase in MRC is not accounted for by the formulation but
creasing # of candidate cycles. This can be attributed to #igloes effect the final solution in many cases.
fact that the candidate cycles are increasing in length in terms'he metric total residual capacity is captured by the objec-
of number of hops. That is to say that-+1)*" cycle has either tve function f;, and hence is m|n|m|ze_d by the formulation.
the same number of hops or more than & cycle. Due to Observe that the costg}, andc;), are in terms of the used
overall cost considerations, when the formulation chooses@@Pacity by the primary and backup paths. Hence, barring the
allocate a demand on its longer path (which was previousifect of parameters liké and~, the overall cost of a cycle
not present), it takes away the resources which could haue. IS Proportional to the capacity used by the cycle. The
been allocated to many other demands. Such a choice ledf& stays at minimal unless the cycles provided are too few.
to a decrease in the value of FAD. At other times, presence
of more candidate paths makes it possible for a demand to
be routed over under utilized links (in terms of capacity and. Impact of # of Tunnels

tunnels) and consequently leads to an increase in FAD. In this subsection, we study the impact of number of tunnels
Note that the metric MRC is affected by # of candidaten each link on the solution of the optimization problem. For
cycles in an indirect way. Due to increase in the value of FADhis study we use the formulatio®{). We observe the value
MRC is consequently increased. Such a behavior has also beémMinimum of residual capacities of links (MRC) and the
observed in figure 14 and is quite natural to expect. Howevénaction of accepted demands (FAD) for increasing network
when considering the increase in options (of choosing a pattgpacity. We observe the results for increasing number of
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tunnels and present the representative scenarios for experifhe increase in capacity of links also shows similar behav-
mental networks in figures 19- 22. We have used the valueiof. Starting with less capacity, as we increase it initially, the
parameters a& = 100, n* = 10, § = 0.5 and~ = 0.5. We value of MRC decrease very fast (assuming same FAD) since
obtained results fofy = 10, 15, 20, 25, 50, only. some of the demands using the longer paths can now be moved

Observe that the value FAD increases with increasirlj' ©0 shorter paths which leads to significant decrease in the
capacity until it stabilizes based on the allowed number ¥flue of MRC. However, once all the demands are moved to
tunnels on the links. There of excess amount of capacity T{Nimum hop cycles, the subsequent decrease in the value of
of no consequence since the links are congested in terMEC is only obtained by the increase in the capacity of each
of number of tunnels. Increasing the number of tunnels dRk.
each link affects the solution in two ways. One way is direct 1he behavior of EN Il depicted in figure 20 is interesting.
increase in the value of FAD and a consequent increase in fpkserve that the value of FAD reaches 1.0 at 150% of baseline
value of MRC. The acceptance of more demands makes lifk@pacity at which value MRC is almost equal for both the cases
more utilized and leave lesser bandwidth for best-effort traffic/e = 10,25). Now, when we increase the capacity to 200%,
Second way is that it allows demands to use lesser hops pdftsvalue of MRC forl; = 25 falls dramatically as compared
which had excess capacity but no extra tunnels. Due to lackt@fZ¢ = 10. This again is due to the freed up capacity in the
tunnels on lesser hop paths, the demand had to previously tBREVOrk due to demands shifting from longer to smallest hop
a longer hop path and in the process lead to a solution whMcle. At 200% of the baseline capacity, all the demands have
higher value of MRC. With tunnels increasing on links, mangot to smallest hop cycles and hence there of the decrease is
more shorter paths (mostly less in overall cost too) becorkthe same rate &5 = 10.
accessible.

So much so is the impact of tunnels on the solution that in ) )
some cases we find that although the FAD is higher with mofe Effectiveness of formulatiomA)
tunnels, the value of MRC is still lower. This is attributed to In this subsection, we study the soft requirement formulation
the above mentioned behavior. As demands begin to choaseits capability to incorporate the various objectives in an
cycles with fewer hops, more and more capacity gets freedegrated fashion. Observe that soft requirement is based on
out in the network. This capacity is used by other demandstime circumstances that the backup paths are only faipnicri
a similar efficient way. Similar behavior on the part of all théut are not reserved, rather they are used by best-effort traffic.
demands leads to solutions with smaller value of MRC. In the event of failures, the effected demands are routed over
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the already chosen backup paths after cleaning them of teesimilar as the hard requirement formulation 11, although
best-effort traffic. Hence, their is no cost of reserving thiheir are minor differences. Here, we have smaller values of
backup paths since the capacity is still used by best-eff@yl , since they do not include the cost of backup path and
traffic. Such a difference fundamentally changes the way thence smaller values of R provide the same over all cost to
formulation @) is affected by changes in the parameters demand. This leads to similar behavior of soft requirement
In figures 23-26, we present results on impact of changesformulation at smaller values of R as that of hard requirement
parameters, R, # andn* upon the nature of the final solution.formulation at higher values of R.

We used the number of allowed tunnelsias= 15, 20, 50, 50, Similarly for increasing value of, we observe that the
the # of candidate cycles as 5, 15, 15, 15 and the capa@®&havior shown in 25 is similar to that of hard requirement
of the links as 150%, 200%, 400%, 500% of the baselifgrmulation 12. On closer look, we observe that the impact of

capacity for experimental networks I, II, 1ll, 1V, respectivelyy has been diluted. The decrease in the value of FAD is much
The default values were chosen gs= 0.5, R=100,0;; = 0.5 |ess than the one observed for hard requirement. This can be
andn* = 5. attributed to the absence of routing cost for the backup paths.

Since, the formulation assumes no cost for the backup pa@iserve that determines the routing cost vis-a-vis allocation
the parametery has no role to play. Hence, we find that ircost of a cycle. Since for soft requirement, the cost of cycle is
figure 23, in the chosen couple for allocation, the average ratieduced to that of the primary path, the impactdofowards
of the primary path length to the backup path length (APRie overall cost is there of decreased.
stays same for all the values of But when comparing the The impact of increase in* on the FAD is shown in fig-
plot with that of hard requirement in figure 10, we find thatire 26. The performance is similar to that of hard requirement
the values are smaller even as compared te 0.0. Such a scenario 13. Here also we observed that the minor differences
behavior can be attributed to the lack of cost from the backijetween them are due to the relative change of the value
paths. Since, their is no additional cost for the backup path, the ¢ . Now, they only have the cost of primary path (no
formulation chooses the couple with least cost primary pagast for backup path) and hence smaller valueg*oprovide
(cost is directly proportional to hops) and does not care aba&#me relative over all cost to a demand. This leads to similar
the cost of the backup path. This leads to smaller values sdhavior of soft requirement formulation at smaller values of
APR in the final solution. n* as that of hard requirement formulation at higher values.

The impact of increase in R on the minimum residual The soft requirement formulatiof{)gives adequate impor-
capacity (MRC) is shown in figure 24. The behavior observadnce to the parameters Randn*. We mostly observed the
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