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Abstract

The goal of this paper is to offer a framework for classification of images and video according to their ‘‘type’’, or

‘‘style’’––a problem which is hard to define, but easy to illustrate; for example, identifying an artist by the style of his/

her painting, or determining the activity in a video sequence. The paper offers a simple classification paradigm based on

local properties of spatial or spatio-temporal blocks. The learning and classification are based on the naive Bayes

classifier. A few experimental results are presented.

� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

One of the visual tasks which humans perform

well may be described as ‘‘recognition by style’’.

For example, a person can quite successfully de-

termine the identity of an artist given a hitherto

not seen painting, if he/she is familiar with other

paintings made by the artist, and if two artists with

very similar styles are not present (still, in that
case, it is possible to recognize the school of the

painting––cubist, expressionist, etc.).

The recognition of ‘‘style’’ does not use gray

level or color similarity, nor high-level features

(such as faces, eyes, etc.), which excludes using
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many methods that are successful for other com-
puter vision problems. Another interesting dif-

ficulty in the ‘‘style detection’’ problem is the

construction of a training set, since, for example,

every Dali painting is not ‘‘pure Dali’’, and it will

have some areas in it which appear as if they were

painted by, say, Van-Gogh. Hence, the training

sets of the positive and negative examples respec-

tively will contain some negative and positive ele-
ments. The non-linear nature of the suggested

method overcomes this difficulty, and also allows it

to handle the case in which different styles are

mixed (averaged).

This paper offers a simple, fast, and very easy to

implement algorithm. It chooses local features

which are based on the DCT transform coeffi-

cients, and then classifies the image/video blocks
using the naive Bayes classifier. It may be viewed as
ed.
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a test as to how ‘‘very local’’ methods can identify

style; in that regard, it is the opposite extreme of

histogram-based methods such as the one de-

scribed in (Zelnik-Manor and Irani, 2001). Such

local methods are important for cases in which

a few ‘‘styles’’ co-exist closely together in an image
or video sequence.
2. Previous work

There is a large body of work related to the

topic of this paper (which usually falls under

the category of texture-based classification). The
length of this paper allows to mention only some

references to recent work. In (Bell and Freeman,

2001), a mixture model was fitted to the output of

a filter bank to classify shading and reflectance

variations. Tieu and Viola (2000) applies boosting

to choose highly selective features for classifica-

tion. A sophisticated non-parametric multi-scale

texture analysis was presented in (de Bonet and
Viola, 1998). An application of global coefficient

statistics to noise removal was offered in (Simon-

celli and Adelson, 1996). Images were classified

by the rate of decay of their Fourier spectrum

in (Voss, 1996). More recent work is presented in

(Barnard and Forsyth, 2001; Belongie et al., 1998;

Flickner et al., 1995; Greenspan et al., 1994;

Thomson and Foster, 1997; Wang et al., 2001).
3. The naive Bayes classifier

The naive Bayes classifier is very popular in

the data retrieval community, especially in text

categorization applications (Dumais et al., 1998;

Lewis, 1998). A short survey of the method�s im-
plementation follows:

1. A training set is given, which consists of a set of

examples from the categories fC1;C2; . . . ;Cmg.
Denote the number of Ci examples as ni, and
the total number as

P
ni ¼ n. The probability

of the ith category is defined by P ðCiÞ ¼ ni=n.
I shall refer to the examples as texts, although
they do not necessarily have to be textual.
2. Define a set of possible features. In textual ap-

plications, these are usually words, classes of

words which have a similar meaning, or ‘‘word

stems’’. A feature may or may not appear in a

text. For every feature fi and category Cj, define
P ðfi=CjÞ as the ratio of C0

j�s members which con-

tain fi, and P ðfiÞ as the ratio of all members of

all categories which contain fi. The important

notion of mutual information between a feature

fi and category Cj is defined as

MIðfi;CjÞ ¼ Pðfi=CjÞ log
P ðfi=CjÞ
P ðfiÞ

� �
ð1Þ

The mutual information has an attractive in-

tuitive meaning; for it to be large, the frequency

of fi in Cj has to large in absolute terms, and it
also has to be large relative to fi�s frequency in

all the categories (its average frequency).

3. For every category, choose a few features which

have the largest mutual information with re-

spect to it. The union of these sets over all cate-

gories is called the feature set.

4. Given a new text T , extract all the features

which it contains––call them ffi1 ; fi2 ; . . . ; fikg––
and estimate for every category Cj the probabi-

lity that T belongs to it, by

P ðCj=T Þ ¼
P ðCjÞP ðT=CjÞ

P ðT Þ

� P ðCjÞP ðffi1 ; fi2 ; . . . ; fikg=CjÞ
P ðffi1 ; fi2 ; . . . ; fikgÞ

� P ðCjÞ
Qk

l¼1 P ðfil=CjÞQk
l¼1 P ðfilÞ

ð2Þ

The first equality is just Bayes� law. The first

approximation means that, when classifying T ,
I only consider the features it contains. The

second approximation assumes that the pres-

ence of features is independent (this is where the

‘‘naive’’ in ‘‘naive Bayes’’ comes from); while

this is not always true, the technique is still

surprisingly effective.
5. Usually, the ‘‘non-events’’––that is, the non-

appearances of a feature in a text––are also

considered, which leads to a straightforward ex-

tension of Eq. (2).
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4. Applying the naive Bayes method to image

classification

The first problem hindering the application of

naive Bayes to image classification is: what are the
analogues of ‘‘text’’ and ‘‘feature’’ in images? For

the task of detecting images which contain some

pre-defined structures, one may define a feature as

a certain sub-image. For example, for detecting

images with human faces, a useful feature would

be the presence of an eye in the image. In (Ullman

et al., 2001), such ‘‘informative features’’ were re-

covered, and various algorithms used to classify
images based on the features� presence. Certain

textures can also be recognized by the presence

of templates, perhaps up to rotation or scale,

etc. Such features, however, are unsuitable for

the problem of style detection as presented here

(unless I identify a painting by the artist�s signa-

ture. . .). In general, one cannot hope to base

‘‘style classification’’ on the presence of a few
features.

Instead, I offer to classify every image block,

and then classify the entire image by a majority

vote. The information extracted from this process

contains more than the classification of the entire

image; it maps the image to different regions, each

dominated by a certain style. As will be demon-

strated in Section 7, this often yields results which
agree with human intuition. The local analysis of

the image contains more information than that

present in histogram-based approaches, which

classify the entire image based on similarity be-

tween cumulative distributions of gradients, or

wavelet coefficients, etc.

As opposed to the text categorization applica-

tions of naive Bayes, and also to Ullman et al.
(2001), this paper suggests to use features which have

the same size as texts. I treat each and every image

block (the size in the experiments was 9 · 9, and
sliding blocks were used) as a text, and the features

are the 9· 9 DCT basis functions. I say that a cer-

tain such feature (coefficient) appears in a block if its

absolute value in the block�s expansion is larger than
a certain threshold; in Section 5 I explain how this
threshold is determined (see also Fig. 2).

One may wonder how such small blocks can

capture the style by which an artist draws. The
best answer I can offer is that I am not sure;

however, the algorithm does succeed to do this,

to a reasonable degree. One possibility is that

structures which seem ‘‘large’’ to us (for exam-

ple, the ‘‘wavy’’ patterns in Van-Gogh�s paint-

ings) also exist on a smaller scale––my opinion
is that this is indeed the case. Another possibility

is that the algorithm captures small features

which a human observer does not notice. This

may be an interesting question to pursue. Let me

also note that when the size of the blocks is in-

creased to 18 · 18, the performance drops signifi-

cantly.
5. Implementation

The suggested implementation of the classifier to

the problem of ‘‘style’’ detection proceeds as fol-

lows (the explanation is presented to classification

of paintings, but the algorithm is general):

1. Build an image database. Here, I have tested
five artists––Rembrandt, Van-Gogh, Picasso,

Magritte, and Dali. Ten paintings by each artist

consisted the training set, and the test set consisted

of 20–10 paintings for each artist. The training set

was randomly chosen.

2. For each DCT basis element (9 · 9 in size),

bij, and for every artist, the absolute values of the

DCT coefficient corresponding to bij are computed
for every 9 · 9 block in all the artist�s paintings in
the training set. These values are then binned into

100 discrete values. The blocks are first normalized

to zero mean and unit variance, hence the absolute

values of the coefficients are between 0 and 1.

All these operations can be implemented using

convolutions, hence can be done rather quickly.

Then, it is straightforward to construct a table
T ðp; i; j; aÞ, which stores the probability that, for

the artist p, the absolute value of the (i; j) DCT

coefficient is greater or equal than a. Here p ranges

over all artists, i and j between 1 and 9, and a
ranges over f0; 0:01; 0:02; . . . ; 0:99; 1g.

3. Naive Bayes requires binary features (by

that I mean features that either appear or do

not appear, like words which may or may not
appear in a document), so I have to convert the

continuous presence of a basis element in a block
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(that is, its coefficient in the block�s expansion), to a

binary one. This is done by thresholding the

coefficient�s absolute value. For every pair of artists
and every coefficient, the threshold is chosen so as

to maximize the mutual information (Eq. (1)); that

is, I assume that there are only two categories––
consisting of the paintings of these two artists––

and find the optimal features for each of them.

Note that this is a very fast process, once the

probability table of stage 2 was built. The maxi-

mization is performed over each binned value

f0; 0:01; 0:02; . . . ; 0:99; 1g, and over both artists.

Let me note that there are other ways in which

the continuous information could be reduced to
a binary one. I could, for example, use many

‘‘buckets’’ representing different ranges of the

DCT values, thus increasing the number of fea-

tures candidates. However, experience has shown

that the distributions of the DCT coefficients for

every painter very typically behave roughly like

Gaussians. For this reason I chose the relatively

simple and computationally efficient ‘‘binariza-
tion’’ by a single threshold, which attempts to

separate the Gaussians of two different artists as

best as possible. Admittedly, this may fail; suppose

for example that there are many Dali blocks with a

certain DCT coefficient in the interval ½0:1; 0:2� and
many other Dali blocks for which that coefficient

is in the interval ½0:6; 0:7�, while the respective

Van-Gogh coefficients are concentrated in ½0:4;
0:5�. In that case, a single threshold will never do a

good job in separating Dali and Van-Gogh. In my

experience––and this is a purely empirical obser-

vation––this does not happen. However, for

problems with a more complicated distribution of

the coefficients, one can extend the algorithm to

allow more features. A typical feature may be, for

example, the presence of the coefficient not only in
an interval ½0; a� or ½b; 1�, but in a union of two

disjoint intervals. This will, naturally, considerably

increase the number of candidate features and the

computational cost of finding the best features for

discrimination.

4. For each artist in each pair, the ten features

with the highest mutual information are chosen.

Note that each feature consists of a basis element
and a threshold for its coefficient in a block�s ex-

pansion.
5. Given a new image and a pair of artists,

the probability of each image block with respect to

each artist is computed from Eq. (2). Better results

were obtained by considering only blocks with a

(pre-normalization) variance higher than a certain

threshold––20 was a good value, but the results do
not change much if 10 or 30 is used. Another heur-

istic which yielded better results was to classify only

blocks for which the winning artist�s probability

was at least twice the other artist�s probability.
I note here that these heuristics do not have a

substantial influence on the algorithm�s perfor-

mance. Such questions––the number of features to

use, etc.––are inherent to naive Bayes and other
classification methods, and these are difficult and

yet unanswered questions. The main point of this

short paper is the novel application of naive Bayes,

and, hopefully, future work will address these

heuristics more rigorously.

6. Every pixel in the test image is assigned a

label, according to the classification of the 9 · 9
block surrounding it. Each individual pixel is thus
classified (not all the window pixels). The bound-

ary pixels are discarded (since the windows are

9 · 9 and the images much larger, this is not much

of a problem). Pixels whose corresponding win-

dow�s variance is too small, or for which the ratio

between the large and small probabilities does not

exceed 2, are labeled as unclassified.

Since every DCT coefficient is equal to the inner
product of the respective basis element with the

current window, the computation can be imple-

mented by convolution with the basis element, and

is quite efficient. It takes far less than a second to

classify all the pixels of a large image.

7. The overall classification is determined by

a majority vote. However, as noted before, the

mapping of individual pixels to different artists
contains more information than the overall clas-

sification.

5.1. Why DCT?

Recall that naive Bayes assumes that the

features are independent. Since the DCT basis

elements are orthogonal, if ði1; j1Þ 6¼ ði2; j2Þ and
bi1;j1 ; bi2;j2 are the respective basis elements, then

under the ‘‘natural’’ probability distribution over
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images (Keren and Werman, 1993), the random

variables I ! ðI ; bi1;j1Þ and I ! ðI ; bi2;j2Þ (where I
varies over images), are independent random vari-

ables over the space of all images.

One may rightly question the validity of the

independence of the DCT coefficients, which may
be false in a ‘‘small world’’, corresponding to a

single artist for example. Therefore, a decorrelated

basis was created by diagonalizing the covariance

matrix for each artist, and classification accord-

ing to this basis was attempted. Somewhat to the

author�s surprise, this did not result in any sub-

stantial improvement. A possible explanation as to

why naive Bayes can overcome feature dependen-
cies is offered in (Lewis, 1998).
6. Classifying a mixture of styles

Suppose we are given a mixture (in the form of

an average) of images of different styles. Let me

note here that simple averaging may not neces-
sarily be a good model for an artist who paints in a

‘‘mixed style’’; it is perhaps more suitable when

transparencies exist in the scene (e.g. looking into
Fig. 1. Left: strength of classification as a measure of k (which is rep

where P1 stands for Van-Gogh and P2 for Dali. Classification strengt

linearly normalized such that the cases k ¼ 0 (pure Dali) and k ¼ 1

Results are consistent with human intuition which is biased towards th

classification being robust under ‘‘contamination’’ by another style, is

Right: one of the images used in the mixture classification. ‘‘Dali pix

classified pixels are in gray level.
a room via a window in which greenery is re-

flected). If the illumination model is multiplicative,

we can remedy this by taking logarithms (as in

homomorphic filtering). But, regardless of the

possible application, I demonstrate the results for

paintings, with the hope of convincing that it is
applicable to other problems as well.

It may be expected that, at least as far as human

intuition is concerned, the classification of the

mixture will not be linear; that is, the classification

of a weighted average of styles will be biased to-

wards the dominant one. To test the behavior of

the classifier on a mixture of styles, weighted

averages of two paintings––a self-portrait by Van-
Gogh (P1) and ‘‘Metamorphosis of Narcissus’’ by

Dali (P2)––were created (after the images were

normalized to the same size). The mixtures varied

over convex combinations, kP1 þ ð1� kÞP2, for

k ¼ k
100
, 06 k6 100. For each k, the mixture image

was classified. A numerical measure assigned to

each k was defined as the difference between the

number of ‘‘Dali blocks’’ and ‘‘Van-Gogh blocks’’.
The two ‘‘pure’’ images (k ¼ 0; 1) were normalized

to 1 and )1 respectively. Fig. 1 depicts the relation

between k and this measure.
resented by the horizontal axis), of the mixture kP1 þ ð1� kÞP2,
h is determined by the ratio of P1 vs. P2 blocks. The strength is

(pure Van-Gogh) are assigned strengths of 1, )1 respectively.

e dominant style. This non-linear behavior, which results in the

a result of the non-linear thresholding of the DCT coefficients.

els’’ are reddish, ‘‘Van-Gogh’’ bluish. Here and elsewhere, un-
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7. Results

For the five artists tested, a ‘‘tournament

scheme’’ classifier was implemented (Pontil and

Verri, 1998). The rate of success was 86%. Some
examples are presented in Figs. 2–4.

7.1. Classifying images as ‘‘old’’ or ‘‘new’’

Some experiments were made in discriminating

old photographs (19th century) and photographs

captured by a digital camera; the results are dis-

played in Fig. 5.
8. Activity detection in video

The ‘‘style classification’’ method was extended

to detect activities in video sequences. This topic is
Fig. 2. Top: three DCT basis elements with highest mutual

information for discriminating Dali from Van-Gogh. The mu-

tual informations (left to right) were 0.042, 0.037, 0.036. Bot-

tom: the distribution and mutual information for various

thresholds of the DCT coefficient corresponding to the most

discriminating feature (top left). The mutual information for

thresholds between 0 and 1 is the parabola-like curve (empty

circles); it is scaled by 0.05 for visualization purposes. The

percentage of Dali blocks with the corresponding DCT coeffi-

cient (after binning) is the dotted line, and the solid line depicts

the same for Van-Gogh blocks. The optimal threshold (for

which the highest mutual information is obtained) is 0.45 (solid

vertical line). Note that it is achieved roughly at the point in

which the Dali and Van-Gogh curves intersect.
drawing a lot of interest in recent years (Black

et al., 1997; Bobick and Davis, 2001; Fleet et al.,

2000). The literature is too numerous to cover in

this short paper; for a good survey, one may

consult Moeslund and Granum (2001). Temporal

texture and gradient distribution approaches,
Fig. 3. Top: excerpt from Dali�s ‘‘Tuna Fishing’’. Here and

elsewhere, the classification was performed after the painting

was transformed to gray levels. Middle: same excerpt after Dali/

Van-Gogh classification; ‘‘Dali pixels’’ are reddish, ‘‘Van-Gogh

pixels’’ bluish. In accordance with human intuition, ‘‘wavy’’

areas are dominantly Van-Gogh (for example, the part of the

arm at the bottom right corner). Bottom: same excerpt after

Dali/Magritte classification; ‘‘Dali pixels’’ are reddish, ‘‘Mag-

ritte pixels’’ bluish. Note, for example, that the vertical sharp

structures in the top left are classified as Dali when compared

against Van-Gogh, but as Magritte when compared against

Magritte. This can be intuitively explained by the observation

that ‘‘Dali paints with more straight lines than Van-Gogh but

with less straight lines than Magritte’’.



Fig. 4. Top: the painting ‘‘Wheat Field with Cypress’’ by Van-

Gogh. Bottom: after classification vs. Dali. Van-Gogh pixels

are reddish, Dali pixels bluish. The typical Van-Gogh wavy

structures are correctly classified in general.
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which can be viewed as an extension of texture

classification in the spatial domain, are discussed

in (Polana and Nelson, 1994, 1997; Zelnik-Manor
and Irani, 2001).

In order to recover features which characterize

a certain type of activity, the algorithm in Section

5 was extended to the spatio-temporal domain.

First, three-dimensional ‘‘image stacks’’ are built
from the movie segments in the training set. This is

accomplished by constructing a three-dimensional

array A, with A½i; j; k� ¼ the (i; j) pixel in the kth
frame. In order to save memory, this can be done

sequentially, with the probability table (stage 2 in

Section 5) built by adding the data for sub-
sequences. Instead of two-dimensional blocks,

three-dimensional blocks are used, with the 3D

DCT transform coefficients as features. A block B
corresponding to the pixel with spatial coordi-

nates (x; y) at time t consists of the pixels B½i; j; k� ¼
A½xþ i; y þ j; t þ k�, where i; j; k range in some

small intervals centered at 0 (I used 5 · 5 · 5
blocks). Blocks with a small time derivative (i.e. in
which not much activity occurs) are not consid-

ered. This limits the algorithm to a stationary

camera. If the camera is moving, stabilization and

motion compensation can be used. The experi-

ments were so far limited to distinguishing between

two types of activity: hand waving and walking.

Four different individuals were filmed while per-

forming these activities, in three different loca-
tions: opposite a white wall, in an office, and in a

corridor. Part of the captured video sequences

were used for training, and then the classification

algorithm was applied to the remaining sequences.

A resolution of 64 · 64 was used, which is low

enough to allow real-time classification (Figs. 6

and 7).
9. Conclusion and future research

A simple and very fast algorithm for image and

activity ‘‘style’’ classification using the naive Bayes

classifier was presented, and applied to the prob-

lems of artist identification, classifying photo-

graphs as digital or old, and activity detection in
video (walking vs. hand waving). Further research

will consist of incorporating a multi-level scheme

and developing methods to determine the correct

block size(s), as well as testing other representa-

tions than the DCT, such as wavelets and over-

complete bases. A Markov random field paradigm

may be applied in order to create a more consistent

segmentation of the image (i.e. not to allow an
isolated ‘‘Dali pixel’’ in a ‘‘Van-Gogh area’’ of the

image, as well as to preserve continuity of action



Fig. 5. Top: four of the images used as a training set for ‘‘old pictures’’. Bottom: result of classification for a photograph of Robert E.

Lee. Pixels classified as ‘‘old photograph’’ pixels are reddish, ‘‘digital camera’’ are bluish.

Fig. 6. Eight frames from a low-resolution video sequence depicting a person walking across a corridor. If the spatio-temporal 5 · 5· 5
neighborhood of a pixel was classified as ‘‘walking’’ it was colored purple, and if it was classified as ‘‘hand waving’’ it was colored

yellow. Most of the misclassification occurs in areas in which the diagonal motion of the legs resembles the upwards or downwards

motion of the hands in the ‘‘hand waving’’ sequence (see Fig. 7). Some of the person�s reflection is also classified as ‘‘walking’’. Al-

together, 83% of the classified pixels were labeled as ‘‘walking’’.
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Fig. 7. Twenty frames from a low-resolution video sequence depicting a person waving his hands. If the spatio-temporal 5· 5· 5
neighborhood of a pixel was classified as ‘‘walking’’ it was colored purple, and if it was classified as ‘‘hand waving’’ it was colored

yellow. Most of the misclassification occurred within the first four frames, in which the diagonal motion of the hands at a low in-

clination locally resembles the leg motion of a walking person. Barely any motion was detected in the last four frames, because they

depict the stage in which the upwards motion of the hands ends and there�s a slight pause before the downwards motion commences.

Altogether, 98% of the classified pixels were labeled as ‘‘hand waving’’.
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over time), as well as additional high-level pro-

cessing and grouping.

The advantages of the presented algorithm are

in its simplicity and speed, and its ability to handle
a large number of features. The results are rea-

sonable and consistent with human intuition.

Reasonable results were also obtained for video

sequences although the resolution was rather low.
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The suggested method is very local in nature

and thus can handle a few different styles or

activities which co-exist in an image or a video

sequence. It can also overcome considerable

‘‘contamination’’ of one style by another, as

demonstrated in Section 6.
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