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Abstract—We study the downlink scheduling problem in a cel-
lular wireless network. The base stations are equipped with an-
tenna arrays and can transmit to more than one mobile user at
any time instant, provided the users are spatially separable. In
previous work, an infinite traffic demand model is used to study
the physical layer beamforming and power control algorithms that
maximize the system throughput. In this paper we consider fi-
nite user traffic demands. A scheduling policy makes a decision
based on both the queue lengths and the spatial separability of the
users. The objective of the scheduling algorithm is to maintain
the stability of the system. We derive an optimal scheduling policy
that maintains the stability of the system if it is stable under any
scheduling policy. However, this optimal scheduling policy is expo-
nentially complex in the number of users which renders it imprac-
tical. We propose four heuristic scheduling algorithms that have
polynomial complexity. The first two algorithms are for the special
case of single cell systems, while the other two algorithms deal with
multiple cell systems. Using a realistic multi-path wireless channel
model, we evaluate the performance of the proposed algorithms
through computer simulations. The results demonstrate the bene-
fits of joint consideration of queue length and dynamic base station
assignment.

I. INTRODUCTION

Wireless communication has been experiencing rapid devel-
opment during the past decade. The increasing demand for
fast wireless access and high-speed wireless links to users has
been the driving force for active research in the telecommunica-
tions area. At present, wireless communication is undergoing a
transition from the traditional circuit switched voice services to
packet switched data services. A variety of data applications are
implemented or proposed to provide mobile users with ubiqui-
tous access to information of any kind. The advent of wireless
applications such as wireless multimedia, e.g., video conferenc-
ing, is only the first sign of the projected demand for rapid and
reliable wireless data access.

New network architectures and protocols are proposed to
support data applications in wireless networks. A typical archi-
tecture in many of current wireless systems, especially cellular
networks, provides the wireless access to mobile users through
access points (APs) or base stations (BSs) that are connected to
the core network, which is a wireline network. For instance, 3G
protocols have been standardized and are being implemented to
provide mobile users with wireless data access. The most chal-
lenging task in designing these communication systems is to
guarantee the quality of service (QoS) requirement to various

data applications on wireless channels with limited bandwidth
and time varying characteristics. Different notions of QoS are
available at different communication layers. QoS at the physi-
cal layer is expressed as an acceptable signal to interference and
noise ratio (SINR) or corresponding bit error rate (BER) at the
receiver. At the MAC layer QoS is usually expressed in terms
of achievable bit rate or packet error rate (PER), while at the
higher layers QoS can be perceived as a minimum throughput
and/or maximum delay requirement. The ability of a network to
satisfy the QoS requirements and enhance the system capacity
depends on the interaction of several layers.

A wide spectrum of approaches have been proposed to reuse
the communication resources in time, frequency and/or space
domain, in order to provide the QoS guarantee to mobile users
and improve the capacity of the wireless networks. Among
these approaches, the application of antenna arrays, which ex-
plores the spatial diversity of mobile users, is considered a more
promising one and the last frontier for future capacity improve-
ment of wireless networks. This is due to the beamforming ca-
pability of the antenna arrays that can form the beam pattern di-
rected to a desired user while nulling out the others. This helps
greatly suppress co-channel interference, and spatially separa-
ble users can share the same channel with their QoS require-
ments satisfied.

Previous research on the application of antenna arrays in cel-
lular networks can be categorized into two classes. The first
class of research is on the physical layer; given a set of users,
the problem is to design optimal algorithms to calculate the
beamforming weights for each user. The problem is modeled
as an optimization problem, where the objective is to minimize
the total transmission power subject to the constraint that each
user’s SINR requirement is satisfied. Note that this problem
may be infeasible, that is, there does not exist a set of beam-
forming weights such that each user’s SINR value is larger than
the required minimum threshold. In [1], iterative algorithms
are proposed to minimize total transmitted power subject to the
constraint that SINR of each user is satisfied for downlink trans-
missions in a single cell network. In [3], the problem of joint
beamforming and base station assignment is considered, where
each user can be served by any base station in the network. An
algorithm that assigns each user to the optimal base station and
computes the corresponding transmit beam pattern for each user
is designed.
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The second class of research is on the MAC layer with con-
sideration of physical layer user separability constraints. The
goal of this approach is, given a set of users, to place as many
users on the same channel as possible and compute the beam-
forming weights for each selected user subject to the SINR con-
straint. This helps maximize the throughput of the network.
Here a channel can be a time slot in a TDMA system, a sub-
carrier in an OFDM system, or a code in a CDMA system. Al-
gorithms aimed at maximizing total throughput are proposed in
the literature [4]. These algorithms are based on the same idea
of inserting users into a channel in a sequential manner, and
vary in the criteria that determine the order in which users are
inserted. This problem is extended to be combined with other
multi-user access schemes such as TDMA, OFDM and CDMA
in [5]. A common assumption in these studies is infinite packet
backlog for any user, i.e., there is always a packet to be served
at the queue for each user. The major drawbacks of these works
are the limitation of the focus on instant total throughput max-
imization and the lack of consideration of upper layer QoS re-
quirements for each individual user. Thus, the assignment of
users on each channel only reflects the feasibility at the phys-
ical layer, but not the current buffer occupancy or traffic de-
mand of each user. This separation of physical layer algorithms
and upper layer QoS requirements leads to the degradation of
overall system performance, e.g., user perception. Therefore
higher layer QoS requirements need to be taken into consider-
ation for the design of efficient MAC and physical layer algo-
rithms. Moreover, the MAC layer scheduling policy and physi-
cal layer beamforming algorithms need to be considered jointly
for QoS provisioning to users.

In this paper we study the problem of designing a schedul-
ing algorithm for a central controller that handles multiple BSs,
where each BS is equipped with an antenna array. Packets ar-
rive at the central controller for transmission to mobile users.
Buffer occupancy and traffic demand of each user are con-
sidered explicitly. In addition to feasibility of users sharing
the same channel, the scheduling policies consider the current
buffer occupancy and, thus, reflect the QoS requirement of each
user in terms of throughput. We model this problem as a queue-
ing system with multiple parallel servers. The SINR require-
ment constraints are imposed on the selection of users that can
be served in each time slot. Instead of a policy that maximizes
instant throughput, we seek an optimal scheduling policy that
stabilizes the system if it is stable under some policy. In addi-
tion, under this optimal scheduling policy the user throughput
requirements are satisfied and, hence, the long term total system
throughput is maximized.

Similar queueing systems have been used to model other sce-
narios in [6], [7], [8], and was first proposed in [6] for a multi-
hop radio network where the SINR requirement demands that
two links can be active simultaneously only if they are sepa-
rated by certain minimum required distance. The throughput
region is defined as the set of arrival rate vectors for which the
system is stable. The optimal scheduling policy that stabilizes
the system whenever it is stable under some policy is identi-
fied. However, the complexity of an optimal scheduling policy
increases exponentially with the number of users, and no prac-
tical sub-optimal scheduling policy is proposed in [6], [7], [8].

In this paper, we follow a similar approach as in [8], and pro-
pose scheduling policies of polynomial complexity that achieve
sub-optimal performance for our problem.

This paper is organized as follows. In Section II we describe
the problem of designing an efficient downlink scheduling al-
gorithm with base station antenna arrays and derive the opti-
mal scheduling policy based on feasible rate vectors. In Sec-
tion III we propose heuristic algorithms to approximate the op-
timal scheduling policy with polynomial complexity. We eval-
uate and compare the performance of the proposed algorithms
in Section IV. We conclude in Section V.

II. OPTIMAL DOWNLINK SCHEDULING WITH BASE

STATION ANTENNA ARRAYS IN CELLULAR NETWORKS

A. System model

We consider a wireless network that consists of several base
stations. Each base station is equipped with an antenna array
so that several users can be served simultaneously. These base
stations are coordinated by a single central controller. Mobile
users in the network are able to receive data packets from any
of these base stations. However, at any given time, a mobile
user can receive data packet from at most one base station. The
central controller maintains a separate queue for incoming data
packets destined for each mobile user. We assume a time slot-
ted system where the transmission time of each packet equals
to one time slot if the lowest transmission rate is selected. In
each time slot, the central controller collects the information
regarding the wireless links of each user to different base sta-
tions. Based on this information and the number of backlogged
packets of each user, the central controller assigns base stations
to the users with respective transmission rates and calculate the
beamforming weights that will be used by each assigned base
station. The scheduling decision made by the central controller
includes assignment of base stations to the users and the trans-
mission rate of each user. The beamforming weights are calcu-
lated to support the scheduling decision.

The block diagram of the system under study is depicted in
Fig. 1. User packets enter the scheduling module at the cen-
tral controller, which determines the assignments of base sta-
tions and transmission rates. Beamforming and power adap-
tation are subsequently calculated for each BS for scheduled
users. The transmitter of a BS can form at most M beams for
scheduled users at the same time, where M is the number of
antenna elements. We assume that there are M transceivers at
each BS. A beam is formed by a dedicated transceiver and ap-
propriate power is allocated to each scheduled user. Scheduling
and beamforming are interdependent operations, and they also
depend on queueing state and channel state information, which
are assumed to be available at the central controller.

B. Problem statement

The network consists of I base stations shared by J mobile
users. We denote the set of base stations by I and the set of
users by J = {1, . . . , J}. There is a central controller that
coordinates the operation of the I base stations. Each base sta-
tion is equipped with an M -element antenna array. The users
receive data packets from the base stations.
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Fig. 1. The multiple cellular communication system

Several transmission rates are available for transmission to
a user based on the channel conditions. The set of available
transmission rates is denoted by V . We assume each rate is a
positive integer number. If rate v ∈ V is chosen, up to v packets
can be transmitted in one time slot, depending on the number
of packets waiting for transmission. We denote |V| = V .

Packets arrive at the central controller for transmission to
the users, which maintains a separate queue for each user. Let
aj(t), j = 1, 2, · · · , J and t = 0, 1, · · ·, denote the number of
packets that arrive at queue j in time slot t. We assume that
aj(t), t = 0, 1, 2, . . . , are i.i.d. random variables (rvs) with a
finite second moment, i.e., E[aj(t)2] < ∞. The number of
backlogged packets for user j at queue j at the start of time slot
t is given by xj(t). The average arrival rate of user j is denoted
by Aj = E[aj(t)]. We call A = (A1, A2, · · · , AJ )T an arrival
vector.

We assume that the central controller has perfect channel in-
formation for each user with regard to every base station. In
each time slot, the central controller (i) assigns the base stations
to the users, (ii) computes transmission rates of each scheduled
user, and (iii) calculates the beamforming weights of sched-
uled users for each base station. A scheduling decision can
be expressed as an I × J matrix R = [rij ] where the element
rij ∈ V, i = 1, · · · , I , and j = 1, · · · , J , is the transmission
rate of base station i to user j. A rate matrix is feasible if and
only if SINR requirement is satisfied for each user and each
user receives packets from at most one base station.

The channel conditions change with time. Therefore, the fea-
sibility of a rate matrix is also time varying. We model the
channel process for all users as a Markov chain (MC) with a
stationary distribution π. Each channel state represents the set
of all feasible rate matrices, i.e., a state of the MC is a set of all
rate matrices that can be used for transmission given the chan-
nel condition. Let S be the channel state space. Our problem is
to find the optimal scheduling policy that selects a feasible rate

matrix in each time slot given the queue lengths and channel
state, such that the system achieves maximum system through-
put, while maintaining a stable system whenever possible under
some policy. We define and characterize the throughput region
in the following subsection.

C. Throughput region

Let us first define a stable arrival vector.
Definition 1: An arrival vector A is said to be stable if there

exists a scheduling policy such that

lim
c→∞ lim sup

t→∞
P (xj(t) > c) = 0 , (1)

for all j = 1, 2, · · · , J

where xj(t) is the number of backlogged packets in queue j
at the start of time slot t. If a scheduling algorithm satisfies
(1), then we say that A is stable under the scheduling policy.
The set of stable arrival vectors is called the throughput region,
denoted by A.

The following proposition characterizes the throughput re-
gion A.

Proposition 1: For an arrival vector A, the necessary and
sufficient condition for A to be stable, i.e., A ∈ A, is that there
exists a scheduling policy that achieves

A ≤ D :=
∑
S∈S

πS

∑
R∈S

cSRRT 1I×1 (2)

where cSR,S ∈ S,R ∈ S, are nonnegative numbers such that∑
R∈S cSR = 1 for all S ∈ S.

Proof: See [8] for a proof.

D. Optimal scheduling policy

In this subsection we are interested in finding an optimal
scheduling policy that satisfies (1) for each A ∈ A. In particu-
lar, we consider the following scheduling policy: given backlog
vector X(t) = (x1(t), . . . , xJ (t))T and system channel state
S(t), the rate vector selected by the scheduling algorithm is
given by

R(t) = arg max
R∈S(t)

X(t)T(RT1I×1) (3)

where ties are broken arbitrarily.
The backlog process X(t) is a J-dimensional Markov pro-

cess with countably infinite state space given that the schedul-
ing policy is stationary, i.e., the decisions made by the schedul-
ing policy do not depend on time slot t, but only on X(t) and
channel state S(t).

Define the following Lyapunov function

L(X(t)) =
J∑

j=1

(xj(t))
2

.

In order to prove the existence of a stationary distribution of
X(t) and, hence, the stability of the system, we use the follow-
ing theorem.
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Theorem 1: ([9], [10]) For a given Lyapunov function
L(X(t)), if there exists a compact region Σ of �J and a con-
stant α > 0 such that

1) E[L(X(t + 1))|X(t)] < ∞ for all X(t) ∈ �J

2) E[L(X(t + 1)) − L(X(t))|X(t)] ≤ −α whenever
X(t) ∈ ΣC := �J \ Σ,

then a steady state distribution of the vector X(t) exists and,
thus, the system is stable.

Essentially the theorem states that it suffices to show that
there is a negative drift in the Lyapunov function when the back-
logs are sufficiently large.

Now we state a proposition that establishes the optimality of
scheduling policy given by (3).

Proposition 2: Suppose that A ∈ int(A), where int(A) is
the interior of the throughput region A. Then, the system is
stable under the scheduling policy given by (3).

Proof: The evolution of the backlog vector X(t) is given
by the following recursive equation:

X(t + 1) = max(X(t) + A(t) − D(t), 0)

It is clear that property 1 in Theorem 1 holds. Now we prove
property 2 of the theorem.

x2
j (t + 1) ≤ (xj(t) + aj(t) − dj(t))2

≤ xj(t)2 − 2xj(t)dj(t) + 2xj(t)aj(t)
+dj(t)2 + aj(t)2

Using the above inequality

E[L(X(t + 1)) − L(X(t))|X(t)]

≤
J∑

j=1

E[aj(t)2|X(t)] +
J∑

j=1

E[dj(t)2|X(t)]

−2
J∑

j=1

xj(t)E[dj(t) − aj(t)|X(t)]

≤ B − 2
J∑

j=1

xj(t)(E[dj(t)|X(t)] − Aj(t))

where B :=
∑J

j=1 E[aj(t)2] + J · v2
M since∑J

j=1 E[dj(t)2|X(t)] ≤ J · v2
M , where vM = max V

is the largest transmission rate available.
Since A lies in int(A), we have

J∑
j=1

xj(t)Aj ≤
J∑

j=1

xj(t)Dj

=
∑
S∈S

πS

∑
R∈S

cSR

J∑
j=1

xj(t)rj(R)

≤
∑
S∈S

πS max
R∈S

J∑
j=1

(xj(t)rj(R))

=
J∑

j=1

xj(t)E[dj(t)|X(t)]

where Dj is the j-th element of D with a scheduling policy that
satisfies the inequality in (2), and rj(R) is the j-th element of
vector RT 1I×1.

Since A ∈ int(A), we can find a J×1 vector ε = (ε, · · · , ε)T

such that A + ε belongs to int(A) and satisfies

J∑
j=1

xj(t)(Aj + ε) ≤
J∑

j=1

xj(t)E[dj(t)|X(t)] .

Therefore

J∑
j=1

xj(t)(E[dj(t)|X(t)] − Aj)

=
J∑

j=1

xj(t)(E[dj(t)|X(t)] − (Aj + ε) + ε)

≥ ε

J∑
j=1

xj(t)

and

E[L(X(t + 1)) − L(X(t))|X(t)] ≤ B − 2ε

J∑
j=1

xj(t) .

For any positive α, we can define a compact region

Σα =


X(t) ∈ �J

∣∣∣∣∣∣
J∑

j=1

xj(t) ≤ B + α

2ε


 .

It is an easy exercise to show that whenever X(t) ∈ �J\Σα, we
have E[L(X(t + 1))−L(X(t))|X(t)] ≤ −α, hence satisfying
the second condition in Theorem 1. Therefore, by Theorem 1
the system is stable under the scheduling policy given by (3).

III. HEURISTIC DOWNLINK SCHEDULING ALGORITHMS

WITH BASE STATION ANTENNA ARRAYS

In the previous section we have derived an optimal schedul-
ing policy. The next natural question is how to optimally assign
the base stations and allocate rates to users given the queue
lengths of the users in each time slot in practice. If the user
channels are constant, the central controller can exhaustively
search for all possible combinations offline, and select the one
that maximizes (3) in each slot. However if the channels vary
with time, this exhaustive search is not practical, if not impossi-
ble, even for a single cell system because the number of possible
rate vectors is given by

c1 =
J∑

j=1

(
J

j

)
V j ,

which increases exponentially with the number of users. There-
fore, one needs to design practical online scheduling policies
with lower complexity that yield close to optimal performance.
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In the previous sections, we have abstracted out the spatial
separability of users using feasible rate matrices. This abstrac-
tion hides the physical channel characteristics. In the following
subsection we present a physical channel model we adopt in the
rest of this paper. Based on this model, we will propose joint
scheduling, beamforming, and power control algorithms with
polynomial complexity in the number of users, and study their
performance in terms of average packet delay. We start with a
single cell system followed by a multiple cell system.

A. Single cell system

In this subsection we consider simpler single cell systems
to illustrate the basic intuition behind our proposed algorithms.
We first describe the physical channel model that will allow
us to capture channel conditions between a user and antenna
arrays and compute the SINR values of the users given their
power levels, beamforming vectors, and channel conditions.

1) Physical channel model and downlink beamforming al-
gorithm: In making a scheduling decision, the first step that
needs to be taken is to test if a set of users with their respective
rates can be served at the same time. In order to decide whether
a set of users can be served simultaneously or not, we need a
physical channel model that will allow to check whether or not
the required SINR constraint for a user is satisfied with the used
beamforming vectors.

We first describe the adopted physical channel model [11]
followed by the introduction of the downlink beamforming al-
gorithm. The multi-path channel between user j and the m-th
antenna element in the antenna array is given by

hm
j (t) =

L∑
�=1

βj,� δ
(
t − τj,� + τm

j,�

)
, (4)

where L is the number of paths, βj,� is the complex gain of
the �-th path of user j, and τj,� is the delay for that path
with respect to a reference antenna element. The gain βj,�

is a complex random variable with variance Aj,�. The term
τm
j,� = (d/c)(m − 1) cos θj,� captures the delay to the m-th an-

tenna, where d is the distance between two adjacent antenna
elements, θj,� is the angle of the �-th path of user j, and c is
the electromagnetic wave propagation speed. In the rest of the
paper we assume that the major limitation is co-channel inter-
ference rather than noise so that SINR can be approximated by
SIR.

The received signal at the receiver of user j is

yj(t) =
∑
k∈U

√
Pk

M∑
m=1

um
k

L∑
�=1

βj,�(ω0)ejω0τm
j,�sk(t − τj,�),

where U is the set of users scheduled on the same channel, and
um

k is the beamforming weight of user k by the m-th antenna
element. Define the m-th element of the M×1 antenna steering
vector v0(θj,�) at direction θj,� and frequency ω0 as vm

0 (θk,�) =
ejω0τm

j,� . Then, the vector a0,j =
∑L

�=1 β∗
j,�(ω0)v∗

0(θj,�) is
called the spatial signature of user j at ω0 and captures spa-
tial and multi-path properties of the user. If we omit subscript

“0” from v, the average interference caused by user k to user j
is

E




∣∣∣∣∣
√

Pk

M∑
m=1

um
k

L∑
�=1

βj,�(ω0)ejω0τm
j,�sk(t − τj,�)

∣∣∣∣∣
2



= Pkuk
H(

L∑
�1=1

L∑
�2=1

v(θj,�1)v
H(θj,�2)

×E{βj,�1(ω0)β∗
j,�2(ω0)}

×E{sk(t − τj,�1)s
∗
k(t − τj,�2)})uk

= Pk(uk
HHjuk)

Observe that

E
{
βj,�1(ω0)β∗

j,�2(ω0)
}

=
{

0, if �1 �= �2
Aj,�, if �1 = �2 = �,

assuming that all paths are independent and signal power is nor-
malized. Then we have,

Hj =
L∑

�=1

Aj,� v(θj,�)vH(θj,�) . (5)

The matrix Hj is called spatial covariance matrix of user j, and
in general it has rank(Hj) > 1. The average SIR at the receiver
of user j, denoted by Wj is given by

Wj =
Pj

(
uH

j Hjuj

)
∑
k∈U
k �=j

Pk

(
uH

k Hjuk

) . (6)

Let U denote the ensemble of computed beamforming vec-
tors for all users, i.e., U = {uj , j ∈ U }. We define a |U|× |U|
matrix A(U) = [aij , i, j ∈ U ] where aij gives the co-channel
interference caused by the j-th user to the i-th user, normalized
by the signal power of user i, i.e.,

aij =

{
1, if i = j
T (vi)u

H
j Hiuj

uH
i
Hiui

, otherwise.

where T (vi) is the required SIR threshold that is a function of
rate vi.

Matrix A(U) is non-negative definite and irreducible. From
the Perron-Frobenius theorem, the only eigenvector with
strictly positive components is the one that corresponds to the
maximum eigenvalue of A(U), denoted by λmax(A(U)).

We introduce matrix B(U) = [bij , i, j ∈ U ], whose elements
are related to those of A(U) as follows:

bij =
{

aij , if i �= j
aii − 1, if i = j

Hence, B(U) is the interference matrix between users. A sys-
tem in which all users achieve a common ratio γc of the SIR
to some minimum target SIR that may depend on the selected
transmission rate in the downlink, is described by the set of lin-
ear equations

B(U) · p =
1
γc

· p (7)
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where p is the power vector. Thus, γc is a reciprocal eigen-
value of B(U) and is actually the relative SIR that is the ratio
of real SIR to the required SIR threshold. If γc ≥ 1 is satis-
fied, the given rate vector can be supported. Matrix B(U) has
the same properties as A(U) with respect to the existence of an
eigenvector p with positive components. Therefore, we have
1/γc = λmax(B(U)). If γ∗

c is the maximum possible common
relative SIR, then

γ∗
c =

1
min
U

λmax(B(U))
(8)

Boche and Schubert proposed a downlink beamforming al-
gorithm [2] where the power level and beamforming weights
are computed iteratively. This algorithm is optimal in the sense
that the convergence to the optimal beamforming weights and
power levels are guaranteed if the problem is feasible. However
the iterative process could be time consuming and computation-
ally expensive. In this paper, we apply a simple algorithm that
calculates the beamforming weights and power levels in one it-
eration. The pseudo-code of this algorithm is provided below.

ALGORITHM I

• STEP 1: Solve a set of N decoupled generalized eigen-
problems.

uj =arg max
‖uj‖=1

uH
j Hjuj

uH
j Rjuj

, for all j ∈ U .

where

Rj =
∑
k∈U
k �=j

Hk

• STEP 2: Solve the following eigenproblem

BT (U) · p = λmax · p
• STEP 3: If λmax ≤ 1, the rate vector is feasible.

Algorithm I is used in our proposed algorithms to check the
feasibility of a rate vector in the following subsections.

2) Heuristic downlink scheduling algorithms: Eq. (3) sug-
gests that in order to maintain the stability of the system, the
users with large queue lengths should be given a higher service
priority. However, these users may not be spatially separable
and may not be served together. On the other hand, we may
choose a set of compatible users such that the total through-
put is maximized (see [4], [5] for examples of such scheduling
algorithms). Therefore, there exists a tradeoff between serv-
ing the longest queues first and maximizing total instant system
throughput. In order to balance the relative importance of serv-
ing the users with the largest queue lengths and improving the
instant system throughput, we propose a new heuristic algo-
rithm.

First, in order to give higher priorities to the users with the
larger queue sizes we start with the user with the longest queue,

and try to schedule the users sequentially in the decreasing or-
der of their queue lengths. Each new user is allocated the high-
est possible rate such that the SIR requirement is satisfied with
the new rate vector. However, when we insert users into the
channel sequentially according to their queue lengths, it is pos-
sible that a user already scheduled for transmission prevents a
number of other users from accessing the channel because the
necessary spatial separability cannot be provided. Therefore,
in order to improve the performance of the system further and
maintain the linear complexity, we will consider several candi-
date rate vectors and select the one that maximizes (3). More
specifically, we will consider P rate vectors out of all possi-
ble rate vectors. Clearly, this subset of candidate rate vectors
should consist of the rate vectors that are more likely to maxi-
mize (3).

We explain how we generate this subset of candidate rate
vectors to be considered. Suppose that we form a list of users
by decreasing queue size. In order to generate the p-th rate
vector, p = 1, . . . , P , of the subset, we first move the p-th
user in the list to the head of the list. Then, starting from
the head of the list, go down the list sequentially and insert
one user at a time using the largest rate that is allowed while
maintaining the rates and required SIR values of the previously
scheduled users. Note that in some cases, a user may need to
be skipped because the user may not be compatible with other
users already inserted. Once the P rate vectors are generated,
out of these rate vectors we select the rate vector that maxi-
mizes (3). The pseudo-code of this algorithm is provided below.

ALGORITHM II

• STEP 1: Initialize R = ∅.
• STEP 2: For p = 1 to P , do

– STEP 1.1: Form a list K of users as follows: Insert
the user with the p-th largest queue size at the head of
the list, and insert the remaining users by decreasing
queue size. Initialize the rate vector rp = 0.

– STEP 1.2: Schedule the user at the head of the list,
denoted by j∗, with the highest rate rp

j∗ , and add user
j∗ and its rate to rp. Remove user j∗ from the list K,
i.e., set K = K \ {j∗}.

– STEP 1.3: If the number of scheduled users with a
positive rate is strictly less than M and K �= ∅, go to
STEP 1.2. Otherwise, stop and add rp to R.

• STEP 3: Among the rate vectors in R, select ro

ro = arg max
r∈R

J∑
j=1

rjxj(t) . (9)

The complexity of Algorithm II is given by

c2 = PJV .

Intuitively, Algorithm II tries to serve the users with larger
queue lengths, which is consistent with (3). However, these
users may not be compatible with other users and could prevent
a large number of other users with smaller queue lengths from
accessing the channel, resulting in smaller system throughput.
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However, in some cases it may be more desirable to schedule
a large number of compatible users, potentially with smaller
queue lengths, so as to maximize (3). Hence, this suggests
that if the system attempts to maximize the instant system
throughput, this may lead to smaller overall queue sizes, and
hence in the long run the system may remain stable for a
larger set of arrival vectors, potentially at the price of larger
delay jitter. In [5], an algorithm that attempts to maximize
the total system throughput is presented. The basic idea is to
search through all the users and select the user that is most
compatible with already scheduled users. However, only
single transmission rate is allowed in [5]. Here we extend
the algorithm to the multiple transmission rates case, and
present the pseudo-code of the proposed algorithm. This al-
gorithm has complexity c3 = (JV )M due to the search process.

ALGORITHM III

• STEP 1: Initially let Ĵ be the set of the users and JS = ∅
the set of scheduled users. Select the user with the largest
queue

j∗ = arg max
j∈J

xj(t) .

Add user j∗ to JS with the highest rate vj∗(t) that can be
accommodated, and remove user j∗ from Ĵ .

• STEP 2: For each user j ∈ Ĵ let v∗
j be the highest rate

with which a user j can be accommodated in the channel
simultaneously with the already scheduled users with
their rates unchanged. Define v∗ = maxj∈Ĵ v∗

j .

◦ If v∗ = 0, STOP.

◦ Else, let J ′ = {j ∈ Ĵ | v∗
j = v∗}.

• STEP 3: For each j ∈ J ′ compute the minimum SIR
value of the users in JS ∪ {j}, denoted by SIRj

min. Add
the user j∗ ∈ arg maxj∈J ′ SIRj

min to JS with rate v∗,
and remove j∗ from Ĵ . Ties are broken arbitrarily.

• STEP 4: If the number of scheduled users with a positive
rate is strictly less than M and Ĵ �= ∅, go to STEP 2.
Otherwise, stop.

The basic intuition behind Algorithm III is that a user that
maximizes the minimum SIR value of the scheduled users
will be more likely to allow more users to be scheduled in
the following iterations and, hence, increase the overall sys-
tem throughput. As mentioned earlier in Algorithms II and III
above, Algorithm I is used to test whether a rate vector is feasi-
ble or not.

B. Multiple cell case

When we have multiple base stations to serve a set of users,
compared to the fixed assignment of users to the base stations, it
is beneficial to dynamically assign users in order to better match
the users to the base stations, especially when the channels are
time-varying, and to load balance across the base stations. In
this subsection we investigate the performance enhancement
achieved by dynamic assignment of the users to the base sta-
tions.

We first extend Algorithm I to the multiple base station case.
The set of base stations is given by I, and the set of users
scheduled on the same channel is denoted by U . We assume
that we are given the spatial covariance matrices Hi

j , i ∈ I and
j ∈ U . The base station to which user j is assigned is denoted
by ij . We compute the beamforming weights and transmission
power for each user in such a way that the common relative
SIR for all users is maximized.

ALGORITHM IV

• STEP 1: Solve a set of |U| decoupled generalized eigen-
problems.

uj =arg max
‖uj‖=1

uH
j Hij

j uj

uH
j Rij

j uj

, for all j ∈ U

where

Rij

j =
∑
k∈U
k �=j

Hij

k

• STEP 2: Solve the following eigenproblem

BT (U) · p = λmax · p
where

bjk =




0, if j = k
T (vj)u

H
k Hik

j
uk

uH
j
Hij

j
uj

, otherwise

where T (vj) is the required SIR threshold that is a func-
tion of transmission rate vj .

• STEP 3: If λmax ≤ 1, the rate vector is feasible.

Algorithm IV will be used to check the feasibility of a rate vec-
tor in the following algorithms.

We propose two algorithms for downlink scheduling prob-
lem with multiple base stations. In Algorithm V, users are
assigned to their respective closest base station, while the user
assignment is dynamic in Algorithm VI.

ALGORITHM V

• STEP 1: Initialize JS = ∅ and Ĵ = J . To each user
j ∈ J , assign a base station ij closest to user j.

• STEP 2: Select user

j∗ = arg max
j∈Ĵ

xj(t) .

• STEP 3: Schedule user j∗ with the highest rate rj∗ that
can be accommodated, add it to JS , and remove it from
Ĵ .

• STEP 4: If Ĵ �= ∅, go to STEP 2. Otherwise, stop.

Clearly, we can generate several candidate rate vectors fol-
lowing similar steps used in Algorithm II and select the rate
vector that maximizes (3) if so desired.
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Algorithm VI described below is different from Algorithm
V in the way base stations are assigned to users. When a user
is considered for scheduling, the best station is assigned to this
user in Algorithm VI.

ALGORITHM VI

• STEP 1: Initialize JS = ∅ and Ĵ = J .
• STEP 2: Select the user

j∗ = arg max
j∈Ĵ

xj(t) .

Assign j∗ to the closest base station, and schedule user
j∗ with the highest rate rj∗(t) that can be accommodated.
Add user j∗ to JS and remove it from Ĵ .

• STEP 3: Choose the user

j∗ = arg max
j∈Ĵ

xj(t) .

For each base station i ∈ I compute the largest rate at
which user j∗ can be served. Assign user j∗ to the base sta-
tion that can schedule user j∗ with the highest rate rj∗(t).
Add user j∗ to JS and remove it from Ĵ .

• STEP 4: If Ĵ �= ∅, go to STEP 3. Otherwise, stop.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the heuris-
tic algorithms we have proposed in the previous section, using
computer simulations. Typical results are presented to illustrate
the performance enhancement achieved by jointly considering
MAC layer queue state and physical layer spatial compatibility
of users when scheduling users.

A. Single cell case

1) Simulation setup: We first consider a single-cell system
where a base station transmits packets to J = 10 users. The
users are angularly uniformly distributed in the cell and the dis-
tances of the users to the base station are uniformly distributed
between zero and the radius of the cell. The BS is equipped
with an antenna array with M = 4 elements and the distance
between two closest elements is d = λ/2. The received power
decays with distance l from the BS as l−4. For each link cor-
responding to an antenna and a user receiver, multi-path fading
is simulated with a 2-ray model. The angle of the first path θ1

is uniformly distributed in [0, 2π], while the angle of the sec-
ond path θ2 deviates from θ1 by a random amount, uniformly
distributed in [0, 0.1π]. The complex gain of each path is an in-
dependent log-normal random variable with standard deviation
σ = 6 dB, which accounts for shadow fading.

An underlying time-slotted system is assumed. The packet
arrivals at the BS in each time slot are i.i.d. Bernoulli random
variables with the average rate vector A = a · L, where L is a
J × 1 vector and a is the coefficient that is the control knob for
the system load.

2) Comparative results: In Fig. 2 we show the average
packet delay as a function of the system throughput in a single
cell system with only one available transmission rate. Here we
generate a random vector L, and the system throughput on the
x-axis is given by a · ∑J

j=1 Lj . We observe that for Algorithm
II, the delay is almost identical for P = 1 and P = 3 cases.
This means that the performance given by the average packet
delay is not sensitive to the number of obtained rate vectors for
this scenario. On the other hand, the delay is larger for Algo-
rithm III, and it exhibits a rapid increase in the average delay
at a smaller throughput than Algorithm II. This indicates that
Algorithm II is able to maintain the system stability for a larger
system throughput than Algorithm III.

Fig. 3 shows the performance of Algorithm II and Algorithm
III for the same network scenario with the only difference be-
ing the availability of multiple transmission rates. The aver-
age packet delay is plotted as a function of system through-
put. Either one or two packets are transmitted in one time slot
when low or high transmission rate is chosen, respectively. We
observe that Algorithm III performs better than Algorithm II
with different values of P when the system throughput is low,
and performs slightly worse than Algorithm II with P = 3
when the throughput is high. Algorithm II tries to balance the
queue lengths of different users. Algorithm III, on the other
hand, tries to assign a user that is most compatible with the
users already assigned, and as a result Algorithm III can serve
more users with higher sum transmission rate in each time slot
and the queue lengths tend to be more unbalanced. When the
throughput is low, the queue lengths are small on the average.
In such situations Algorithm III can achieve smaller packet de-
lay than Algorithm II because the uneven queue lengths can
allow the users with enough packets backlogged in the queue
to take advantage of higher transmission rates when possible
and on the average a large number of packets are served in each
time slot. Under Algorithm II that attempts to maintain even
queue lengths, when the throughput is low the users may not
have enough backlogged packets to take full advantage of high
transmission rates. But, when the system throughput is high,
Algorithm III performs slightly worse than Algorithm II with
P = 3 because typically many users have enough packets to
utilize high transmission rates when the throughput is high and
Algorithm III balances the queues. However, multiple transmis-
sion rates allow Algorithm III to perform better than algorithm
II with P = 1 since it can achieve higher instant sum trans-
mission rates than Algorithm II due to the availability of only
single candidate rate vector under Algorithm II.

Moreover, comparing Fig. 2 and 3 we can observe that, for
a fixed delay, having multiple transmission rates increases the
schedulable throughput region by about 70 percent. This is
due to the better use of the transmission bandwidth achieved
by multiple transmission rates. Although this gain is limited
to our simulated scenario, this suggests much benefit may be
gained through the use of multiple transmission rates through
link adaptation.

B. Multiple cell case

1) Simulation setup: We consider a square area which is
divided into four equal square cells. One BS is located in the
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Fig. 2. Delay vs. throughput for single rate communication in single cell
system

4.4 4.6 4.8 5 5.2 5.4 5.6 5.8 6 6.2
0

0.5

1

1.5

2

2.5

3

System throughput (packet/slot)

Lo
g 10

(A
ve

ra
ge

 p
ac

ke
t d

el
ay

 (
sl

ot
))

Average packet delay vs. system throughput for multiple transmission rates in single cell system

Algo.II (P=1)
Algo.II (P=3)
Algo.III

Fig. 3. Delay vs. throughput for multiple rate communication in single cell
system

center of each cell. In the simulation 20 users are uniformly
distributed in the square area. The links between a user and a
BS is modeled as in the single cell system in the previous sub-
section, except that the angle of the first path with respect to a
BS is determined by the relative location of the user and the BS.
We assume that the four BSs are controlled by a single central
controller. Packets arrive at the central controller according to
i.i.d. Bernoulli rvs with the average rate A = a · L as in the
single cell case.

2) Comparative results: In Fig. 4 we show the average
packet delay for Algorithms V and VI for the multiple cell sys-
tem where only single transmission rate is allowed. We observe
that Algorithm VI achieves lower delay than algorithm V for
different system throughput because dynamic base station as-
signment is able to allow more users to be served in each time
slot by balancing the transmission load across different base
stations. Similarly, we plot the average packet delay for Algo-
rithms V and VI for multiple transmission rate case in Fig. 5.
Again we observe that Algorithm VI performs better than Al-
gorithm V for various system throughput. Moreover, by com-
paring Fig. 4 and 5, we observe that multiple transmission rates
improve the maximum system throughput that can be supported
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Fig. 4. Delay vs. throughput for single rate communication in multiple cell
system
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for a fixed delay by about 50 percent.

V. DISCUSSION

The use of antenna arrays at the base stations has been pro-
posed in the past to improve the system throughput and provide
QoS guarantees to mobile users in wireless networks. In this
paper we studied the problem of wireless scheduling with an-
tenna arrays to provide QoS guarantees in terms of throughput.
We derived the optimal scheduling policy that results in maxi-
mum throughput region determined by the spatial separability
of users. Due to the inherent difficulty in finding the optimal
solution, heuristic algorithms must be adopted, which capture
desired properties of the optimal solution.

We presented four algorithms for joint scheduling, beam-
forming and power control. The first two algorithms are pro-
posed for single cell systems, while the last two are designed for
multiple cell systems. The intuition behind these heuristic algo-
rithms is to approximate the optimal scheduling algorithm with
lower computational complexity. Simulation results indicate
that this joint consideration of MAC layer scheduling algorithm
and physical layer beamforming and power control yields sig-
nificant performance improvement compared to the algorithms
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that maximize instant system throughput as proposed in the lit-
erature.
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