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Abstract. The most commonly used p-way partitioning method is recursive bisection (RB).
It first divides a graph or a mesh into two equal-sized pieces, by a “good” bisection algorithm,
and then recursively divides the two pieces. Ideally, we would like to use an optimal bisection
algorithm. Because the optimal bisection problem that partitions a graph into two equal-sized
subgraphs to minimize the number of edges cut is NP-complete, practical RB algorithms use more
efficient heuristics in place of an optimal bisection algorithm. Most such heuristics are designed to
find the best possible bisection within allowed time.

We show that the RB method, even when an optimal bisection algorithm is assumed, may produce
a p-way partition that is very far way from the optimal one. Our negative result is complemented
by two positive ones: first we show that for some important classes of graphs that occur in practical
applications, such as well-shaped finite-element and finite-difference meshes, RB is within a constant
factor of the optimal one “almost always.” Second, we show that if the balance condition is relaxed
so that each block in the p-way partition is bounded by 2n/p, where n is the number of vertices of
the graph, then a modified RB finds an approximately balanced p-way partition whose cost is within
an O(log p) factor of the cost of the optimal p-way partition.
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1. Introduction. For a variety of applications, such as parallel scientific pro-
cessing, VLSI layout, circuit testing and simulation, and sparse linear system solv-
ing, we need to partition the vertices of a graph into a given number of subsets
such that the total number of edges whose endpoints are in different subsets is small
[2, 5, 6, 7, 15, 16, 17, 20, 22, 23, 24, 26, 27, 29]. If p subsets are required, the problem
is called the graph p-way partition problem. The most commonly used method for
p-way partitioning, when p is a power of two, is RB. It first divides a graph into two
equal-sized pieces, by a “good” bisection algorithm, and then recursively divides the
two pieces. When p is not a power of two, simple variants of RB are used [8].

Ideally, we would like to use an optimal bisection algorithm in RB. However, be-
cause the optimal bisection problem that divides a graph into two equal-sized sub-
graphs to minimize the number of edges cut is NP-complete, practical RB algo-
rithms use more efficient heuristics in place of an optimal bisection algorithm. Most
such heuristics are designed to find the best possible bisection within allowed time
[2, 3, 7, 24, 29, 32]. Some extended heuristics have been proposed that apply quad-
section or octsection in place of bisection [18]. The published experimental results of
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Hendrickson and Leland [18] seems to indicate that in the context of spectral parti-
tioning quadsectioning and octsectioning, though more expensive than bisecting, give
the recursive scheme better quality. Little is known, however, about how good indeed
is RB even when optimal or near-optimal bisection algorithms are used, and whether
more global optimization schemes should be sought.

In this paper, we show that due to its greedy nature and the lack of global
information, RB may, in the worst case, produce a partition that is very far away
from being optimal. In other words, optimal RB may not lead to a good p-way
partition. Our results hold even for sparse graphs and more structured graphs such
as planar graphs and geometric graphs [24].

On the optimistic side, our negative result is complemented by two positive re-
sults.

First, we show that for some important classes of graphs that occur in practical
applications such as well-shaped finite-element and finite-difference meshes [4, 9, 24,
25, 28], RB is within a constant factor of the optimal one in the expected case. In
particular, it follows from a result of Miller, Teng, Thurston, and Vavasis [24] that RB
finds a p-way partition of cost O(p1/dn1−1/d) for well-shaped meshes [30] embedded
in d dimensions.

Second, we show that if we relax the balance condition so that each subgraph
in the partition is bounded by 2n/p, then there exists an approximately balanced
recursive partitioning algorithm (see section 5) that finds a partition whose cost is
within an O(log p) factor of the cost of the optimal p-way partition. Our result implies
that it may not be a good idea to insist upon the perfect bisection condition of each
step of the RB scheme.

Section 2 introduces the definitions and notations that will be used in this paper.
Section 3 gives a class of dense graphs and a class of sparse graphs for which optimal
four-way partition has cost 12 and RB has cost Ω(n2) and Ω(n), respectively. It also
gives a tight bound of Θ(n2/p2) and Θ(n/p), respectively, for dense graphs and sparse
graphs on the approximation ratio of RB. Section 4 shows that for well-shaped meshes
in d dimensions, RB always finds a p-way partition of cost O(p1/dn1−1/d). Section
5 introduces the notion of an approximately balanced p-way partition and gives a
recursive partitioning algorithm that is within an O(log p) factor of the cost of the
optimal p-way partition.

2. Definitions. A bisection of a graph G is a division of its vertices into two
disjoint subsets A and B of exactly equal sizes (for simplicity we assume that the
graph has an even number of vertices). The cost of a bisection is the number of edges,
one of whose endpoint is in A and another is in B. Similarly, a p-way partition of G
is a division of its vertex set into p disjoint subsets of size n/p, where n is the number
of vertices in G (again we assume that n is a multiple of p). The cost of a p-way
partition is the number of edges whose endpoints are in different subsets.

When p is a power of two, the most commonly used method to find a p-way
partition is to recursively apply a bisection procedure to divide the graph into p
subgraphs. Assume we have a bisection function BISECTION.

Associated with RB is a tree, called the partition tree. Notice that the height of
the partition tree is log p.

If we use an optimal bisection function, the resulting RB is called an ideal RB.
However, notice that the problem of finding an optimal bisection itself is NP-hard
[11]. The RB scheme given above is a template of practical implementations, where
we use the best available bisection algorithm. Our results can be extended to the case
where BISECTION is an approximately optimal bisection algorithm.
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FIG. 1. An example of four-way partitions where the optimal cost is 12 and ideal recursive

bisection has cost Ω(n2) in the dense case and Ω(n) in the sparse case.

Algorithm Recursive Bisection Scheme(G, p)
Input: (a graph G of n vertices and an integer p, K = n/p.)
Output: (a p-way partition of G).

1. Apply BISECTION to find a bisection GL and GR of G;
2. If |GL| > K then

• Recursive Bisection Scheme(GL, p/2);
• Recursive Bisection Scheme(GR, p/2);

3. Return the subgraphs G1, ..., Gp so obtained;

For 1/2 ≤ δ ≤ 1, a δ-bisection (or a δ-edge-separator) is a partition of a graph G
into two disjoint subgraphs GL and GR such that both |GL| ≤ δ|G| and |GR| ≤ δ|G|,
where the notation |G| stands for the number of vertices of a graph G. The cost of a
δ-bisection is the number of edges between GL and GR. By definition, a bisection is
a 1/2-edge-separator.

We distinguish between two classes of graphs: dense graphs and sparse graphs. A
dense graph may have O(n2)-edges while a sparse graph has only O(n) edges. We can
further restrict that each vertex in a sparse graph has a bounded degree. As shown
in [31], all well-shaped finite-element meshes in three dimensions are sparse.

A p-way partition algorithm has approximation ratio α, where α ≥ 1, if for each
graph G it finds a p-way partition of cost at most α times the cost of an optimal
p-way partition.

3. How bad can ideal recursive bisection be? In this section, we give two
families of graphs, a dense family and a sparse family, that admit a constant costed
p-way partition, but ideal RB produces a p-way partition of cost Ω(n2/p2) in the
dense case and Ω(n/p) in the sparse case.

3.1. Four-way partition. We first consider four-way partitions. We consider
the class of graphs given in Figure 1.

Each graph in this class has n vertices (assuming n is a power of two) and contains
eight subgraphs, A1, A2, A3, A4, B1, B2, B3, B4, where Ai has (1/8+ ǫi)n vertices, and
Bi has (1/8 − ǫi)n vertices. The ǫi’s (1 ≤ i ≤ 4) satisfy the following conditions:

1. −1/8 < ǫi < 1/8 and ǫi 6= 0;
2. ǫ1 + ǫ2 + ǫ3 + ǫ4 = 0; and
3. there is no pair of i and j ∈ {1, 2, 3, 4} such that ǫi + ǫj = 0.

Such set of ǫi’s exists. One simple way is to choose ǫ1, ǫ2, and ǫ3 randomly and
then choose ǫ4 so that condition 2 holds. We can show that with high probability
condition 3 holds as well.
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In the dense case, Ai and Bi are cliques, while in the sparse case Ai and Bi are
sparse expanders. Notice that for each constant δ such that 0 < δ < 1, all δ-edge-
separators of a clique of n vertices have cost Ω(n2) and all δ-edge-separators of a
sparse expander of n vertices have cost Ω(n). One way to construct an expander is to
choose a random bounded degree graph. It follows from a result of Erdös, Graham,
and Szemerědi [10] that all δ-edge-separators of almost all such linear-sized graphs
have cost Ω(n).

The optimal four-way partition divides the graph into Ai∪Bi, 1 ≤ i ≤ 4. The total
cut size is 12. In contrast, ideal RB first decomposes the graph into A1 ∪A2 ∪A3 ∪A4

and B1 ∪ B2 ∪ B3 ∪ B4. But then, because of condition 3, at least one of A1, A2, A3,
A4 and one of B1, B2, B3, B4 will be divided in the next level of RB. Hence, ideal RB
produces a four-way partition of cost Ω(n2) in the dense case and Ω(n) in the sparse
case.

3.2. p-way partitions. Our four-way example can be used to construct a tight
lower bound on the approximation ratio of ideal RB for p-way partitions. We will
present two classes.

In the first class, each graph contains (p − 4) disjoint subgraphs G1, ..., Gp−4 of
size n/p and a graph from our four-way example of size 4n/p. Each subgraph is a
clique in the dense case and a sparse expander in the sparse case.

Clearly, the optimal partition has cost 12, which is the cost of decomposing the
subgraph from the four-way example. In the first (log p − 2) levels, ideal RB simply
decomposes the graph into blocks of four subgraphs each. The four-way example is
assigned as one block. The cost so far is zero. To complete the p-way partition, ideal
RB has to divide the four-way example into four subgraphs. Hence, it yields a p-way
partition of cost Ω(n2/p2) in the dense case and Ω(n/p) in the sparse case.

In the second class, each graph contains p/4 disjoint subgraphs from our four-way
example of size 4n/p. The optimal p-partition has cost 3p, while the partition of ideal
RB has cost Ω(n2/p) in the dense case and Ω(n) in the sparse case.

Interestingly, on both classes, the approximation ratio of ideal RB is Ω(n2/p2) in
the dense case and Ω(n/p) in the sparse case. Does RB always achieve approximation
ratios of these orders, respectively? We now show that the answer is “yes.”

LEMMA 3.1. Ideal RB has worst-case approximation ratio of Θ(n2/p2) in the

dense case and Θ(n/p) in the sparse case for p-way partitions.

Proof. The two classes of graphs presented in this subsection provide the lower
bound on the approximation ratio of ideal RB. So we only need to prove the upper
bound. We give a proof for the sparse case only. The proof for the dense case is
essentially the same.

The cost of the p-way partition of ideal RB is bounded from above by the total
number of edges in the graph. Hence, by our sparsity assumption, it is O(n). Thus,
if the cost of the optimal p-way partition is Ω(p), then the recursive bisection has
approximation ratio O(n/p) because it has cost at most O(n).

To complete the proof, we assume that the cost of the optimal p-way partition is
k < p. Let C1, C2, ..., Cp be the subgraphs in an optimal p-partition. Note that the
number of subgraphs that are connected to some other subgraphs is at most k. We
call them the connecting blocks. Ideal RB has zero cost except when the subgraph
containing those connecting blocks. Because we have at most k connecting blocks and
the total number of edges in connecting blocks is at most O(kn/p), this implies that
ideal RB generates a p-way partition of cost at most O(kn/p). Since the cost of the
optimal p-way partition has cost k, the approximation ratio is again O(n/p).
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FIG. 2. The partition tree generated by RB and the upper bound of its cost.

4. Graphs with a family of small edge bisectors. Many graphs from prac-
tical applications have a family of small separators [24]; i.e., they have the property
that each of its subgraphs has a bisector of size sublinear in the number of vertices
of the subgraph. Formally, for a given integer function f , a graph G has a family

of f-bisectors if each of its subgraphs of s vertices has a bisector of size bounded by
f(s). How good is RB on the class of graphs that has a family of f -bisectors?

LEMMA 4.1. If G has a family of f-bisectors, then RB finds a p-way partition of

cost

log p−1
∑

i

2if(n/2i).

Proof. Figure 2 illustrates the partition tree of the p-way partition given by RB
and the upper bound on the cost of the bisectors at each level of partition tree.

Notice that the partition tree has (log p − 1) levels of internal nodes. The total
cost of the ith level (where the root is at level 0) is no more than 2if(n/2i). Hence,
the total cost of the p-way partition generated by RB is at most

log p−1
∑

i

2if(n/2i).

In theory as well as in practice, the condition of a family of f -bisectors can be
relaxed to the condition of a family of f-separators; that is, every subgraph of G of
s vertices has a δ-bisection, for some constant δ, of cost bounded by f(s). Lipton
and Tarjan [21] and Gilbert and Tarjan [14] showed that if a graph has a family of
f -separators, then it has a family of O(f)-bisectors. The following are some classes
of graphs that have a family of small separators and hence have a family of small
bisectors as well.

• Planar graphs [21] have a family of O(
√

n)-separators.
• Bounded genus graphs [12] have a family of O(

√
gn)-separators, where g is

the genus of the graphs.
• Bounded minor graphs [1] have a family of O(h1.5

√
n)-separators, where h is

the size of the largest minor clique. A minor of a graph is a subgraph obtained
from the original graph by contracting edges. For example, no planar graph
has a minor isomorphic to a five-clique.
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• Well-shaped meshes [24] have a family of O(n1−1/d)-separators, where d is
the dimension of the space in which the meshes are embedded.

• k-nearest neighborhood graphs [24] have a family of O(k1/dn1−1/d)-separators.
The following lemma follows directly from Lemma 4.1.
LEMMA 4.2. If f(n) = n1−1/d, then RB finds a p-way partition of cost O(p1/dn1−1/d).
Proof. The cost of the p-way partition constructed by RB is bounded from above

by

log p−1
∑

i

2i(n/2i)1−1/d

= n1−1/d

(

log p−1
∑

i=1

2i/d

)

= O(p1/dn1−1/d).

Most well-shaped meshes (in d dimensions) in practical applications have no p-
way partition of size o(p1/dn1−1/d) [31]. For example, a d-dimensional regular grid
has no p-way partition of size o(p1/dn1−1/d). So the p-way partition of RB is optimal
(up to a constant factor).

Notice that we did not require the RB scheme to find optimal bisections in order
to achieve the result of this section. All we require is that the RB scheme should
use a bisection algorithm that finds an f -bisector in a graph that has a family of
f -bisectors.

We can extend the lower-bound argument of section 3 to graphs discussed in this
section.

THEOREM 4.3. Ideal RB has worst-case approximation ratio of Θ(
√

n/p) for

planar graphs and Θ((n/p)1−1/d) for well-shaped meshes in d dimensions.

5. Approximately balanced p-way partition. We observe that even though
we use general edge separators (not necessarily bisection [13, 21, 24]) or use minimum

quotient separator of [19] at each level of a recursive partitioning scheme, we still can
not guarantee the approximation ratio as long as the final partition is required to
be a (perfectly balanced) p-way partition. All of the results in the previous sections
generalize. Can we trade the balance condition for a better approximation ratio of a

recursive partitioning scheme?

Let β ≥ 1 be a real number. A (β, p)-way partition decomposes G into disjoint
G1, ..., Gp such that |Gi| ≤ β|G|/p for all 1 ≤ i ≤ p. Thus, a p-way partition is a
(1, p)-way partition. The cost of a (β, p)-way partition is the number of edges of G
whose two endpoints are in different subgraphs.

Recall that a δ-bisection, 1/2 ≤ δ < 1, divides G into two disjoint subgraphs GL

and GR such that both |GL| ≤ δ|G| and |GR| ≤ δ|G|. The cost of a δ-bisection is the
number of edges between GL and GR.

We now give a recursive partitioning scheme. We use an APPROXIMATE BI-
SECTION function to divide the graph into two disjoint subgraphs.

Notice that the procedure recursive cutting above may return less than p sub-
graphs (see case h < p) because the recursion terminates once the size of the subgraph
is no more than 2n/p. In this case, we simply assume that other p − h subgraphs are
empty.

We now show that if we use an APPROXIMATE BISECTION that finds an
optimal (1/2 + 1/s)-bisection of G, then the recursive partition scheme finds a (2, p)-
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way partition whose cost is at most O(log p) times the cost of the optimal p-way
partition. We then extend the result to the case when an approximately optimal
(1/2 + 1/s)-bisection algorithm is used.

Algorithm (Recursive Partitioning Scheme)
Input: (a graph G of n vertices and an integer p).
Output: (a (2, p)-way partition of G).

1. Let K = n/p
2. Let G1, ..., Gh be the h subgraphs obtained from running the subroutine

Recursive Cutting(G,K) below;
3. If h ≤ p, then return (G1, ..., Gh) else repeatedly merge the smallest two

subgraphs until p subgraphs remain.
Subroutine (Recursive Cutting(G, K))

1. Let s = |G|/K;
2. Apply APPROXIMATE BISECTION to find a (1/2+1/s)-bisection GL

and GR of G;
3. If |GL| > 2K then Recursive Cutting(GL,K);
4. If |GR| > 2K then Recursive Cutting(GR, K);

We first prove a simple lemma that is useful for our main result.
LEMMA 5.1. Suppose X = {x1, ..., xm} is a set of positive reals such that 0 ≤

xi ≤ 1. Then X can be divided into two subsets X1 and X2 such that

∣

∣

∣

∣

∣

∣

∑

x∈X1

x −
∑

y∈X2

y

∣

∣

∣

∣

∣

∣

≤ 1.

Proof. We can construct the two subsets by a greedy approach: first we put all
elements from X in a queue and maintain two sets that are initially empty. Then
we assign the largest element from the queue to the set with smaller total sum (and
of course delete the chosen element from the queue). We repeat this process until
the queue is empty. Since all elements from X are no more than one, the sums of
the two sets so constructed differ by the value of at most one element, which is at
most one.

THEOREM 5.2. Let G be a graph and p be a positive integer. If the cost of the

optimal p-way partition of G is C, then the recursive partitioning scheme that uses

an optimal (1/2 + 1/s)-bisection algorithm finds a (2, p)-way partition of cost at most

O(C log p).
Proof. The basic idea of the proof is to argue that the cost induced at each level

of the partitioning tree is at most C. Because the partitioning tree has O(log p) levels,
the theorem then follows. Without loss of generality, we assume that p is a power of
two.

Clearly, the partition associated with the root of the partitioning tree has cost at
most C. This can be shown by the following argument which is more complex than
needed but useful for bounding the cost of other levels of the partition tree.

Let B1, ..., Bp be the p subgraphs of an optimal p-way partition of G. We call an
edge a bridging edge if its endpoints are in different subgraphs from B1, ..., Bp. After
removing all the bridging edges, we can group B1, ..., Bp into two subsets of equal
size. This implies that G has a (1/2 + 1/p)-bisection, in fact a perfect bisection, of
cost at most C.
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The size of Bi, |Bi|, is equal to K = n/p. We now show that there exists an
approximately balanced bisection for each node at level i so that the total cost of
level i is at most C. Because we assume that the recursive partitioning scheme uses
an optimal (1/2 + 1/s)-bisection algorithm for each node, the total cost of bisectors
generated at level i can only be smaller, and hence is no more than C.

Implicitly, B1, ..., Bp themselves may be decomposed into pieces after the top i−1
levels of the partition tree. Each node of the partitioning tree has a subgraph that is
formed by a subset of these pieces of Bi’s. Notice that the size of those pieces is at
most K. Now imagine that we delete all the bridging edges which are not removed in
the top (i − 1) levels of the partition tree. The total cost of these bridging edges is at
most C because these edges connect B1, ..., Bp of the optimal p-way partition. After
removing these bridging edges, each node at level i of the partition tree contains a
subset of the pieces of Bi’s, whose size is at most K.

We now apply Lemma 5.1 to divide the pieces of each node into two groups. By
Lemma 5.1, if the subgraph of a node at level i has size sK, then the larger group
has size at most sK/2 + K. Hence, the grouping gives a (1/2 + 1/s)-bisection.

After deleting the bridging edges, we did not remove any other edges, and hence
the total cost of bisectors at level i is at most C, completing the proof.

We can extend Theorem 5.2 to more practical case, where an approximately
optimal (1/2 + 1/s)-bisection algorithm is used in the recursive partitioning scheme.
The argument is very similar.

THEOREM 5.3. Let G be a graph and p be a positive integer. If the cost of the

optimal p-way partition of G is C, then the recursive partitioning scheme that uses a

(1/2+1/s)-bisection algorithm with approximation ratio α finds a (2, p)-way partition

of cost at most O(αC log p).
In practice, we can use the best available approximate bisection algorithms, such

as the spectral algorithm [18, 29] and the geometric algorithm [24]. We can use
Theorem 5.3 to justify their performance. Theoretically, we can apply Theorem 5.3
in conjunction with the following result of Leighton and Rao [19] to obtain the first
provably good approximately balanced p-way partition algorithm.

THEOREM 5.4 (Leighton and Rao). Let δ0 and δ be two constants such that

1/2 < δ0 < δ < 1. Let G be a graph such that G has a δ0-bisection of cost C. There

is a polynomial time algorithm, using multicommodity flow, to find a δ-bisection of G
of cost at most O(C log n), where n is the number of vertices of G and the constant

hidden in big-O depends only on δ and δ0.

COROLLARY 5.1. There is a polynomial time algorithm that finds a (2, p)-way

partition of cost O(C log n log p), where C is the cost of the optimal p-way partition.

If we choose K = ǫn/p in step 1 of the recursive partitioning scheme, then we
have the following strengthened result. The proof is similar to that of Theorem 5.3.

THEOREM 5.5. Let G be a graph and p be a positive integer. If the cost of

the optimal (p/ǫ)-way partition of G is C, then the modified recursive partitioning

scheme that uses an optimal (1/2 + 1/s)-bisection algorithm finds a (1 + ǫ, p)-way

partition of cost at most O(C log p). The modified recursive partitioning scheme that

uses a (1/2 + 1/s)-bisection algorithm with approximation ratio α finds a (1 + ǫ, p)-
way partition of cost at most O(αC log p). Therefore, there exists a polynomial time

algorithm that finds a (1 + ǫ, p)-way partition of cost O(C log n log p).

6. Final remarks. We address a fundamental issue in graph partitioning. Our
results of section 3 can be extended to the case when recursive quadsectioning or
octsectioning is used, providing some theoretical evidence to the experimental claim
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that recursive quadsectioning and octsectioning usually find a better p-way partition.
The result in section 4 is mainly observational and follows quite directly from the
previous separator results [1, 12, 21, 24]. These results give an absolute upper bound
on the cut-size of the p-way partition. It shows that the ratio of cut-size to the
graph size is O((p/n)1/d) < 1. So the ratio of computations to communication in
processing well-shaped meshes is reasonably balanced as p and especially n increase,
demonstrating that the partitioning-based parallel algorithms are scalable. The result
of section 5 gives a theoretical justification to the recursive approach taken in [7, 13,
24, 31] and many similar heuristics currently implemented. We expect to see these
ideas extended for better, perhaps more global, schemes for approximating p-way
partitioning.
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