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Abstract

This paper presents a new numerical method to analyse the steady-state TCP throu-
ghput in DiffServ networks. The method couples models for TCP, marking device,
and multi-RED queue, establishing a closed network model. We assess the accuracy
and limits of the technique and discuss parameter settings of marking devices.

1 Introduction

Dependable provision of quality-of-service (QoS) in integrated IP networks is still
an issue of ongoing research. The framework "Integrated Services Architecture"” (Int-
Serv, [2]) relies on a connection-oriented network operation, thus allowing resource
reservation in order to guarantee bit rate or delay bounds. The framework "Differen-
tiated Services Architecture" (DiffServ, [1]) tries to overcome scalability problems

of IntServ by superimposing single traffic flows to a (small) number of aggregated
flows. Packet classification in network nodes then becomes feasible even in core net-
works, since little or no flow-specific information has to be processed.

Due to the appealing simplicity of the DiffServ approach, much effort has been in-
vested in assessing its performance: is it possible to guarantee user-requested bit ra-
tes by co-ordinating i) TCP’s congestion control mechanisms, ii) traffic marking and/
or shaping schemes at network edges, and iii) active queue management in network
nodes?

Predicting steady-state TCP throughput has been subject of a large number of contri-
butions, e.g. the seminal work [12]. Recently, a number of researchers have modelled
and evaluated the performance of TCP connections with token bucket or time-sliding
window marking in a DiffServ environment [11][13][14]. In these contributions, it
has been assumed that packet loss probabilities for in-profile (IN) and out-of-profile
(OUT) packets are given as input for the numerical analysis. Analytical techniques
based on fluid-flow models [8][10] and iteration-based approaches [5] can be used
to analyse combined models of TCP end systems and network nodes with active
gqueue management. To our knowledge, there are no techniques extending these re-
sults to the combined analysis of TCP and RED in DiffServ environments (Recently,
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work on fluid-flow analysis of DiffServ networks has been published in [4]).

The paper is organized as follows. First, we review approaches to model the TCP
throughput in non-DiffServ networks. Secondly, we propose a new method to analy-
se TCP throughput in DiffServ networks with multi-RED queue management. We
compare numerical with simulation results, and discuss parameter settings for mar-
king devices.

2 TCP Models

Methods to analyse TCP throughput can be subdivided into two groups. The first one
uses a heuristic approach assuming that packet loss events occur evenly spaced over
time. This leads to a periodic evolution of the congestion window size allowing sim-

ple calculation of the values of interest. Some contributions of this group consider
loss detection by time-out (TO) and by triple duplicates, e.g. [12], whereas others ne-
glect the influence of TOs, e.g. [7]. Results are the mean congestion window size

EW = 3/4W,, ., = /3/(2p,) (in packets), Q)
and an estimation for the probabiliy 5= min(1, 9(4Ew))  that aloss only can be de-
tected by a TOW,,,, : maximum congestion window sige, : packet loss probabi-

lity). The second group assumes loss indications arriving at the sender with negative-
exponentially distributed distances [8][10]. The result is a higher expected congesti-
on window size ofew = /2/p_ . If losses do not occur evenly spaced but say with
first a long distance in time and then sometimes with smaller distance in order to re-
ach the same mean distance as in the periodic case, then the gain in amount of trans-
mitted packets during the long period is larger then the loss during the subsequent
shorter periods.

From measurement and simulation results in the above contributions as well as from
additional simulation studies with the network simulaist2we conclude:

a) If the frequency of TOs tends towards zero, then the first analysis underestimates
mean congestion window size and therefore throughput. TO frequency becomes low,
if e.g. end systems with selective acknowledgements are used (SACK, [7]).

b) The frequency of TOs often is severely underestimated by all proposed tech-
nigues, if Tahoe or Reno TCP variants are used [11][12][14]. As the initial result
(equ. (1)) of congestion window size without TO is too low, while underestimating
the throughput reduction by TOs, the final results are often quite accurate when com-
pared to measurements or simulations.

¢) In QoS-oriented IP networks, network nodes will apply active queue management
like multi-RED which reduces the frequency of burst packet losses. Additionally,
TCP implementations will evolve towards variants avoiding TOs under most circum-
stances. Thus, it seems reasonable to neglect the influence of TOs.

d) All known technigues to model the marking devices [11][13][14] apply the heuri-
stic approach of assuming periodic congestion window evolution. As this reduces
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model accuracy, we normally would need more rigorous approaches. We still use the
heuristic approach, as it provides useful results (see Section 6). An analysis of mar-
king devices with non-periodic TCP behaviour remains as topic for further research.

3 TCP with Two-Colour TSW Marker

The time-sliding window (TSW) marker has been introduced in [3]. It calculates an
exponentially weighted number of packets received during a constantrtime , thus
measuring the packet rate over a time windowrof . Packets exceeding the commit-
ted (target) information ratelR  are proportionally marked as OUT. The exact algo-
rithm is described in [3]. For TCP analysis with bucket markers see e.g. [4][13].
Our TCP throughput analysis is based on the ideas presented in [11][13][14] which
all rely on assuming a periodic evolution of TCP’s congestion window. As proposed
in [3], we investigate two parameter settings. For the first one, we request that the
marker time constarit  is short ( in the order of one round-trip trTa ). This
implies that thecurrentprobability of marking a packet as IN depends ondhgent
window sizew . In the second case, we assume a substantially larger time constant
T which yields a marking probability depending on theanwindow sizeew . For

our analysis, we need to determine ieanprobability p,, of marking packets IN.
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Figure 1: Congestion and reservation window size.

Setting 1 (shorttimg ): Depending on the ratio between the maximum window size

W, aNd the reservation window size= CIR RTTk k, ( : packet size in bits), three
cases for calculating,, can be distinguished (see e.g.areasB and in Fig. 1):
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The relation between average packet loss probabiljty and loss probabilities
piv: Pout fOr IN and OUT packets, respectively, is given by

PL = PPN+ (1=Pp) Pout - (3)
Together with equ. (1), we deriveé € poyr—pPn V7~ 4Pout—Pin )

H 8
= ifW <R
D 3 IN I max

O

0 2.2 2
Wmax = E4R6 hi 2J4R 0 ;Zy(l_ 0.5R°9) if %WmaxS R< Wmax (4)

O
O 2 AR(py —
0-2+ 2.8 it R< 2w, ., with a = AN~ Pout)
0 2 N4 3pour 2 3Pout

For a large time constart , only two cases have to be consideked (3/4 W,y ,, ):

g1 if 3/4 W0 < R

max— (5)

P
" E4R /(BWpa% otherwise

Together with equs. (3) and (1), this leads to
08 .
% 3—|N if 3/4 Wmaxs R
2
a_ |a 8 . . 4R(pN — Pour)
—=+ [+ — otherwise, with a = —————
2 N4 3poyr 3Pout

Both for large and small values af , the mean throughput of a TCP connection
finally follows from equs. (4) or (6), and
3w

max
IRTT )

W =

max

(6)

o o

B =k

4 Multi-RED Queueing Model

The Random Early Detection (RED) buffer management scheme has been proposed
to accompany a transport-layer congestion control protocol such as TCP. If the aver-
age queue occupation exceeds a minimum threshold, RED starts dropping packets.
The rate of packet drop increases linearly, as the average queue occupation increases
until it reaches a maximum threshold. Above the maximum threshold, all packets are
dropped.

Multi-RED extends RED to handle two classes of packets. Service discrimination
between classes can be achieved in different ways. The first one is to use two thres-
holds to decide when to begin dropping packets, the threshold for OUT packets being
lower than that for IN packets (see Fig. 2). Another way is to set the same thresholds
for both classes, but to use drop probabilities that increase at different rates as the
mean queue length increases.
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Figure 2: Parameters of a multi-RED queue.

We have used the model for calculating drop probabilities for IN and OUT packets,
presented in [9]. Assume that packets arrive in the queue according to a Poisson pro-
cess with ratex . Packets are marked IN with probabjty and OUT with proba-
bility 1-p,, . Both types of packets require a service exponentially distributed with
parametepn . The total offered load is denoped A/ p , the buffer sikeis . Then
according to [9], drop probabilities for IN and OUT packets are given by

Py = 1- z a"(M)1(n) ; pour = 1- z a®(n)m(n) (8)
wheren(n) is the probablllty that packets WI|| be in the buffer. It can be found
based on queueing theory and Markov chain analysis particularly.

n-1 K n 1 -1
n(n) = (0)p" |‘| ali); mo) = iz "M a(.)i 9)
n=0 i=0

out

The valuea(n) = pma "(n) +(1- pm)a (n) is the probability that a packet is accepted,
a™(n) anda®“(n) depicting the probabilities that IN and OUT packets are accepted,
when the queue contains  packets.

El if n<minTh,
i O n—minTh
n
a(n)=01- n if mi : 10
(n) 1 Pma)‘”maben—minThn if MinTh,<n<maxTh, (10)
t
oo if n>maxTh,
EO if n<minThy,
0 —minTh,
ot n—min
n =0 ut if mi <ns 11
(n) = H1- Pma)%“tmaxTQut—minTibut if minThy,,<n<maxTh, (11)
g
01 if n>maxTh,
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Figure 3: Network model.

5 Network Model

The investigated network structure is depicted in Fig. 3. All sources are “greedy”
TCP sources, the round-trip time for connection RTST; = 2(30ms+ 2i,) . TCP con-
nections may have different reservation windowys , and different round- trip times
RTT,, therefore creating different marking probabilitigs;  , and mean bit ®Btes
Round-trip times are approximated as constant values. Total input packet rate  of
the queueing system and total marking probabgify =~ are given by

A:%ZBi'andpm:zBipm,i/zBi . (12)
| I !

The queueing model derives dropping probabilitigs poy+ from total input rate
and marking probability. We assume that all TCP connections experience the same
mean packet loss probability as given by equ. (3). This is justified by the operation
of RED queues which randomly drop packets from different connections. Only if the
current packet rate of a connection constitutes a too large fraction of the total packet
rate, the connection in question can modulate the loss process.
It seems to be natural to find the steady-state solution by an iteration, starting with a
given pair of values fop,, poyr (see [5] for a non-DiffServ network). This poses
two problems. Firstly, it has to be ensured that the iteration does find the equilibrium
system state (two unknowns). In this paper, the problem is circumvented by restric-
tion to “undersubscribed” networks, whepg, —~ 0 . Nevertheless, a simple iteration
— as applicable to find the steady-state state probabilities in a discrete-time Markov
chain — often cannot find the steady-state solution. We applied a binary search in
order to calculate the equilibrium value gf

Pout = falfalPout)) - f1(falPout)) —Pout = O. (13)
In equ. (13),f,(.) isthe transfer function of the queueing model (equ. (9))f gnd
relates to equ. (12). The binary search is stopped, if none of the throughputs is
changing by more than a fraction ef (examples in Section 6sus®.01 ). This
approach also might be suitable for a solution with regard to the single unkpown
(instead of the paip,y, poyr ©Of unknowns) in the oversubscribed case.
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6 Numerical Results

For the examplesN = 50 sources are connected over uniform access delays of
d; = 30ms each, which yields uniform round-trip times oéoms . The TSW markers

are set to committed information rates ©fR, = (i —0.5) 20 kbit/s 1<i<50 . The total
reserved rate thus B&sMbit/s , creating an undersubscribed core link. All TSW win-
dows are setta; = 1s (default ims-2and used, e.g., in [14]) which leads to a mar-
king behaviour “short TSW window”. Packet size kis= 8000bit . Fig. 4 shows a
comparison between analysis and simulation. The ladder results have been obtained
with different TCP variants Reno, Newreno and Sack [7], confidence level is 95% .
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Figure 4: Achieved bit rates with short TSW window € 1s ).

We observe two differences between analysis and simulation. For all connections
with low CIR, analysis predicts a higher throughput than simulation. These connec-
tions send a high fraction of OUT packets, thus suffering from a higher and the-
refore higher TO probability (burst losses at high ). The analytical model does not
include TO behaviour. For connections with highR  , analysis and simulation for
Newreno / Sack match quite well. Closer review shows that TCP Reno also produces
frequent TOs. We conclude that the analysis yields good accuracy if TOs are rare.
Fig. 4 also shows that connections with higir cannot achieve their target rates.
According to equ. (1), high rates require a low packet loss probability. Thus, these
connections cannot use OUT packets. There are two possibilities to avoid sending of
OUT packets: a) long TSW windows, or b) marking packets as OUT if the peak rate
(instead of the mean rate) of TCP’s “sawtooth” is exceeHed 4/3 CIR RTTk ).

Fig. 5 presents results from analysis and simulation of a) and b) with TCP Sack. All
connections achieve their target rates, but both solutions introduce drawbacks. Mar-
king with respect to TCP’s peak bit rate requires that the additional bit rate is reser-
ved, since users can continuously send IN packets at this rate (worst case). Long
TSW windows allow emission of large bursts which requires large node buffers. We
assume that a marking scheme like dual token bucket could avoid these problems.
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Figure 5: Achieved rates with peak rate marking / long TSW window (TCP Sack).

7 Conclusions

In this paper, we have presented a numerical method to analyse steady-state TCP bit
rates in DiffServ networks. The results show reasonable accuracy if TOs are rare.
The analysis is fast (e.g. approx. 10s run-time compared to 20min for simulation with
small confidence intervals). We show that either large TSW window sizes or measu-
ring against TCP peak rate are necessary in order to guarantee QoS for TCP connec-
tions with highCIrR . We see the following topics for further work: investigation of
networks with inhomogeneowstT,  and modelling of dual token buckets.
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