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Abstract—In this paper a scheme for joint source-channel decoder to exploit the redundancy left by the source encoder
coding based on LDPC codes is investigated. Two concate-This structure was mentioned as a possible solution in [@6, S
nated independent LDPC codes are used in the transmitter: 2.1], but was not investigated further in favor of the LOTUS

one for source and the other for channel coding, with joint des. LOTUS cod inal h for ioint
belief propagation decoder. The asymptotic behavior is arlgzed codes. codes use a single sparse graph for joint source

using EXtrinsic Information Transfer (EXIT) charts and thi s Channel coding, in a similar fashion to [4]-[9], with the eod
approximation is corroborated with illustrative experiments. The optimized for the source statistics.

optimization of the degree distributions for our sparse coe to The double structure in the transmitter side is of partic-
maximize the information transmission rate is also consided. ular interest for very low entropy sources. In this case in
fact, the overall rate of the separated source and channel
codes compresses the source, while the structures in J4]-[9
The separation principle states that there is no-loss @i, only add redundancy to this already highly redundant
optimality from disjoint design and decoding of the sourcgoyrce. Therefore, the separated structure in the traiesmit
and channel codes as the block length tends to infinity [Iige increases the flexibility of our communication system,
Thereby, these two problems have traditionally been addtes g)jowing to compress and protect the source. For high eptrop
independently of each other. On one side, source codingsrelsources, we can trade-off the redundancy left in the sowyce b
on the Lempel-Ziv (LZ) algorithm [2] which compresses anyhe redundancy introduced by the channel encoder to achieve
stationary and ergodic source to its entropy as the numtpﬁéher information transmission rates.
of symbols increases. On the other, channel coding builds onrhe rest of the paper is organized as follows. In Section
low-density parity-check (LDPC) codes [3] achieving cha@inn|; the structure of the proposed JSC decoder is described.
capacity as the number of coded bits tends to infinity. Howeveye analyze its asymptotic behavior in Section Il using the
for finite-length codes, the separation principle does ppha  Extrinsic Information Transfer (EXIT) chart approximatio
and the residual redundancy left by the source code should[m], while an optimization procedure for maximizing its

employed by the channel decoder to reduce its error rate. transmission rate is described in Section IV. The expertaien
For finite length codes, the nature of LPDC codes and thgsyits are reported in Section V.

LZ algorithm makes impractical the use of a joint decoder.

Furthermore, for disjoint decoding, the LZ algorithm may Il. JOINT SOURCE AND CHANNEL DECODER

be problematic: unless the block length is sufficiently long The transmitter first compresses the source with an LDPC-

and the channel decoding error rate is extremely low [4)ased code, as proposed in [12]. The compressed sequence

Therefore, some systems, such as third-generation wsrelgs—= H,.s, whereH,, is a sparsé x n parity-check matrix

data transmission, do not compress the redundant soufRe. = ¢/n < 1). Then it protects the encoded bits with

prior to channel encoding and, consequently, there has begivther LPDC codeK,.. = ¢/m < 1) and it finally transmits

several proposals [4]-[9] that exploit the source statstit the codewordk = G..b over the channel.

the channel decoder. These schemes use the redundancy at tiigo sparse bipartite graphs compose the decoder, as shown

source (uncompressed or partially compressed) to impf@ve in Fig. 1, where each check node of the source code (left) is

channel decoder performance. connected to a single variable node of the channel codet)righ
We propose to add an additional LDPC-based source €fhe joint decoder runs in parallel. First the variable nodes

coder between the uncompressed source and the LDPC chaform the check nodes about their log-likelihood ratio R)L

nel encoder, which are decoded jointly. This approach has #ind then the check nodes respond with their LLR constraints

advantage of (further) compressing the source prior toraddifor each variable node. Let us consider ti& iteration of the

the redundancy bits and the joint decoder allows the changelcoder. For the sake of clarity, we describe the two desoder
" ) ed b the National Scienumdai with separated notatiormifg(k) andmifg(k) are, respectively,
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source bits, (i.e., s, = 0 if LLR(s,) > 0, ands, = 1
otherwise, wherd.LR(s,) = Z3° + 3. miﬁ;(K)).

IIl. ASYMPTOTICANALYSIS: EXIT CHARTS

The belief propagation algorithm allows analyzing finite-
length codes, but is impractical for studying the asymptoti
behavior of sparse codes. EXIT charts [11], an approximatio
of density evolution (DE) [13], [14], are a simple way to
analyze this asymptotic behavior. Specifically the EXITrtha
with Gaussian approximation assumes that the belief propa-
gation messages are Gaussians having a particular symmetry

condition which imposes that? = 2.
andm<S* are, respectively, the message passed frone'the Since the decoder is composed of two separated LDPC de-
check node to the'® variable node of,. andC... mic_’cc’(k) coders that exchange information, it is not possible to damb

is th P the check nods,| ted t the evolution of the two decoders in a single input-output
IS the message passed Irom he ¢ Sisg?k J@ONNECIEATO ¢\ ction. Even if they run in parallel exchanging infornoat;j

th ; : ; )
the v™ variable ”;fde 'TCCC’ while My is the messglge we need to describe the evolution of the source and channel
passed from the'" variable node irC.. connected to the decoders separately

check node irCs.. These last two messages are indexed OnlyThe following notation is used in the rest of the section.

by v, because there is a single connection between every chgck [x. ] denotes the mutual information between a message

node inC., with a variable node i sent along an edg@, ¢) with “left-degree”i.. [i..] and the

23 and Z;° represent, respectively, the LLRs for they i, corresponding to the bitnodefor the LDPC source
variable nodes fow = 1,...,n (i.e. the variable nodes of [channel] decoder: and.. [x..] denotes the average af, .

the source decoder) and for = n +1,....,n + m (i.e. Eﬁc] over all edges(v,c). y;.. [y;.] denotes the mutual
the variable nodes of the channel decoder). For independ rmation between a message sent along an édgé with

blnalrxpsources transmitted over a BIAWGN channiél? = wignt.degree”j,. [j..] and the symbol corresponding to the
log(=5=) (wherep, = P[s, = 1]), and Z{® = T, Where yyin046, for the LDPC source [channel] decoder: ang
ry = (1 —2x,) +n,, ando? is the channel noise variance. [y..] denotes the average of . [y;..] over all edge(c, v).

The messages between variable nodes and check nodage consider the class of EXIT functions that make use of
follow the same procedure that standard belief propagatiqtiqussian approximation of the BP messages, which considers
First the variable nodes send their LLRs to the check nodgg ell-known fact that the family of Gaussian random

Fig. 1. Joint decoder scheme

and the corresponding messages are given by variables is closed under addition (i.e. the sum of Gaussian
se (k) _ sc se,(k—1) random variables is also Gaussian, and its mean is the sum of
m3ek) = Z5C4+ > . m, 1) i i
e v . Cfc ’ - the means of the addends). Imposing the symmetry condition
mee® = zee 4 my " L5 omE Y (2)  and Gaussianity, the conditional distribution of each ragss
miﬁsc,(k) _ Ze 4y, e (k=) and 3) L in the directionv — ¢ is Qaussianv N(w,2u), for some
ce (k1) value 1 € R,. Hence, lettingl’ denote the corresponding
mge) = ZE+ Dt Merly s (4) bitnode variable, we have
where (1) runs forv = 1,...,n; (2) and (3) for v = n + I(V;£) =1—E [log, (1 +e,£)] EY J(),
1,...,¢;and (4) for v=n+¢+1,...,n+ m. Notice that ) ] ]
m2e ) —0, m(c:,cﬁk—l) —0andm: @ — . whereL ~ N (u,2u). Notice that, by using the functio(-),

The messages between the check nodes and the varialjl§scapacity of a BIAWGN cf;annel with noise varianeg
nodes are given by can be expressed &= J(2/0;).
Let us consider the “two-channel” scenario induced by

mis® mee e k) mifjﬁk) the proposed JSC scheme. Generally, an LDPC code is
tanh| —>— | =tanb{ ———— Htaﬂh 5 |'®) defined byAz) = ¥, ha ! [A(x) = Y, M), and
N (;’);ﬁ” p(x) = >, pja’ =" [P(x) = 3, Pja] which represent the
mff%cc*(k) m,,’ degree distribution of the variable nodes and the checksode
tanh| ——— | = | [tanh and

2 = (6) respectively in the edge [node] perspective.
For the source decoder, the messageis given by

ce, (k) cc,(k)

Me,v mv’,c . _

tanh( 5 ) = L[tanh<—2 ) , @) Xeo = Z Ai.JBsc ((ise —1)J "(yse)sp) 5 (8)
where (5) and (6) run forc = 1,...,¢, while (7) runs for where Jgsc(-) is a manipulation of the functio/(-) to

c=/(+1,...,m. After K iterations of the decoding processtake into account that the source is binary and i.i.d. with
the v** source bit is estimated by computing the LLR of the = P[s, = 1], i.e. the equivalent channel is a binary

v’

lsc



symmetric channel (BSC) with crossover probabilitythen iteration of the LDPC source decoder, a large number of
capacity 1 — H(p)). In particular, the probability density iterations on the channel decoder are performed, in order to
function (pdf) of the LLR output from the equivalent channeleach the fixed point equilibrium; the generated messages ar
is given bypd(x+L)+(1—p)d(x—L). Therefore, the function incorporated as “additive messages” to the check nodes of
Jpsc can be expressed by the source LDPC decoder; all the check nodes of the channel
_ LDPC code are activated. This provides a complete cycle

Tpsc(up) = (1= p)I(V; LO77) + pI(V; L), of scheduling, which is repeated an arbitrarily large numbe
where L0-P) ~ N (4 L, 2p), and £®) ~ N (pn — L, 2u). of times. The reason for adopting this scheduling instead of
The messageg.. is given by the practical one is related to the fact that the EXIT charts
can be seen as a multidimensional dynamical system with

Yse=1=> Ni.pjo. T (Jse = )T (1 =x5e)+J "(1=Tci..)), state variables. Since we are interested in studying thel fixe
feeslse points and the trajectories of this system, we need to reduce

9) ; ;
o . . . the problem to an input-output function and then reduce the
where T¢;.. = J(iced ' (Yee)) + JH(C)) is the message number of variables.

generated by a variable node of degrige of the channel
decoder. Notice that we average over all possible valués. of
throughA;, .
For the channel decoder, the messageis given by In this section we present an optimization procedure for
(k) _ N S 1 1 maximizing the transmission rate of the proposed JSC code.
Xee _RCCZPN)‘Z“J((%C DI yee) +J7H(C)+J (lcﬂsc)) We suggest a suboptimal procedure that gives optimal codes

IV. JSC GODE OPTIMIZATION

Joestee when the source and channel rates tend, respectively, to the
+(1=Ree))  Nieo ((iee=1)T H(yee) + 77 1(C)),  (10) entropy of the source and the capacity of the channel. First,
fee we compute the optimal channel code assuming the input

where |¢;. = 1 — J(jst’l(l—xsc)) is the message bits are i.i.d. and equally likely (worse case). This is the

generated by a check node of degjgeof the source decoder, Standard LPDC optimization for channel coding [3], [15].
We average over all possible valuesjaf throughP;_ . Notice G_lve_n the optimized cha_nnel code, we compute optlmal degree
that (10) is composed of two parts to take into account the t4histributions for the variables and check nodes in the sourc
that a fraction ofR... variable nodes of the channel decoder afepde.

connected to the check nodes of the source decoder (i.e. thegubstituting (9) into (8), we can express the input-output
have the extra message;..), while the remainingl — R, function of the source code as

are connected only to the transmission channel. Since tiae da _ _

are transmitted over a BIAWGN channel, thén= J(2/02), X&) = Fae(@le™p, feelale™, 0)), (13)
thereforeJ ~1(C) = 2/02.

(k—1) . . : .
Finally, the messagg.. is given by wheref..(zse ", C) is the input-output function related to

the channel code and is derived by substituting (11) int9.(10
Yee =1— ijch ((‘jCc - 1J 1 - ch)) } (11) In a density evolution analysis, the convergence is guaran-
jee teed if Fiy.(Xse, P, fse(Xse, 02)) > xse fOr x40 € [0, 1], which

After K iterations, in order to compute the bit error raté?”sE”eS convergence at t,he fp(gd pout= 1.
(BER), we need to obtain the conditional pdf of the LLRs G|v?n (Ace(), pec(w)) (i-e. fixing the channel code) and
output by the source bits (i.e. the variable nodes of thecgour’se(#)" Ed. (13) is linear with respect to the coefficients of
code). Without taking into account the message generated(?), @nd thus the optimization problem can be written as

by the equivalent channel, these LLRs are Gaussian, i.e. A

for a variable node with degreg., N(u,.,,2ui..), where ) maxyl, »o i (14)
pi.. = iseJ '(yse). Since the equivalent channel is modeled subjectto 7, i >2=1,0>\;, <1 (15)
as a BSC, the pdf of the overall message is a Gaussian mixture Foe(Xsey Dy fee(Xse, C)) > Tse (16)

weighted by the value of, i.e. pN(u;., — L,2p;,,) + (1 — A
p)N (i, + L,2p;,,). Averaging over all possible values we
have that the bit error rate BER is equal to

1 . 1
N =D ST (e k. a7)

where (17) represents the stability condition [16].
P, = Z/\l {pQ(xic) +(1 —P)Q(%:p)} ’ (12) The ppf[lml_zatmn procedure sketche_d above, is based on
the optimization procedure proposed in [16]. In contrast to

] ] ) ] [16], we deal with two codes that iterate in parallel and then

where Q(:) is the Gau55|ar117tpall function and wher¢ = e add the input-output function of the channel code (i.e.

Vi /2= L/ 20, anda; P = /i )2+ L/\2pi.. 5 257D ) to the optimization.

As described in Section Il, in the finite length simulations
the two decoders run in parallel. On the cqntrary, in the itefin 1According to [16], we consider a concentrated right degiisiidution of
length case we adopt a conceptually easier schedule: for eae form p(z) = pz*~—1 + (1 — p)a* for somek > 2 and0 < p < 1.

lsc



V. EXPERIMENTAL RESULTS show for LDPC-8-3-4, because i3, is higher.

In this section, we illustrate the advantages of using two " the plots we observe abouil5 gain when we com-
concatenated LPDC codes for joint source-channel coding "€ LDPC-8-2-4 with LDPC-8-3-4 for BER larger than the
stead of one structure as proposed in [10]. We have perfornf€gidual BER. This gain is due to the additional redundancy
three sets of experiments with regular LDPC codes with thrdk LDPC-8-2-4. The price we pay for this gain is a higher
ones per column and an overall coding rate of 2. In the firdgSidual BER. We can trade off the expected gain and the
we illustrate the advantage of using two concatenated LDPgSIdual BER by parameterizing the sourBe. = ¢/8 and
codes, one for source coding and the other for channel codif§2Mnelfee = ¢/4 code rates witl. The value oft < (0,4]
instead of a single sparse code. In the second experiment, fy&versely proportional to the gain and to the residual BER
show why joint decoding is better than cascade decodingV ¢an also decrease the residual BER by increasing the code

channel decoder followed by an independent source decod@fdth, as illustrated in Fig. 2. _ _
In the final experiment, we explore the use of optimized FOr LPDC8-4, the BER does not improve as we increase

irregular LDPC codes instead of regular ones. For all t{Be code length (the three lines superimpose). A singlesspar
experiments, we use additive white Gaussian noise chanrfdPh for source and channel coding with- m does not pos-
and the sources are assumed to be i.i.d. ®ith, = 1] = p.  SESS error correcting cap_abllmes,_ because equall_wllkqduts

For the first experiment we have used three codes. The fig§gSent outputs whose distance is constant and indepeoident
scheme, denoted as LDPC-8-2-4, consists of two concatendft€ code length. Thereby, there cannot be a gain as we ircreas
LPDC codes with rate®,. = 2/8 and R... = 2/4 for source the code length. _
and channel coding respectively. The second scheme, LDPCLN the second experiment, we decode the LPDC-8-2-4
8-3-4, consists of two concatenated LPDC codes with ratggheme with a cascade decoder and compare it with the joint
R,. = 3/8 and R.. = 3/4. The last scheme, LDPC-8-4,5cheme proposed in this paper. The cascade decoder first
consists of a single LDPC code whose compression rated@codes_the channel code assuming the compressed bits are
R,. = 4/8. This code only compresses the source and dogQqually likely i.i.d. bits and then it decodes the sources bit
not add any redundancy to the transmitted bits. using the LLRs output by the channel decoder.

In Fig. 2, we show the bit error rate (BER) as a function of In Fig. 3, we plot the BER for both decoders as a function of
the E, /N, for i.i.d. input bits withp = 0.02. For each code the £, /Ny for i.i.d. input bits withp = 0.02. For each decoder
there is a set of three plots: the BER predicted by the Exthere are two plots: the BER estimated by the EXIT chart
chart (dash-dotted line), the BER for codewords with 32(@lash-dotted line) and the BER for codewords with 3200 bits
bits (solid lines) and the BER for codewords with 1600 bit€solid line). The two leftmost plots are for the joint decogli
(dashed lines). The three leftmost plots are for LDPC-8-2(@) and the rightmost plots for the cascade decodiny (

(o), the three middle plots are for LDPC-8-3-4) and the
rightmost plots for LDPC-8-4L(). e —ointdec

| i — cascade dec|

10 : :
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w0 Fig. 3. BER versugs;, /Ny for the joint and cascade decoder for LDPC-8-2-4.

Eb/N0
Fig. 2. BER versugZ;, /Ny for LDPC-8-2-4, LDPC-8-3-4 and LDPC-8-4. For low E}, /Ny neither decoding procedure is able to decode
the transmitted word and they provide chance level perfor-

In Fig. 2 we observe the standard behavior of the joimnance, BER= p. The signal to noise ratio is below capacity
decoder for two concatenated LDPC codes, one for chanaed the redundancy is not high enough to decode correctly the
coding and the other for source coding. A%/N, increases transmitted words. For high, /Ny both decoding procedures
there is a sharp decline in the BER due to the channel cagéurn the same residual BER. There are no errors due to the
operating below capacity and, as expected, this transiionchannel decoder and the residual BER is solely due to the
sharper as the code length increases. There is a residual BiRrce decoder failing to return the correct word. There is a
at highE,, /Ny, only observable for LDPC-8-2-4 in Fig. 2, duerange inE;, /N, between 0 andd 3, in which the joint decoder
to the source decoder not being able to correctly detechall treturns the residual BER (low BER) and the cascade decoder
compressed words for finite-length codes. This residual BERturns chance level performance (high BER).
tends to zero as the codeword length increases, bedayse That the channel and source decoders work together to
is above the entropy of the source. The residual BER does neturn the correct word explains the difference in perfaroea

BER

BER
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in this E},/Ny range. The redundancy not removed by the rate 1/4 channel encoder and we have compare it with a
source encoder gives additional information to the chanmelte 1/2 channel encoder with a joint decoder that knows the
decoder to return the correct word. This information is naource statistics. The results were similar to the shownltes
present in the cascade decoder and therefore the chanmehe first experiment. Moreover, we have also considered
decoder is unable to decode the correct word. The joiktarkovian correlated sources and achieved gains holdserhe
decoder provides in this particular examplé&B gain with results have not been reported here for lack of space.
respect to the cascade decoder. This gain remains unchanged
in the EXIT charts. This gain disappears only if the rateshef t
source and channel encoders tend to the entropy and capacityVe have proposed a new procedure for joint source-channel
respectively, as the codeword length increases. But fatefini coding, using two concatenated LDPC codes. We have studied
|ength COdeS, the rate of the source cannot approach Cﬁpamﬁse codes USing EXIT charts and our simulations results
and we obtain a gain from a joint source-channel decoder_confirm the agreement between the EXIT chart prediCtionS and
Finally, we present the performance of irregular optimizeiie performance of these finite-length codes. Finally, weeha
LDPC codes obtained by using the method described $Hggested a procedure for optimizing the degree distdbuti
Section IV. For the channel code, we adopt the first LDP@f our code with EXIT charts that achieves good performance

VI. CONCLUSIONS

code withR.. = 1/2 in [15].

For the source code, we fix = 0.03 and the degree
distribution of the check nodes tgx) = 0.5z +0.52%? and
using the optimization procedure described in Section I¥, w1l
obtain the degree distribution for the variable nodgs:) =
0.0982 4+ 0.274234-0.02527 4 0.2922° 4+ 0.075232 4-0.234234,

The rate of the source code I%,. ~ 0.24 and the overall
coding rate is around.08. We denote this scheme as LDPCi- 3]
8-2-4 and we compare it with LPDC-8-2-4, as their rates are
similar. In Fig. 4, we plot the BER for the two codes as a*!
function of theE, /N, for i.i.d. bits with p = 0.03. For each
code there is a set of three plots: the BER for codewords witls]
3200 bits (solid lines), the BER for codewords with 6400 bits
(dash-dotted lines) and the BER for codewords with 1280g;
bits (dashed lines). The three top plots are for LDPC-8-2-4
(o), the three bottom plots are for LDPCi-8-2-4 )

(2]

(7]

(8]

BER
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[10]
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—— LPDC-8-4-2
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-1 -0.5 0

10

0.5 1 15 2
E /Ny

Fig. 4. BER versusz;, /Ny for the codes LDPC-8-2-4 and LDPCi-8-2-4.

(11]

12
In Fig. 4 we observe that for the regular code as th[e]

codeword length increases the residual BER remains cdnstan
while the irregular code is able to reduce its residual BE
gradually with the code length. This result is similar to the
typical results for LPDC codes for channel coding. Regular
codes cannot approach capacity and need a margin in tI'[ﬂ'
rate to be able to reduce the BER towards zero, while irregula
LDPC can achieve capacity as the code length increases.
Therefore, if the source code rate approaches the entrapg of[ig
source, we need optimized irregular codes in order to reduce
the BER with the code length.

We have also verified our double LDPC transmitter with
high redundancy sources using a rate 1/2 source encoder and

when R, tends to the entropy anft.. to capacity.
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