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Abstract—This paper describes an algorithm which can achieve
a constant bit rate when coding multiple video objects. The im-
plementation is a nontrivial extension of the MPEG-4 rate control
algorithm for single video objects which employs a quadratic rate-
quantizer model. The algorithm is organized into two stages: a
pre- and a postencoding stage. In the preencoding stage, an initial
target estimate is made for each object. Based on the buffer full-
ness, the total target is adjusted and then distributed proportional
to the relative size, motion, and variance of each object. Based on
the new individual targets and rate-quantizer relation for texture,
appropriate quantization parameters are calculated. After each
object is encoded, the model parameters for each object are
updated, and if necessary, frames are skipped to ensure that the
buffer does not overflow. A preframeskip control is exercised to
avoid buffer overflow when the motion and shape information
occupies a significant portion of the bit budget. The rate control
algorithm switches between two operation modes so that the
coder can reduce the spatial coding accuracy for an improved
temporal resolution. A shape-coding control mechanism is also
proposed, which provides a tradeoff between texture and shape
coding accuracy. Overall, the algorithm is able to successfully
achieve the target bit rate, effectively code arbitrarily shaped
objects, and maintain a stable buffer level. These techniques have
been adopted by the MPEG committee in July 1997 as part of
the video Verification Model (VM8).

Index Terms—Bit allocation, buffering policy, multiple video
objects, rate control, shape coding control.

I. INTRODUCTION

OVER the years, rate control has been an extensively
studied topic for video transmission. From the classic

works on bit allocation [1]–[4], it is clear that rate control
has emerged as a technology which is application specific.
As a result of the strong relation between the bit allocation
problem and rate control, excellent results have been obtained
with regard to encoder optimization. Rate-distortion theory
has been successfully applied to optimize the selection of
wavelet packet bases [5], the selection of quantizers in a
dependent coding framework [6], the frame type selection for
MPEG encoding [7], and modes of prediction in an MPEG
[8] or H.263 system [9]. In yet other works [10]–[14], the bit
allocation problem has been jointly treated with the buffer
control problem, thus realizing constraints set forth by the
network.

Manuscript received October 23, 1997; revised April 20, 1998. This paper
was recommended by Associate Editor M.-T. Sun.

A. Vetro and H. Sun are with the Advanced Television Laboratory,
Mitsubishi Electric Information Technology Center America, New Providence,
NJ 07974 USA.

Y. Wang is with the Department of Electrical Engineering, Polytechnic
University, Brooklyn, NY 11201 USA.

Publisher Item Identifier S 1051-8215(99)01191-X.

The focus of this contribution is very different from the
works cited above in that it does not attempt to optimize
encoder performance, but defines a framework for the encoder
to operate. Once a stable and robust framework for the rate
control has been established, then the optimization can be
performed. As an introduction, we will describe the general
rate control problem, and show how different rate control al-
gorithms have evolved by new demands posed by the encoding
and transmission environment.

A common feature among conventional video coding
schemes (e.g., MPEG, H.263) is that bit streams are generated
through compression algorithms which output variable-length
codes. In general, the use of variable-length codes realizes
significant gains in compression, however, the bit stream is
not directly suited for transmission over a fixed-rate channel.
To make this transmission as efficient and accurate as possible,
a variety of coding factors should be jointly considered:
channel rate, encoding rate, and scene content. For the rate
control algorithm to work well, the relationship between the
coding factors and coding parameters must be determined or
accurately modeled.

Rate control techniques have been studied very intensively
for various standards and applications, such as videocon-
ferencing with H.261 and H.263 [9], [15], storage media
with MPEG-1 and MPEG-2 [5], [7], [8], [16], real-time
transmission with MPEG-1 and MPEG-2 [12], [14], and the
recent video object coding with MPEG-4 [17], [18]. For
different coding schemes, different coding parameters may
be employed and different constraints may be imposed. For
instance, in MPEG-2, the most influential coding parameter
with regard to picture quality is the quantization parameter
(QP) used for texture coding. This parameter can be selected
for the entire frame or change from macroblock to macroblock.
In most implementations, it is selected based on a measure
of buffer fullness so that the target bit rate can be obtained.
Also, since the primary application for MPEG-2 is digital
video broadcast, it is desirable to have a fixed GOP (group
of picture) structure. By this, we mean that the anchor frame
distance and -frame interval are fixed within a particular
GOP. In this way, the rate control algorithm cannot resort
to changing the temporal coding parameter for buffer control.
More on the MPEG-2 terminology and encoding process can
be found in [19]. In contrast to this, the H.263 coding scheme
does allow variable frameskip, and due to the low bit-rate
conditions which may be imposed upon the encoder, it is up
to the rate control algorithm to make appropriate decisions on
both spatial and temporal coding parameters. This topic has
been studied in [15]. Generally speaking, if the buffer is in
danger of overflow, complete pictures will be discarded at the
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encoder. This will allow bits used to encode previous frames
to be transmitted, thereby reducing the level of the buffer.
In conjunction with this frame-skipping mechanism, the rate
control algorithm must determine the suitable QP to obtain
the desired bit rate.

Similar to the case of H.263, MPEG-4 rate control must also
consider spatial and temporal coding parameters. However,
since MPEG-4 also allows the coding of arbitrarily shaped
objects, the encoder must consider the significant amount
of bits which are used to code the shape information. This
aspect of the encoder makes the rate control problem in
MPEG-4 or any other object-oriented encoder unique. In fact,
the rate control algorithm has a great deal of flexibility since
each object may be encoded at a different frame rate. Also,
additional coding parameters are introduced by MPEG-4 to
control the amount of bits used to specify the shape of an
object. It is the responsibility of the rate control algorithm to
incorporate these new parameter decisions along with other
parameter decisions (e.g., QP for texture coding each object)
to ensure that the video objects are effectively coded and
suitable buffer levels are maintained. The proposed rate control
algorithm for multiple video objects (MVO) is an extension of
the existing single video object (SVO) algorithm. The block
diagrams of the SVO algorithm and the proposed MVO algo-
rithm are given in Fig. 1(a) and (b), respectively. As shown,
the MVO algorithm includes four major additions to the
SVO scheme, namely, target distribution, preframeskip con-
trol, switching of operation modes, and shape-coding control
(calculate AlphaTH). The first component enables individual-
ized rate–distortion control over separate objects, whereas the
second component ensures a stable buffer when the shape in-
formation occupies a large percentage of bit budget. Their ad-
dition to the SVO algorithm forms a basic framework for MVO
rate control. The next two components aim at providing trade-
offs between the spatial and temporal coding resolutions and
between shape and texture coding accuracy, and can enhance
system performance under low bit-rate coding conditions.

The organization of the paper is as follows. Section II
provides a review of the MPEG-4 SVO rate control algorithm,
and introduces some of the preliminary concepts and notations
that will be used throughout the paper. Section III identifies
the fundamental issues which need to be addressed in order to
adapt the existing SVO algorithm to handle multiple objects.
We first present the basic framework for multiple video object
rate control, and then detail the proposed target distribution
scheme and the improved buffering policy. In Section IV, the
two enhancement components are described. First, a mech-
anism is introduced to make the algorithm more adaptive
and robust to low and high bit-rate coding conditions. Then
a method to control the shape-coding rate by dynamically
varying the shape-coding parameter AlphaTH is presented.
Section V presents the outcome of our simulations under a
number of testing conditions. These results serve to demon-
strate the effectiveness of individual components in the pro-
posed MVO algorithm. In Section VI, we summarize the main
results and provide an outlook for future directions. This paper
is based on our contribution to MPEG-4 [20] which was later
adopted as part of the video Verification Model (VM8) [21].

(a)

(b)

Fig. 1. Block diagrams of SVO and MVO algorithms.

II. SVO RATE CONTROL

The relationship between rate and quantizer for texture
coding has been given a considerable amount of attention for
rate control applications. For example, in [22], a model is
derived from classic rate–distortion theory, and then modified
to match the encoding process of practical encoders and
real image data. In [16], a generic rate–quantizer model was
proposed which can be adapted according to changes in picture
activity. Recently, Chiang and Zhang have proposed a new rate
control scheme using a quadratic rate–quantizer model [18].
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The algorithm in [18] was adopted by MPEG in November
1996 for SVO simulations, and is scalable for various bit rates,
spatial and temporal resolutions, and can be applied to both
DCT and wavelet-based coders. This algorithm will form the
basis for the proposed MVO algorithm.

Fig. 1(a) shows a high-level block diagram of the SVO rate
control algorithm. As we can see, the blocks are grouped into
three major stages: preencoding, encoding, and postencoding.
Actually, the rate control algorithm does not impose any
changes to the main encoding engine, it only provides input
(such as QP) to the encoding engine based on data it has
gathered in the postencoding stage. At this stage, the following
information is analyzed: the QP used for the current frame, the
number of texture bits which resulted from this QP, and the
total amount of bits transmitted. The QP and texture bits are
used to determine the model parameters, and the total amount
of transmitted bits is used to update the buffer level. If the
updated buffer level is too high, the postframeskip control can
choose to skip an appropriate amount of frames.

In the preencoding stage, we make use of the information
from the postencoding stage. First, an initial target is estimated
based on available bits and the number of bits which were
used by the previous frame. This estimate is then refined
based on the buffer fullness, and finally, the QP for the frame
is calculated. This final calculation is based heavily on the
current model parameters which were determined in the most
recent postencoding stage. In the following, a more detailed
description of the algorithm is given.

Let denote the encoding bit count for the texture,
MAD the mean absolute difference of the texture, which is
an indication of the encoding complexity, the quantization
parameter for the frame, and and the first- and second-
order model parameters. The rate control scheme assumes that

is related to by

(1)

With the above relationship, the algorithm can be summarized
in five steps: initialization, target bit-rate calculation, quanti-
zation level calculation, updating of model parameters, and
postframeskip control which is responsible for updating the
time instant.

Initialization: During this stage, buffer-related quantities
are defined and encoding parameters are initialized for use
in the algorithm. A summary of the notation can be found in
Table I. To code the -frame, an initial QP is specified. Once
this frame is coded using bits, we need to determine the
total number of bits which are available for the remainder
of the image sequence

(2)

In (2), is the duration of the sequence in seconds and
is the desired bit rate for the sequence. In addition, we need
to know the average number of bits to be drained from the
buffer per frame

(3)

In the above equation, denotes the number of -frames
which remain to be coded after theframe.

Initial Target Bit-Rate Estimation:The target bit number
for each new -frame is determined in three steps. The initial
estimate is determined from the number of bits remaining
and the number of bits used for coding the previous frame
as follows:

(4)

where denotes the frame rate of the source material,
denotes the number of frames which remain to be coded, and
the constant serves as a weighting factor, with a typical
value of 0.1. The lower bound is imposed so that a
minimum quality can be met.

Joint Buffer Control: After the initial target has been deter-
mined, it is scaled based on the current buffer leveland
the buffer size as described in [19]

(5)

This scaling is performed to maintain a buffer occupancy of
about 50% after coding each frame. Further changes are made
to the target to avoid overflow or underflow. Specifically, the
final target estimate is described by [19]

if
if
otherwise.

(6)

A typical value of is 0.1.
Quantization Level Calculation:From the previous step,

we are given a target rate for the entire frame. To estimate
the target bits for texture, the bits used for motion and header
information of the previous frame are subtracted from the
total. With these remaining bits for texture, the known model
parameters and and the MAD, the QP for the frame
can be calculated using (1). As usual, the QP is limited to vary
between 1 and 31, and allowed to change within 25% of the
previous QP.

Updating the Model Parameters:The model parameters
for the rate–quantizer relationship are continually updated
based on encoding results of the current frame as well as a
specified number of past frames frames total). Only bits
which are relevant to the texture component are considered
in this calculation, i.e., actual bits used for the header and
motion are deducted from the total. The first- and second-
order complexities and are solved for by using a least
squares estimation [18]. More specifically, theQP values and
corresponding bit counts from the current and pastframes
are used to solve a set of over complete linear equations for

and In this estimation process, the model is calibrated
by rejecting outlier data points. The rejection decision is that
a data point is discarded when the error between the predicted
amount of bits by the model and the actual number of bits
used for a frame is more than one standard deviation among
the frames. As a final point, the number of frameswill
change according to the MAD. If there is a scene change, i.e.,
MAD is a large value, a smaller value of is used.
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TABLE I
SUMMARY OF NOTATION

Postframeskip Control:After encoding a frame, the total
number of bits which were used is added to the current
buffer level, and decreased from the remaining bits To
ensure that the updated buffer level is not too high, the
frameskip parameter is set to zero and incremented until
the following buffer condition is satisfied:

(7)

where

(8)

In (7), the value of denotes a skip margin having a typical

value of 0.8, and in (8), the parameter denotes the previous
buffer level.

III. MVO R ATE CONTROL: FUNDAMENTAL ISSUES

Due to the favorable performance of the SVO algorithm and
the ease of implementation, it is desirable for the MVO scheme
to employ a similar framework. However, the extension is
nontrivial as there are many open issues which need to
be addressed. In this section, we first give an overview of
the proposed MVO algorithm, and then focus on the two
fundamental issues: how to select the QP for each object, and
how to administer a buffering policy. The solution to these
two problems provides a basic framework in which the MVO
algorithm can operate.
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A. Overview of the MVO Algorithm

Fig. 1(b) shows the block diagram of the proposed MVO
algorithm. In comparison to the SVO scheme, many of the
blocks are the same, however, some operate on an object-based
level. In the following, we describe the various components in
Fig. 1(b) briefly. The four added components will be discussed
in more detail in separate sections.

Initialization: The initialization process is not very different
from the SVO process described before. Most of the notation
is unchanged, but many of the variables are extended to vector
quantities so that each object can maintain its own set of
parameters.

Initial Target Bit-Rate Estimation:To estimate an initial to-
tal target bit rate, the solution given by (4) can be used.
Alternatively, the target can be made object based by allocating
the bit rate for the th object proportional to the bit rate used
for the th object of the previous frame

with

(9)

In the above equation, is the set of video
object (VO) id’s. An increase in the value of will skew
the individual targets more proportional to A value of

was used in our experiments. It should be noted
that the initial estimate does not need to be very accurate, and
either of the above two methods can be used.

Joint Buffer Control: For the MVO algorithm, the scaling
procedure of (5) and the overflow/underflow adjustments of
(6) can be performed in the same way. However, as an added
precaution for excess shape information at low bit rates, the
safety margin is increased to 0.25.

Target Distribution: In this step, the output target of the
joint buffer control is distributed among each of the arbitrarily
shaped VO’s to yield the target bit number for
individual objects. The proposed solution for this problem will
be discussed in the next subsection.

Quantization Level Calculation:Given the values of
MAD and the appropriate values of can

easily be found. The target number of bits for the texture of
the th object is defined as

(10)

where represents the amount of shape, motion, and
header bits used for theth object of the previous frame.
In our implementation, motion is always coded losslessly,
while the shape can be coded losslessly or lossy. Under
normal circumstances, the algorithm requires no change to
the quantization level calculation of Section II, only that the
correct object-based parameters be used, by replacing
in (1) with

(11)

Shape-Coding Parameter (AlphaTH) Calculation:This
block is used to determine AlphaTH, the parameter that
controls shape distortion in MPEG4. The adjustment of this
parameter can provide a tradeoff between texture and shape
coding accuracy. For now, we assume that it is fixed to zero,
which leads to lossless shape coding. This block will be
discussed in more detail in Section IV-B.

Updating the Model Parameters:Using (11), the object-
based complexities and are determined just as before
in Section II, except that is used rather than

Postframeskip Control:As mentioned in Section I MPEG-
4 allows each object to be coded at a different frame rate. In
the proposed algorithm, we impose the restriction to code each
object at the same frame rate. This is done to avoid problems
with composition. In other words, when two objects are coded
at different frame rates, it is very likely that undefined pixels
will be present in the composite image sequence. Although a
large amount of savings can be achieved by coding objects at
different frame rates, a method to overcome the composition
problem is required.

With the above assumption, the method of postframeskip
control is basically the same as the SVO algorithm. The only
new consideration is that the buffer level is now updated with
shape bits in addition to bits used for texture, motion, and
header information.

Preframeskip Control:At high bit rates, the number of
shape bits is small, and shape can be considered side infor-
mation. However, at low bit rates, this is no longer the case.
The large percentage of the shape information can cause buffer
overflow, even with the skipping of frames exercised in the
postencoding stage. To anticipate potential buffer overflow,
an additional frameskip control is added in the preencoding
stage. This improved buffering policy for handling excess side
information will be discussed in Section III-C.

Mode of Operation: Ideally, the various parameters in the
proposed rate control scheme should be adapted based on the
coding environment, e.g., high rate versus low rate. This is
accomplished by switching between two operation modes. The
discussion on this block is reserved until Section IV-A.

B. Target Distribution Among Objects

Generally speaking, an object-based coder attempts to code
each object with a different quantization parameter. This is
done to exploit the fact that each object need not be coded
with the same precision to achieve comparable quality. For
example, a stationary background coded with a QP of 25 may
have a higher quality decoded output than a more complex
moving object that was coded with a QP of 18. To accomplish
the task of finding appropriate QP values for every object in the
scene, it is necessary to extend the SVO algorithm to analyze
object-based data and distribute the total target bit for a frame
among multiple object.

The bit allocation problem has been treated in many papers.
For the macroblock level case, Pickering and Arnold propose
a perceptually efficient VBR rate control algorithm [26]. In
this work, it is suggested that a perceptual masking factor
be used to classify blocks, where the masking factor was
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determined based on a spatial derivative, an activity factor,
and a motion factor. In related works [23], [24], measures
such as the variance, contrast, and size were incorporated to
locate areas of interest, and even predict the quality that one
may obtain upon coding. Other research has tried to exploit
facial models to apply different degrees of spatial and temporal
scalability to different areas of the scene in videotelephony
applications [25]. In the statistical multiplexing (StatMux)
problem [27], it has been shown that adjustments can be
made on the quantization parameter of several encoders to
ensure that the channel capacity is being efficiently utilized.
This method depends highly on the statistical variation among
several programs, and attempts to achieve uniform quality
among every program.

In the proposed target distribution algorithm, a combination
of philosophies from the perceptually efficient approach and
the StatMux approach is used to distribute the target. At the
same time, it is very important that all of the factors used are
easily computed. The three measures that we have chosen for
target rate distribution are the size, motion and a variance-like
measure, the MAD In [29], it was suggested that the MAD
is a better model of the variance than simply the MAD. So,
for a given target, the target for objectis given by

SIZE MOT VAR (12)

where SIZE MOT and VAR are the size, motion, and
MAD of object normalized by the total SIZE, MOT, and
VAR of all objects, respectively. Here, the motion magni-
tude of the th object, MOT is the sum of the absolute
values of each motion vector component within object
and the size of the object SIZEis simply the number of
macroblocks or partial macroblocks within the object. The
weights and satisfy:
Typical values of the weighting factors will be discussed in
Section IV.

Once the total bit number for each object is determined,
the available bits for texture can be derived by subtracting
the bits used for motion, shape, and other side information.
Then the quantization parameter can be determined using the
rate–quantizer model for each object, as described before. For
now, we assume that the shape and motion information is
coded losslessly.

C. Improved Buffering Policy

Under low bit-rate coding conditions, it is very likely that
the buffer overflows when using the buffering policy of the
SVO algorithm. The reason is that shape information tends
to use a considerable percentage of the bit rate, and is not
accounted for until the actual bits have been spent. If too
many bits have already been spent, the buffer will overflow.
The only remedy, which is an “after effect,” that the existing
scheme can provide is to skip additional frames before coding
the next frame.

In this section, an improved buffering policy is described
to compensate for the effects of large side information. With
this, appropriate adjustment to QP are made before too many
texture bits have been spent. Also, appropriate temporal adjust-

ments are made to anticipate the usage of the additional shape
bits. These spatial and temporal adjustments are achieved
by introducing a new block to the algorithm, preframeskip
control, which has an effect on how the quantization levels
are calculated and how the time instant is updated. Overall, a
much more stable buffer occupancy can be achieved.

Preframeskip Control:Often, in low bit-rate coding condi-
tions, the target which emerges from the joint buffer control
may not be enough to even code the motion, shape and header
information, let alone the texture. In the preencoding stage,
a positive target for the texture is needed so that a suitable
quantization parameter can be determined. However, it is
possible that all of the target bits are used by information other
than the texture. In that case, there must be a mechanism to
effectively alert other parts of the system that there is some
deficiency in the number of allocated bits. Among those system
components which are affected are the target distribution and
QP calculation, as well as the time instant update.

The most obvious remedy is to allow more frames to
be skipped during the postencoding stage so that the buffer
control will allow more bits to be allocated for the next frame
to be coded. As a result, the value is determined so that
additional frames will be skipped in the next postencoding
stage. Specifically, let be the difference between
the target and the amount of bits used in the previous frame
for the shape, motion, and header; is determined by the
following algorithm:

while

where is a bit threshold.
It should be emphasized that no attempt is made to skip

additional frames in the preencoding stage. This action is
reserved for the postencoding stage; the changes to the post-
frameskip control are discussed below.

Quantization Level Calculation:The object-based QP’s are
determined in the same manner as before. However, adjust-
ments on the QP are made based on the new information
that has been extracted in the preframeskip control. In the
event that is greater than zero, the quantization parameter
should be lower bounded so that the actual bits used for coding
the texture information is not excessive. Letting denote
this bound, the QP which is used for a particular object is
constrained in the range A typical value of is 28.

Postframeskip Control:In the SVO case, the number of
shape bits is zero, and other bits pertaining to the motion
and header information are relatively small compared to the
texture bits. Because of this, the rate–quantizer model is
able to accurately predict the distortion given some rate and
vice versa, leading to a stable buffer which can always be
compensated for by using the condition given by (7). For low-
bit rate coding of MVO’s, buffer levels are less predictable due
to the relatively large amount of shape information. Since the
number of bits used for shape may have a dramatic influence
on the buffer levels, some means of compensation needs to be
considered. The first action which can be taken is to make the
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postframeskip control more robust by considering the total
amount of bits that were spent on the previous frame
rather than only considering the current buffer level. This is
accomplished by replacing (7) and (8) with

(13)

and

(14)

Note that the above condition complements the motivation of
the preframeskip control to account for excess header bits in
the skipping mechanism. This is true sincewould include
the large percentage of shape bits for low-bit rate simulation.

As a second action, the value of should be taken into
account. Once the value of has been found, the sum

is formed, and the buffer is ultimately
updated according to

(15)

Essentially, the use of in the above equation represents
the error in the frameskip from the previous postencoding
stage. Since the safety margin was increased, the error was
absorbed by coding the current frame with a lower spatial
quality. Although the above techniques do not guarantee
that buffer overflow will not occur, the simulation results in
Section V-A provide strong evidence that it is unlikely.

IV. MVO RATE CONTROL: ENHANCEMENT ISSUES

In the previous section, the basic elements of an MVO rate
control scheme were considered. Additionally, some helpful
tools such as the preframeskip control and an improved
buffer condition were discussed. These elements together can
provide reasonable quality and maintain a stable buffer. To
further improve the system performance, the proposed MVO
algorithm also include two additional components, which are
discussed in this section.

MPEG-4 bit streams are expected to be used in a variety of
coding environments. In most instances, it will not be specified
whether the environment is considered low bit rate, high bit
rate, or somewhere in between. Since coding decisions may
change according to the environment, it is desirable to have
a mechanism to detect and keep an update of such changes.
To this effect, we propose two differentmodes of operation:
one for encoding at low bit rates, and another for encoding
at high bit rates.

In coding a set of arbitrarily shaped video objects at a high
bit rate, it seems appropriate to code the shape of each object
losslessly. On the other hand, when the shape of each object
needs to be specified in a low bit-rate coding environment, the
percentage of bits used for shape information may be excessive
if coded losslessly. In this case, it is quite probable that the
number of bits which remain for texture coding is small
or inadequate. Also, a significant decrease in the temporal
resolution may be experienced. Therefore, we propose a shape-
coding control to reduce the amount of bits used for shape
coding so that more bits can be used for texture coding and/or
more frames can be coded. Since this type of control would

only be invoked under low bit-rate conditions, it makes sense
to utilize the mode of operation for this purpose. More on
these two topics is discussed in the following subsections.

A. Modes of Operation

In video coding applications, the environment in which the
encoder is forced to operate can depend on a number of
factors, e.g., channel rate, encoding rate, and scene content.
As these factors change, the various control parameters in the
rate control algorithm should make appropriate adaptations as
well. In [15], some experimental studies have been performed
to choose between coding at a low frame rate with high
quality versus a high frame rate with low quality. Here, we
would like to vary the control parameters to exercise a similar
type of spatiotemporal control, i.e., should more frames be
coded with a coarser QP, or should fewer frames be coded
with a finer QP. In order to avoid the excessive complexity
associated with a fine granularity of adaptation, we propose to
switch between two operation modes, depending on the current
temporal coding resolution. Because the frameskip parameter
basically reflects this information, the rate control algorithm
determines the mode of operation as follows:

if

Operate in

else

Operate in

In the current implementation, the skip threshold was set to
two. In a more advanced scheme, the skip threshold can be
viewed as a tolerance parameter, where the actual frame rate
would be allowed to deviate from the target frame rate by a
certain percentage. The complexity of this scheme is negligible
since we would only need to keep a record of the actual frame
rate.

If we are in LowMode, we know that the encoder has
skipped a minimum number of frames. To prevent the coder
from continuing to skip excessive frames, the current frame
should be coded with a coarser quantizer. Therefore, Low-
Mode should impose a lower bound on the calculated quantiza-
tion parameter. This lower bound is the same as that used
in the preframeskip control of the previous section. Although
the bounds are the same, the purpose is very different. When
using from the preframeskip control, the algorithm is
attempting to compensate for the deficiency in the target; on
the other hand, when using from the LowMode decision,
the algorithm is attempting to increase the temporal resolution
for the remainder of the sequence. This approach proves to
be very effective in controlling the frame rate and associated
spatial quality.

Besides imposing constraints on the coding parameters, the
algorithm can also define a heuristic for target distribution.
When encoding at high bit rates, the availability of bits
allows the algorithm to be flexible in its target assignment
to each VO. Under these circumstances, it is reasonable to
impose homogeneous quality among each VO. Therefore, the
inclusion of VAR is essential to the target distribution, and
should carry the highest weighting. On the other hand, when
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the availability of bits is limited, it is very difficult (if not
impossible) to achieve homogeneous quality among the VO.
Also, under low bit-rate constraints, it is desirable to spend
fewer bits on the background and more bits on the foreground.
Usually, the background has a smaller relative motion to
the foreground, consequently, the significance of the variance
should be decreased and the significance of the motion should
be increased. Based on the above arguments and experimental
trial and error, the weights used in our experiments were:

for LowMode and
for HighMode. In testing the

algorithm, we have found that the encoder performance is not
very sensitive to the specific weighting factors as long as the
heuristic discussed above is followed.

B. Decisions on Shape Rate Control Parameters

According to [21], rate control and rate reduction of shape
information can be achieved through size conversion of the
alpha plane. The possible conversion ratios (CR) are 1, 1/2,
or 1/4. In other words, a 16 16 macroblock (MB) may be
downconverted to an 8 8 or a 4 4 block. Each macroblock
containing relative shape information for the object can be
down-converted for coding, then reconstructed to the original
size. A conversion error is calculated for every 44 pixel
block (PB). The conversion error is defined as the sum of
absolute differences between the value of a pixel in the original
PB and the reconstructed PB. If the conversion error is larger
than 16 AlphaTH, then this PB is referred to as anError PB.
If there is one Error PB in the macroblock, then the CR for the
macroblock is increased, with the maximum value being 1.

From the above discussion of shape coding, it is evident that
the value of AlphaTH has a considerable effect on the number
of bits which will be spent on the shape information. To control
the number of bits for shape coding, we propose to vary the
value of AlphaTH based on the current mode of operation and
the output of the preframeskip control. Specifically, AlphaTH
is adapted according to

if

else

where and denote constants which
increment or decrement the current value of

Using the above algorithm, AlphaTH may vary between
0 and AlphaMAX, where AlphaTH 0 implies lossless
shape coding. A discussion on choosing appropriate values
for AlphaMAX, AlphaINC, and AlphaDEC is provided in
Section V-B. Once AlphaTH is chosen by the above algorithm,
the shape coding is executed. The significance of this scheme
is that: 1) it is flexible in that it does not make a hard decision
on the AlphaTH, but directs it in a favorable way, and 2)
it provides a way of reducing the bit rate used for shape.
Although this will increase the distortion for shape, more bits
will be available for texture coding and/or an increase in the
temporal resolution.

V. SIMULATION RESULTS

In this section, experimental results are provided to evaluate
the performance of individual components within the proposed
MVO algorithm. From this, we will justify the need for certain
components, and discuss the impact of others on the coding
quality. All simulations are based on the VM8.0 software.
The first set of experiments is aimed at demonstrating the
usefulness of the preframeskip control to regulate the buffer
occupancy. Two sets of simulations are produced: one which
does not employ the improved buffering policy presented
in Section III-B (MVO1), and one which does (MVO2). In
both cases, the enhancement tools discussed in Section IV are
disabled. The same weighting factors are used for the target
distribution in both algorithms:

In the next set of experiments, the modes of operation are
added to MVO2 and simulations are performed using various
values of AlphaTH which remain fixed for every frame. The
goal here is to investigate the tradeoff in bits between shape
and texture and analyze the resulting object quality. This
algorithm is referred to as MVO3 with fixed AlphaTH. Finally,
a comparison is made between and MVO3 with lossless shape
coding and MVO3 with dynamic shape rate control.

A. Comparison of Buffer Occupancy in MVO1 and MVO2

To illustrate the impact of the improved buffering policy, a
variety of testing conditions were considered at both low and
high bit rates. The number of objects in each scene were as
follows: Akiyo(2), Container(6), News(4), and Coastguard(4).
Obviously, the number of objects in the scene has some impact
on the difficulty to control the buffer level; however, the
complexity of each shape has significant bearing as well. For
the purpose of algorithm testing, the buffer size was set
to half the rate and the initial buffer level was set to

This means that, after coding the first-frame, the buffer
occupancy was 50%.

As we can see from the plots in Figs. 2 and 3, the buffer
occupancy for the MVO2 algorithm is quite stable over the
broad range of testing conditions and is always under 100%.
The occupancy has a mean of approximately 50% and varia-
tions of about 20%. From these results, it is safe to say that
the buffer has very little chance of overflow/underflow. This
type of behavior is also demonstrated by the MVO1 algorithm
under high bit-rate conditions. However, in examining the
buffer occupancy plots produced by the MVO1 algorithm
under low bit rate conditions, it is evident that the algorithm
has less control over the level of the buffer. In every low bit-
rate simulation, the buffer experiences at least one overflow;
in the case ofContainerat 10 kbits/s, every frame which is
coded results in an overflow of the buffer.

As expected, MVO2 outperforms MVO1 under low bit-
rate conditions and provides similar performance under high
bit-rate conditions. Under the low bit-rate conditions, the
object-based QP’s which are calculated by the MVO1 only
consider the texture information of the individual object. In
other words, the preencoding stage of the MVO1 does not try
to allocate bits for the texture and shape jointly. As a result,
the texture coding is unaware of the possibility that a relatively
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(a) (b)

(c) (d)

(e) (f)

Fig. 2. Comparison of buffer occupancy plots for low bit-rate testing conditions.

large number of bits may used for shape coding. When these
bits for texture and shape are added together (along with
motion and header bits), the total can easily become excessive,
and at this point, the only means of compensation is to skip
more frames. Often, buffer overflow has already occurred.

B. Analysis of MVO3 with Fixed AlphaTH

To gain insight regarding the nature of the shape information
and to understand its impact on the rate control algorithm, a
number of tests are conducted on two video objects (VO2
and VO3) of theCoastguardtest sequence. VO2 is a small
boat with some motion and relatively complex shape, while
VO3 is a larger background landscape with simple shape. In
all simulations, the value of AlphaTH does not change from
frame to frame; the value stays fixed.

In our first experiment, we examine the tradeoff in bits for
texture and shape at various AlphaTH. The plots are shown
in Figs. 4 and 5 for VO2 and VO3, respectively. As expected,

the number of shape bits occupies a large percentage of the
total bits at low bit rates, and also, the number of shape bits
decreases with larger AlphaTH, while the number of texture
bits increases. An interesting phenomenon, which is somewhat
unexpected, is that the average bits/frame is increased for
shape when the bit rates become lower. The reason is that
the temporal resolution is reduced, therefore, the change in
shape from one coded frame to the next is increased. Since
the shape coding in MPEG-4 uses intercoding techniques, the
bits are expected to increase. The last point that we would like
to make regarding these plots is that they demonstrate a change
in the bit requirement for shapes of varying complexity. More
specifically, the bit requirement for VO2 is significantly larger
than that for VO3.

Now that the impact of shape information on the bit rate is
understood, we move toward analyzing the distortion of the
shape at various bit rates and AlphaTH’s. More importantly,
we are interested in the effect shape distortion has on the
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(a) (b)

(c) (d)

Fig. 3. Comparison of buffer occupancy plots for high bit-rate testing conditions.

(a) (b)

(c) (d)

Fig. 4. Illustration of tradeoffs in shape and texture bits for VO2 ofCoastguard sequence at different bit rates and AlphaTH values.

overall video quality. Fig. 6 illustrates the object-based–
curves for each object. The most important conclusion that
can be reached from this plot is that an AlphaTH greater
than zero can provide slightly higher PSNR at lower bit rates.
Another conclusion which can be extracted from these plots
is that simpler shapes are more resilient to distortions brought
on by lossy shape coding. However, at the highest bit rate

(144 kbits/s), both plots agree that lossless shape coding is the
best in terms of coding efficiency. These plots are useful in
that they also provided some indication on how to choose the
parameter values which are required by the shape rate control
algorithm. We see that using AlphaTH 0, 16, and 32 yield
very similar results, whereas AlphaTH 64 leads to inferior
performance under all bit rates. Based on this observation,
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(a) (b)

(c) (d)

Fig. 5. Illustration tradeoffs in shape and texture bits for VO3 ofCoastguardsequence at different bit rates and AlphaTH values.

for the proposed MVO algorithm with dynamic shape coding
control, the following values will be used: AlphaMAX 36,
AlphaINC 12, AlphaDEC 12. The maximum value is
chosen so that the shape will not be overdistorted, and the
increment/decrement values allow one to choose the number
of intermediate steps between lossless and maximum distortion
shape coding.

Figs. 5 and 6 show that varying the AlphaTH parameter
does not lead to significant changes in PSNR. Next, we
examine its impact on the temporal resolution. Since the
number of shape bits is decreased with increasing AlphaTH, it
can be expected that the number of coded frames will increase;
Table II supports this notion. With regard to QP, Table III
shows the average QP which was used for each object for
every testing condition. From this table, we see two interesting
things. For one, at 24 kbits/s, the QP’s for every object are
approximately equal. This is due to the limited avalaiblity of
bits for the texture and possibly the lower bound imposed
by the preframeskip control. But, as the bit rate increases
and the constraints are lifted, we observe that lower QP’s
are automatically assigned to the more interesting foreground
objects (VO0 is water and VO1 is another boat). Second, as
the value of AlphaTH increases, the change in QP for every
object decreases slightly—more so for the low bit rates. This,
in conjunction with Table II, allows us to conclude that bits
that were previously used for shape are now used to increase
the temporal resolution when it is deficient. This increase
is visually noticeable, leading to an improvement in visual
quality that is greater than that indicated by the marginal gains
in PSNR.

Note that lossy shape coding will result in undefined pixels
on the object boundary. If these pixels are ignored, the shape
distortion is not accountable, and even very high values of
AlphaTH still provide high quality for the pixels which are

(a)

(b)

Fig. 6. R–D curves for VO2 and VO3 ofCoastguardsequence. See text
for explanation of PSNR calculation.

defined. On the other hand, if these pixels are incorporated
into the calculation by setting them to a constant value, a
severe drop in PSNR will be experienced, even when the shape
distortion is visually acceptable. In our simulation, undefined
pixels are simply replaced with a gray value of 128. This
simple method of treating undefined pixels has the effect
of undermining the margin of improvement achievable with
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TABLE II
COMPARISON OFCHANGE IN TEMPORAL RESOLUTION FORVARYING

AlphaTH AND BIT RATE. MAX NUMBER OF FRAMES CODED = 150
SINCE ORIGINAL 10 s 30 Hz SEQUENCE WAS CODED AT 15 Hz

TABLE III
COMPARISON OFCHANGE IN QP FOR VARYING AlphaTH AND BIT RATE

shape-coding control. For improved performance, one can
apply more advanced interpolation techniques or postfiltering
the decoded alpha plane, as proposed in [35] for compositing
multiple objects.

C. Performance of MVO3 with Dynamic Shape Rate Control

In the previous subsection, a detailed analysis of the object-
based coding results with a fixed AlphaTH was presented.
In this section, we compare the MVO3 which uses lossless
shape coding and the MVO3 which uses the shape rate control
algorithm proposed in Section IV-A. This is to evaluate the
impact of the proposed shape rate control.

The – curves for theCoastguard, Container, andAkiyo
sequences are plotted in Fig. 7. The simulations were per-
formed on QCIF images at 15 Hz forCoastguardand 7.5 Hz

(a)

(b)

(c)

Fig. 7. R–D curves forCoastguard, Container, and Akiyo sequences. See
text for explanation of PSNR calculation.

for Containerand Akiyo. Only the low bit-rate case is con-
sidered. At higher bit rates than the ones shown, the dynamic
AlphaTH simulations performed exactly equal, i.e., lossless
shape coding was automatically employed since the algorithm
was always operating in HighMode. This convergence at
higher bit rates is evident from the plots.

At the low bit rates, it is evident that choosing the AlphaTH
dynamically incurs marginal improvements in terms of the
PSNR values. Although the average gain in PSNR is small,
a consistent increase in temporal resolution ranging from 3 to
5% was noted. This trend agrees with that observed in the fixed
AlphaTH simulations, and is a visually notable improvement.

VI. CONCLUDING REMARKS

In this paper, the problems associated with rate control for
coding multiple video objects were addressed. This type of
algorithm is useful in supporting the object-based functional-
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ities which are central to the emerging MPEG-4 standard. A
number of rate control tools have been proposed to provide
a framework for efficient coding of multiple video objects at
a wide range of bit rates and various spatial and temporal
resolutions. The algorithm has been described in stages so
that individual additions to the existing SVO scheme are
justified. First, the necessary extensions for the SVO algorithm
to operate within an object-based coder are discussed. The
major addition was the target bit allocation among objects.
Next, an improved buffering policy was introduced to handle
the excess side information incurred by the shape information.
Through preencoding stage analysis on the available bit rate
after motion and shape coding and the buffer status, spatial
and temporal coding resolutions are adjusted so that a stable
buffer can be achieved. Lastly, we presented a mechanism for
adapting the rate control parameters based on the mode of
operation (which depends on the temporal coding resolution)
and a scheme for dynamically adjusting the shape coding
parameter. These assist the algorithm in adapting to different
coding conditions, and achieve an appropriate tradeoff between
spatial and temporal coding resolutions and between shape
and texture distortion. Our results show that for low bit-
rate simulations, moderate gains in temporal resolution can
be achieved, while maintaining a similar same spatial coding
quality. Overall, the algorithm does not experience any buffer
overflow/underflow, and the video sequence is coded with
reasonable quality.

As a general note, it should be mentioned that the rate
control problem is simple when the texture bits comprise a
large percentage of the total rate, i.e., high bit-rate condition.
In this case, almost every frame is coded, the shape is coded
without loss, and the bits generated by shape and motion
can simply be considered overhead. Therefore, the major
impact on quality is in the texture distribution of bits among
each object. Since this is a common factor for all of the
simulated algorithms (MVO1–MVO3), their performance is
similar, and an optimization should focus on the distribution
of total bits for texture among different objects. This topic
has been studied in [30]. However, the situation changes
drastically for low bit-rate coding conditions. A significant
amount of complexity is added since the shape bits no longer
comprise a small percentage of the total rate. Also, the need
to skip frames to satisfy buffer constraints has emerged.
In this case, the preframeskip control which is responsible
for spatial and temporal adjustments becomes a necessary
addition. For improved performance, especially the visual
quality, mechanisms should be provided for trading off spatial
coding accuracy for improved temporal resolution. Finally,
distortion in shape should be allowed to achieve a good
tradeoff between shape and texture coding accuracy. This is
expected to provide large gains, and should serve as a focal
point for optimization in the low bit-rate case. Our simulation
results show that the shape rate control part does not have
a significant impact on the coding efficiency in terms of the
PSNR, however, a notable increase in temporal resolution, and
consequently visual quality, can be gained.

As mentioned in Section I, the algorithm is not by any
means optimal. However, we believe that the proposed frame-

work will serve as a solid foundation for further perfor-
mance improvement. Although MPEG-4 will be a standard
in November 1998, encoder optimization will still be a very
active topic. The proposed MVO scheme can achieve suitable
tradeoffs between spatial and temporal coding resolutions, and
between shape and texture coding. For improved performance,
an algorithm should be devised to guarantee that optimal
decisions are made or to verify that current decisions are
near optimal. To arrive at these optimal or near-optimal
decisions, it is necessary to have good– models for
describing the shape and texture of an object. Although
the rate–quantizer model used in the present work is quite
adequate for texture coding, effective– models for shape
still need to be developed. It is expected that such a model
will depend on geometric attributes of the shape. In addition
to individual – models, a good understanding of the
perceptual weighting for shape and texture distortion is also
required to exercise joint shape and texture rate control. Also,
some means to overcome the composition problem should
be developed so that different objects can be encoded at
different frame rates. Although this would require a more
complex buffering scheme, the potential savings are enormous.
Lastly, the rate control algorithm can take the responsibility
to control the coding modes decisions, and jointly consider
those decisions with the rest of the algorithm. This has been
done with MPEG-2 [8] and H.263 [32]; preliminary results
for MPEG-4 have been reported in [33] and [34]. Finally,
the method of rate reduction for shape (size conversion of
the alpha plane) is specific to MPEG-4, and the proposed
shape-coding control is based on this method. Different control
mechanisms will be needed for other lossy shape-coding
methods that allow for rate–distortion control, e.g., the method
in [31].
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