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MPEG-4 Rate Control for Multiple Video Objects

Anthony Vetro,Member, IEEE Huifang Sun,Senior Member, IEEEand Yao WangMember, IEEE

Abstract—This paper describes an algorithm which can achieve ~ The focus of this contribution is very different from the
a constant bit rate when coding multiple video objects. The im- works cited above in that it does not attempt to optimize
plementation is a nontrivial extension of the MPEG-4 rate control encoder performance, but defines a framework for the encoder

algorithm for single video objects which employs a quadratic rate-
quantizer model. The algorithm is organized into two stages: a [© OPperate. Once a stable and robust framework for the rate

pre- and a postencoding stage. In the preencoding stage, an initial control has been established, then the optimization can be
target estimate is made for each object. Based on the buffer full- performed. As an introduction, we will describe the general
ness, the total target is adjusted and then distributed proportional (ate control problem, and show how different rate control al-

to the relative size, motion, and variance of each object. Based on . .
the new individual targets and rate-quantizer relation for texture, gorithms have evolved by new demands posed by the encoding

appropriate quantization parameters are calculated. After each and transmission environment.

object is encoded, the model parameters for each object are A common feature among conventional video coding
updated, and if necessary, frames are skipped to ensure that the schemes (e.g., MPEG, H.263) is that bit streams are generated
buffer does not overflow. A preframeskip control is exercised to through compression algorithms which output variable-length

avoid buffer overflow when the motion and shape information d | L th f iable-l th cod i
occupies a significant portion of the bit budget. The rate control codes. In general, the use or varable-length codes realizes

algorithm switches between two operation modes so that the Significant gains in compression, however, the bit stream is
coder can reduce the spatial coding accuracy for an improved not directly suited for transmission over a fixed-rate channel.
temporal resolution. A shape-coding control mechanism is also To make this transmission as efficient and accurate as possible,

proposed, which provides a tradeoff between texture and shape , o rety of coding factors should be jointly considered:
coding accuracy. Overall, the algorithm is able to successfully . )
achieve the target bit rate, effectively code arbitrarily shaped Cchannel rate, encoding rate, and scene content. For the rate

objects, and maintain a stable buffer level. These techniques have control algorithm to work well, the relationship between the
been adopted by the MPEG committee in July 1997 as part of coding factors and coding parameters must be determined or

the video Verification Model (VM8). accurately modeled.
Index Terms—Bit allocation, buffering policy, multiple video Rate control techniques have been studied very intensively
objects, rate control, shape coding control. for various standards and applications, such as videocon-

ferencing with H.261 and H.263 [9], [15], storage media

with MPEG-1 and MPEG-2 [5], [7], [8], [16], real-time

_ transmission with MPEG-1 and MPEG-2 [12], [14], and the

OVER_ the years, rate control has been an extensivelyoon video object coding with MPEG-4 [17], [18]. For
St“d'e‘?' topic fqr video transmssmn. From the Classt(fifferent coding schemes, different coding parameters may

works on bit allocation [1]-[4], it is clear that rate contro e employed and different constraints may be imposed. For

has emerged as a technology which is application Spe"cnli(fstance, in MPEG-2, the most influential coding parameter

As a result of the strong relation between the bit aIIocatl_cWit regard to picture quality is the quantization parameter
problem and rate control, excellent results have been obtai ) used for texture coding. This parameter can be selected

with regard to encoder opt|m|zat|on. the—dlstortlon theof {the entire frame or change from macroblock to macroblock.
has been successfully applied to optimize the selection 0 . : o
In. most implementations, it is selected based on a measure

wavelet packet_ bases [5], the selection of quant|zer_s "Nof buffer fullness so that the target bit rate can be obtained.
dependent coding framework [6], the frame type selection fqr

MPEG encoding [7], and modes of prediction in an MPE _Iso, since the primary a_lpplication for MEEG'Z Is digital
[8] or H.263 system [9]. In yet other works [10]-[14], the bitV'de.O broadcast, it is deS|-rabIe to have a fixed GOP (group
allocation problem has been jointly treated with the buffe?éc picture) structure. By this, we mean that the anchor frame

control problem, thus realizing constraints set forth by th jstance aqd[-frame interval are fixed W.'thm a particular
network. OP. In this way, the rate control algorithm cannot resort

to changing the temporal coding parameter for buffer control.
More on the MPEG-2 terminology and encoding process can
be found in [19]. In contrast to this, the H.263 coding scheme
Manuscript received October 23, 1997; revised April 20, 1998. This papgbes allow variable frameskip, and due to the low bit-rate
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encoder. This will allow bits used to encode previous frame
to be transmitted, thereby reducing the level of the buffe
In conjunction with this frame-skipping mechanism, the rat
control algorithm must determine the suitable QP to obta
the desired bit rate.

Similar to the case of H.263, MPEG-4 rate control must als
consider spatial and temporal coding parameters. Howev
since MPEG-4 also allows the coding of arbitrarily shape
objects, the encoder must consider the significant amot
of bits which are used to code the shape information. Th
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aspect of the encoder makes the rate control problem irn Caging :
MPEG-4 or any other object-oriented encoder unique. In fac ! L
the rate control algorithm has a great deal of flexibility sinc
each object may be encoded at a different frame rate. Als B B
additional coding parameters are introduced by MPEG-4 Upous

control the amount of bits used to specify the shape of ¢
object. It is the responsibility of the rate control algorithm tc
incorporate these new parameter decisions along with ott
parameter decisions (e.g., QP for texture coding each obje
to ensure that the video objects are effectively coded al
suitable buffer levels are maintained. The proposed rate cont
algorithm for multiple video objects (MVO) is an extension of
the existing single video object (SVO) algorithm. The block
diagrams of the SVO algorithm and the proposed MVO algc
rithm are given in Fig. 1(a) and (b), respectively. As showr
the MVO algorithm includes four major additions to the
SVO scheme, namely, target distribution, preframeskip co
trol, switching of operation modes, and shape-coding contr
(calculate AlphaTH). The first component enables individua
ized rate—distortion control over separate objects, whereas
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second component ensures a stable buffer when the shape I i
formation occupies a large percentage of bit budget. Their a I
dition to the SVO algorithm forms a basic framework for MVO| |
rate control. The next two components aim at providing trad
offs between the spatial and temporal coding resolutions a
between shape and texture coding accuracy, and can enhe |
system performance under low bit-rate coding conditions.
The organization of the paper is as follows. Section |
provides a review of the MPEG-4 SVO rate control algorithrr
and introduces some of the preliminary concepts and notatic
that will be used throughout the paper. Section Il identifie
the fundamental issues which need to be addressed in orde
adapt the existing SVO algorithm to handle multiple object: POST-ENCODING |
We first present the basic framework for multiple video object -
rate control, and then detail the proposed target distribution ()
scheme and the improved buffering policy. In Section IV, thég. 1. Block diagrams of SVO and MVO algorithms.
two enhancement components are described. First, a mech-
anism is introduced to make the algorithm more adaptive
and robust to low and high bit-rate coding conditions. Then ] . )
a method to control the shape-coding rate by dynamicaIIyThe relationship between rate and quantizer for texture
varying the shape-coding parameter AlphaTH is presenté@.ding has been given a considerable amount of attention for
Section V presents the outcome of our simulations underf@e control applications. For example, in [22], a model is
number of testing conditions. These results serve to demdigrived from classic rate—distortion theory, and then modified
strate the effectiveness of individual components in the prig match the encoding process of practical encoders and
posed MVO algorithm. In Section VI, we summarize the maireal image data. In [16], a generic rate—quantizer model was
results and provide an outlook for future directions. This papproposed which can be adapted according to changes in picture
is based on our contribution to MPEG-4 [20] which was lateactivity. Recently, Chiang and Zhang have proposed a new rate
adopted as part of the video Verification Model (VM8) [21].control scheme using a quadratic rate—quantizer model [18].
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The algorithm in [18] was adopted by MPEG in Novembein the above equationy, denotes the number aP-frames
1996 for SVO simulations, and is scalable for various bit rateshich remain to be coded after tHeframe.
spatial and temporal resolutions, and can be applied to botHnitial Target Bit-Rate Estimation:The target bit number
DCT and wavelet-based coders. This algorithm will form thior each newP-frame is determined in three steps. The initial
basis for the proposed MVO algorithm. estimate is determined from the number of bits remairiihg
Fig. 1(a) shows a high-level block diagram of the SVO ratgnd the number of bits used for coding the previous frame
control algorithm. As we can see, the blocks are grouped irdas follows:
three major stages: preencoding, encoding, and postencoding.
Actually, the rate control algorithm does not impose any
changes to the main encoding engine, it only provides inpu
(such as QP) to the encoding engine based on data it

athered in the postencoding stage. At this stage, the followi S . .
9 P gstag 9 constantw, serves as a weighting factor, with a typical

information is analyzed: the QP used for the current frame, t 2
number of texture bits which resulted from this QP, and thvea_lue of 0.1. The lower bound,/F is imposed so that a

. . : inimum quality can be met.
total amount of bits transmitted. The QP and texture bits a . i
used to determine the model parameters, and the total amour’&omt _qufer Control: After the initial target has been deter-
of transmitted bits is used to update the buffer level. If th 'nid’ﬁ't IS _scgled bZSEd %n (;h_e cijgent buffer lefeland
updated buffer level is too high, the postframeskip control cé e buffer sizeB, as described in [19]
choose to skip an appropriate amount of frames. T =T, B. +2(B, — Bc). )
In the preencoding stage, we make use of the information 2B, +(Bs — B.)

from the postencoding stage. First, an initial target is estimateglis scaling is performed to maintain a buffer occupancy of
based on available bits and the number of bits which weggout 50% after coding each frame. Further changes are made

used by the previous frame. This estimate is then refingglthe target to avoid overflow or underflow. Specifically, the
based on the buffer fullness, and finally, the QP for the franfiga| target estimate is described by [19]

is calculated. This final calculation is based heavily on the

T

By L) @

ere I, denotes the frame rate of the source matedl,
notes the number of frames which remain to be coded, and

T\ = max {

current model parameters which were determined in the most,, _ % __6)BSB_ B(gB ']]: ge + £> (1 _;)BS&B
recent postencoding stage. In the following, a more detailed™ ~— drain — De + 0B, 1 De — “ldrain TE<obs
15, otherwise.

description of the algorithm is given.
Let Tiexiure denote the encoding bit count for the texture, (6)

MAD the mean absolute difference of the texture, which i& typical value ofé is 0.1.

an indication of the encoding complexit) the quantization  Quantization Level CalculationFrom the previous step,

parameter for the frame, antil and X2 the first- and second- we are given a target rate for the entire frame. To estimate

order model parameters. The rate control scheme assumes h@target bits for texture, the bits used for motion and header

Tiexture 1S related to@, by information of the previous frame are subtracted from the
X1-MAD X2-MAD total. With these remaining bits for texture, the known model
Thexture = 0 + 02 . (1)  parametersy1 and X2, and the MAD, the QP for the frame

can be calculated using (1). As usual, the QP is limited to vary
With the above relationship, the algorithm can be summarizgdiween 1 and 31, and allowed to change within 25% of the
in five steps: initialization, target bit-rate calculation, quantprevious QP.
zation level calculation, updating of model parameters, a”dUpdating the Model ParametersThe model parameters
postframeskip control which is responsible for updating thgr the rate—quantizer relationship are continually updated
time Instant. based on encoding results of the current frame as well as a
Initialization: During this stage, buffer-related quantitiegpeciﬁed number of past fram¢s frames total). Only bits
are defined and encoding parameters are initialized for Ugich are relevant to the texture component are considered
in the algorithm. A summary of the notation can be found i this calculation, i.e., actual bits used for the header and
Table I. To code thd-frame, an initial QP is specified. Oncemotion are deducted from the total. The first- and second-
this frame is coded usin@ bits, we need to determine thegrder complexitiest1 and X2 are solved for by using a least
total number of bitsZ;. which are available for the remaindersquares estimation [18]. More specifically, th@P values and
of the image sequence corresponding bit counts from the current and padtames
F.—t R, — Ty. @) are used to solv_e a ;et of over complete linear f-zqua'Fions for
' X1 and X2. In this estimation process, the model is calibrated
In (2), £, is the duration of the sequence in seconds &pd by rejecting outlier data points. The rejection decision is that
is the desired bit rate for the sequence. In addition, we needlata point is discarded when the error between the predicted
to know the average number of bits to be drained from tlmount of bits by the model and the actual number of bits
buffer per frame used for a frame is more than one standard deviation among
the n frames. As a final point, the number of frameswill
(3) change according to the MAD. If there is a scene change, i.e.,
MAD is a large value, a smaller value afis used.

Rdrain =

=z
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TABLE |
SUMMARY OF NOTATION

Variable | Definition

R, Bit rate for the sequence

Fy Frame rate of the source material

ts Duration of the sequence in seconds

N, Number of P-frames remaining to be coded

B Buffer size

B, Current buffer level

B, Previous buffer level

Rirain Number of bits which drain from the buffer per coded frame
T Number of bits available

Ty Number of bits used for the first frame

T Number of bits used for the current frame

T, Number of bits used for the previous frame

Thar Shape, motion, and header information of previous frame

T Target bits for frame (texture, motion, shape, and header)
T; Target bits for object ¢ (incl. texture, motion, shape, and header)
Tiexture Target bits for texture of frame

Tiezture,i Target bits for texture of video object 7

MAD Mean absolute difference of the current frame after motion compensation
X1,X2 First and second order complexities

Q Quantization level for the current frame

Qn Lower bound on quantization parameter

] Safety margin for buffer control

vy Skip margin for time instant update

B Bit threshold for frameskip control

Npost Number of frames to skip as determined by post-frameskip control

Npre Number of frames to skip as determined by pre-frameskip control

SkipTH | Frameskip threshold used in selecting the mode of operation

AlphaTH | Shape rate control parameter

Postframeskip Control:After encoding a frame, the total value of 0.8, and in (8), the paramet®8);, denotes the previous
number of bits which were usef. is added to the current buffer level.

buffer level, and decreased from the remaining Hiis To

ensure that the updated buffer level is not too high, the !ll. MVO RATE CONTROL: FUNDAMENTAL ISSUES
frameskip parameteW,,.; is set to zero and incremented until Due to the favorable performance of the SVO algorithm and

the following buffer condition is satisfied:
B.<~B; (7)

where

Bc = Bp + Tc - Rdrain(Npost + 1) (8)

the ease of implementation, it is desirable for the MVO scheme
to employ a similar framework. However, the extension is
nontrivial as there are many open issues which need to
be addressed. In this section, we first give an overview of
the proposed MVO algorithm, and then focus on the two
fundamental issues: how to select the QP for each object, and
how to administer a buffering policy. The solution to these
two problems provides a basic framework in which the MVO

In (7), the value ofy denotes a skip margin having a typicaklgorithm can operate.
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A. Overview of the MVO Algorithm Shape-Coding Parameter (AlphaTH) Calculationhis

Fig. 1(b) shows the block diagram of the proposed mMv@lock is used to determine AlphaTH, the parameter that
algorithm. In comparison to the SVO scheme, many of tontrols shape distortion in MPEG4. The adjustment of this
blocks are the same, however, some operate on an object-b&¥@meter can provide a tradeoff between texture and shape
level. In the following, we describe the various components fPding accuracy. For now, we assume that it is fixed to zero,

Fig. 1(b) briefly. The four added components will be discusséylich leads to lossless shape coding. This block will be
in more detail in separate sections. discussed in more detail in Section IV-B.

Initialization: The initialization process is not very different UPdating the Model Parameterssing (11), the object-

from the SVO process described before. Most of the notatid@Sed complexities’l; and.X'2; are determined just as before

is unchanged, but many of the variables are extended to vedfbpection I, except th‘ffexture:i is used rather thaifcxture-

quantities so that each object can maintain its own set off ostframeskip Control:As mentioned in Section | MPEG-

parameters. 4 allows each object to be coded at a different frame rate. In
Initial Target Bit-Rate Estimation:To estimate an initial to- € Proposed algorithm, we impose the restriction to code each

tal target bit rate, the solution given by (4) can be usefbiect at the same frame rate. This is done to avoid problems

Alternatively, the target can be made object based by allocatifffh composition. In other words, when two objects are coded

the bit rate for theith object proportional to the bit rate usedft different frame rates, it is very likely that undefined pixels
for the ith object of the previous framé,, ; will be present in the composite image sequence. Although a
7,

large amount of savings can be achieved by coding objects at
T, = Z T;,  with different f_rame r_ates, a method to overcome the composition
problem is required.

ieM
T. With the above assumption, the method of postframeskip
T; = max {m—SF’ (1- wp)m.—7N + (wp)Rp,i}- (9) control is basically the same as the SVO algorithm. The only
i e M ’ " new consideration is that the buffer level is now updated with
ve shape bits in addition to bits used for texture, motion, and
In the above equatiom\t = {0,1,---,m} is the set of video header information.

Preframeskip Control:At high bit rates, the number of
shape bits is small, and shape can be considered side infor-
w, = 0.25 was used in our experiments. It should be not ation. However, at low bit rates, this is no longer the case.

p» = 0. . . :
that the initial estimate does not need to be very accurate, al large percentgge of the_ sh.ape information can cause butfer
either of the above two methods can be used. overflow, even with the sklpp!ng of frame's exercised in the

Joint Buffer Control: For the MVO algorithm, the scaling postencoding stage. To anticipate potential buffer overflow,

procedure of (5) and the overflow/underflow adjustments 8p additiqnql frameskip C°_””°' is_ added in the preencod_ing
(6) can be performed in the same way. However, as an ad(fé e. This improved buffering policy for handling excess side

precaution for excess shape information at low bit rates, t ormation will be. d|§cussed n Sect_|on -c. .
safety marginé is increased to 0.25. Mode of Operation:Ideally, the various parameters in the

Target Distribution: In this step, the output target of theproposed rate control scheme should be adapted based on the

joint buffer control is distributed among each of the arbitraril oding e_nvwonment? €.g., high rate versus lO\.N rate. This is
shaped VO's to yield the target bit numb@f,i € M for F:comp_hshed by swnchm_g between two_operat.|on modes. The
individual objects. The proposed solution for this problem wif?ISCUSSIon on this block is reserved until Section IV-A.
be discussed in the next subsection.

Quantization Level CalculationGiven the values ofX1;,

X2;, MAD; and Tiexiure i the appropriate values a@; can . i
easily be found. The target number of bits for the texture of Generally speaking, an object-based coder attempts to code
the ith object is defined as each object with a different quantization parameter. This is

done to exploit the fact that each object need not be coded

Tiexturei = 13 — Thari (10) with the same precision to achieve comparable quality. For

example, a stationary background coded with a QP of 25 may

where 1;,4,; represents the amount of shape, motion, arthve a higher quality decoded output than a more complex

header bits used for thé&h object of the previous frame. moving object that was coded with a QP of 18. To accomplish

In our implementation, motion is always coded losslesslthe task of finding appropriate QP values for every object in the

while the shape can be coded losslessly or lossy. Undsene, it is necessary to extend the SVO algorithm to analyze

normal circumstances, the algorithm requires no change dbject-based data and distribute the total target bit for a frame
the quantization level calculation of Section I, only that theamong multiple object.

correct object-based parameters be used, by repldcing,.. The bit allocation problem has been treated in many papers.

in (1) with For the macroblock level case, Pickering and Arnold propose

. . a perceptually efficient VBR rate control algorithm [26]. In
Tostured = X1 MAD; + ‘X2i'A;[ADi (11) this work, it is suggested that a perceptual masking factor
’ Qi Q; be used to classify blocks, where the masking factor was

object (VO) id’s. An increase in the value aef, will skew
the individual targets more proportional 1, ;. A value of

B. Target Distribution Among Objects
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determined based on a spatial derivative, an activity factanents are made to anticipate the usage of the additional shape
and a motion factor. In related works [23], [24], measurdsits. These spatial and temporal adjustments are achieved
such as the variance, contrast, and size were incorporatedyointroducing a new block to the algorithm, preframeskip
locate areas of interest, and even predict the quality that czentrol, which has an effect on how the quantization levels
may obtain upon coding. Other research has tried to explaite calculated and how the time instant is updated. Overall, a
facial models to apply different degrees of spatial and temporalich more stable buffer occupancy can be achieved.
scalability to different areas of the scene in videotelephony Preframeskip Control:Often, in low bit-rate coding condi-
applications [25]. In the statistical multiplexing (StatMux}ions, the target which emerges from the joint buffer control
problem [27], it has been shown that adjustments can b®y not be enough to even code the motion, shape and header
made on the quantization parameter of several encodersirtiormation, let alone the texture. In the preencoding stage,
ensure that the channel capacity is being efficiently utilized. positive target for the texture is needed so that a suitable
This method depends highly on the statistical variation amoxgantization parameter can be determined. However, it is
several programs, and attempts to achieve uniform qualitgssible that all of the target bits are used by information other
among every program. than the texture. In that case, there must be a mechanism to
In the proposed target distribution algorithm, a combinaticeffectively alert other parts of the system that there is some
of philosophies from the perceptually efficient approach arkficiency in the number of allocated bits. Among those system
the StatMux approach is used to distribute the target. At teiemponents which are affected are the target distribution and
same time, it is very important that all of the factors used afg@P calculation, as well as the time instant update.
easily computed. The three measures that we have chosen farhe most obvious remedy is to allow more frames to
target rate distribution are the size, motion and a variance-like skipped during the postencoding stage so that the buffer
measure, the MAB. In [29], it was suggested that the MAD control will allow more bits to be allocated for the next frame
is a better model of the variance than simply the MAD. Sdo be coded. As a result, the val®g,.. is determined so that
for a given target, the target for objecis given by additional frames will be skipped in the next postencoding
stage. Specifically, let = 7" — 13,4, be the difference between
T, =T - (wsSIZE; + wnMOT; + w,VAR;)  (12) the target and the amount of bits used in the previous frame
for the shape, motion, and headév,,. is determined by the

where SIZE, MOT,, and VAR, are the size, motion, a”dfollowing algorithm:

MAD?Z of objecti, normalized by the total SIZE, MOT, and
VAR of all objects, respectively. Here, the motion magni- while (s < 3)
tude of theith object, MOT, is the sum of the absolute Nel — N

. e 'R pre — pre + 1
values of each motion vector component within objéct
and the size of the object SIZHs simply the number of § = 5+ Rdrain
macroblocks or partial macroblocks within the object. The . .
weights{w,, w,,, w,} € [0,1] and satisfyw, +w,, +w, = 1. Where 3 > 0 is a bit threshold.

- A . . . It should be emphasized that no attempt is made to skip
Typical values of the weighting factors will be discussed in , ..~ } . . o
Section IV. additional frames in the preencoding stage. This action is

Once the total bit number for each object is determinef serveq for the postenpodmg stage; the changes to the post-
rameskip control are discussed below.

the available bits for texture can be derived by subtracting oo T . ,
the bits used for motion, shape, and other side information.Quantlzaltlon Level CalculationThe object-based QP's are

L . . %atermined in the same manner as before. However, adjust-
Then the quantization parameter can be determined using the ; !
ents on the QP are made based on the new information

rate—quantizer model for each object, as described before. F'or . .
now, we assume that the shape and motion information Psat has been' extracted in the preframesk.|p (;ontrol. In the
coded losslessly. event thatV,,.. is greater than zero, the quantization parameter
should be lower bounded so that the actual bits used for coding
the texture information is not excessive. Lettiflyy, denote
this bound, the QP which is used for a particular object is
Under low bit-rate coding conditions, it is very likely thatconstrained in the randé€);, 31]. A typical value of();;, is 28.
the buffer overflows when using the buffering policy of the Postframeskip Controliin the SVO case, the number of
SVO algorithm. The reason is that shape information tendeape bits is zero, and other bits pertaining to the motion
to use a considerable percentage of the bit rate, and is aaotl header information are relatively small compared to the
accounted for until the actual bits have been spent. If taexture bits. Because of this, the rate—quantizer model is
many bits have already been spent, the buffer will overflowble to accurately predict the distortion given some rate and
The only remedy, which is an “after effect,” that the existingice versa, leading to a stable buffer which can always be
scheme can provide is to skip additional frames before codingmpensated for by using the condition given by (7). For low-
the next frame. bit rate coding of MVO'’s, buffer levels are less predictable due
In this section, an improved buffering policy is describetb the relatively large amount of shape information. Since the
to compensate for the effects of large side information. Withumber of bits used for shape may have a dramatic influence
this, appropriate adjustment to QP are made before too mamythe buffer levels, some means of compensation needs to be
texture bits have been spent. Also, appropriate temporal adjusinsidered. The first action which can be taken is to make the

C. Improved Buffering Policy
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postframeskip control more robust by considering the totahly be invoked under low bit-rate conditions, it makes sense
amount of bits7,, that were spent on the previous frameo utilize the mode of operation for this purpose. More on
rather than only considering the current buffer level. This ihese two topics is discussed in the following subsections.
accomplished by replacing (7) and (8) with

A. Modes of Operation

Bc + Tp - Rdrain < ’YBS (13)
In video coding applications, the environment in which the
and encoder is forced to operate can depend on a number of
B, = B, +T. — Rigain(Npost + 1) (14) factors, e.g., channel rate, encoding rate, and scene content.

As these factors change, the various control parameters in the
Note that the above condition complements the motivation tifte control algorithm should make appropriate adaptations as
the preframeskip control to account for excess header bitsvirell. In [15], some experimental studies have been performed
the skipping mechanism. This is true sirfEewould include to choose between coding at a low frame rate with high
the large percentage of shape bits for low-bit rate simulatioguality versus a high frame rate with low quality. Here, we
As a second action, the value 8f,.. should be taken into would like to vary the control parameters to exercise a similar
account. Once the value d¥,.s; has been found, the sumtype of spatiotemporal control, i.e., should more frames be
Niot = Npost + Npre is formed, and the buffer is ultimately coded with a coarser QP, or should fewer frames be coded
updated according to with a finer QP. In order to avoid the excessive complexity
associated with a fine granularity of adaptation, we propose to
Be = By + Tt — Rarain(Niot +1). (15) switch between two operation modes, depending on the current
Essentially, the use aN,. in the above equation represent§em_pora| coding res_oll_Jtion. Because the frameskip parameter
the error in the frameskip from the previous postencodi:/gfs'cal!y reflects this mformathn, the rate control algorithm
stage. Since the safety margin was increased, the error \Wgtermines the mode of operation as follows:
absorbed by coding the current frame with a lower spatial if (Nyot > SkipTH)
quality. Although the_above technlque_s do _not guaran_tee Operate inLowMode
that buffer overflow will not occur, the simulation results in
Section V-A provide strong evidence that it is unlikely. else
Operate inHighM ode.

IV. ' MVO RATE CONTROL: ENHANCEMENT ISSUES In the current implementation, the skip threshold was set to

In the previous section, the basic elements of an MVO ratwo. In a more advanced scheme, the skip threshold can be
control scheme were considered. Additionally, some helpfuiewed as a tolerance parameter, where the actual frame rate
tools such as the preframeskip control and an improveduld be allowed to deviate from the target frame rate by a
buffer condition were discussed. These elements together cantain percentage. The complexity of this scheme is negligible
provide reasonable quality and maintain a stable buffer. ince we would only need to keep a record of the actual frame
further improve the system performance, the proposed MMi@te.
algorithm also include two additional components, which are If we are in LowMode, we know that the encoder has
discussed in this section. skipped a minimum number of frames. To prevent the coder

MPEG-4 bit streams are expected to be used in a varietyfodm continuing to skip excessive frames, the current frame
coding environments. In most instances, it will not be specifiathould be coded with a coarser quantizer. Therefore, Low-
whether the environment is considered low bit rate, high Hilode should impose a lower bound on the calculated quantiza-
rate, or somewhere in between. Since coding decisions ntapn parameter. This lower bound;, is the same as that used
change according to the environment, it is desirable to haiwethe preframeskip control of the previous section. Although
a mechanism to detect and keep an update of such changfes.bounds are the same, the purpose is very different. When
To this effect, we propose two differemiodes of operatian using @, from the preframeskip control, the algorithm is
one for encoding at low bit rates, and another for encodirajtempting to compensate for the deficiency in the target; on
at high bit rates. the other hand, when using@;, from the LowMode decision,

In coding a set of arbitrarily shaped video objects at a highe algorithm is attempting to increase the temporal resolution
bit rate, it seems appropriate to code the shape of each objectthe remainder of the sequence. This approach proves to
losslessly. On the other hand, when the shape of each objeetvery effective in controlling the frame rate and associated
needs to be specified in a low bit-rate coding environment, thpatial quality.
percentage of bits used for shape information may be excessiv8esides imposing constraints on the coding parameters, the
if coded losslessly. In this case, it is quite probable that tlaégorithm can also define a heuristic for target distribution.
number of bits which remain for texture coding is smaWhen encoding at high bit rates, the availability of bits
or inadequate. Also, a significant decrease in the tempoadlows the algorithm to be flexible in its target assignment
resolution may be experienced. Therefore, we propose a shapeeach VO. Under these circumstances, it is reasonable to
coding control to reduce the amount of bits used for shapapose homogeneous quality among each VO. Therefore, the
coding so that more bits can be used for texture coding andfieclusion of VAR; is essential to the target distribution, and
more frames can be coded. Since this type of control woutiould carry the highest weighting. On the other hand, when
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the availability of bits is limited, it is very difficult (if not V. SIMULATION RESULTS
impossible) to achieve homogeneous quality among the VO, s section, experimental results are provided to evaluate

Also, under low bit-rate constraints, it is desirable to spenge performance of individual components within the proposed
fewer bits on the background and more bits on the foregroung\,o aigorithm. From this, we will justify the need for certain
Usually, the background has a smaller relative motion {Qmnonents, and discuss the impact of others on the coding
the foreground, consequently, the significance of the variangga iy All simulations are based on the VM8.0 software.
should be decreased and the significance of the motion shogigh first set of experiments is aimed at demonstrating the
be increased. Based on the above arguments and experimeqiainess of the preframeskip control to regulate the buffer
trial and error, the weights used in our experiments Wergec nancy. Two sets of simulations are produced: one which
Wy = 0.6,w, = 0.4,w, = 0.0 for LowMode andw.. = goes not employ the improved buffering policy presented
0.25,ws = 0.25,w, = 0.5 for HighMode. In testing the i, gection 11I-B (MVOL), and one which does (MVO2). In
algorithm, we have found that the encoder performance is Bl cases, the enhancement tools discussed in Section IV are
very sensitive to the specific weighting factors as long as apjed. The same weighting factors are used for the target
heuristic discussed above is followed. distribution in both algorithmsw,, = 0.25,w, = 0.25,w, =
0.5. In the next set of experiments, the modes of operation are
added to MVO2 and simulations are performed using various
According to [21], rate control and rate reduction of shapelues of AlphaTH which remain fixed for every frame. The
information can be achieved through size conversion of tigeal here is to investigate the tradeoff in bits between shape
alpha plane. The possible conversion ratios (CR) are 1, 18hd texture and analyze the resulting object quality. This
or 1/4. In other words, a 1& 16 macroblock (MB) may be algorithm is referred to as MVO3 with fixed AlphaTH. Finally,
downconverted to an 8 8 or a 4x 4 block. Each macroblock a comparison is made between and MVO3 with lossless shape
containing relative shape information for the object can lmding and MVO3 with dynamic shape rate control.
down-converted for coding, then reconstructed to the original
size. A conversion error is calculated for everyx44 pixel . :
block (PB). The conversion error is defined as the sum éf Comparison of Buffer Occupancy in MVOT and MVO2
absolute differences between the value of a pixel in the original TO illustrate the impact of the improved buffering policy, a
PB and the reconstructed PB. If the conversion error is largériety of testing conditions were considered at both low and
than 16x AlphaTH, then this PB is referred to as Brror PB.  high bit rates. The number of objects in each scene were as
If there is one Error PB in the macroblock, then the CR for tHellows: Akiyo(2), Container(6), News(4), and Coastguard(4).
macroblock is increased, with the maximum value being 1.Obviously, the number of objects in the scene has some impact
From the above discussion of shape coding, it is evident tif§t the difficulty to control the buffer level; however, the
the value of AlphaTH has a considerable effect on the numig@mplexity of each shape has significant bearing as well. For
of bits which will be spent on the shape information. To contrdéhe purpose of algorithm testing, the buffer siBg was set
the number of bits for shape coding, we propose to vary tk half the rateR;/2, and the initial buffer level was set to
value of AlphaTH based on the current mode of operation adt /4. This means that, after coding the fifsframe, the buffer

the output of the preframeskip control. Specifically, AlphaTtgccupancy was 50%.
is adapted according to As we can see from the plots in Figs. 2 and 3, the buffer

. occupancy for the MVO2 algorithm is quite stable over the
if (LowMode OR Npxe > 0) broad range of testing conditions and is always under 100%.
AlphaTH = min {AlphaTH + AlphaINC, The occupancy has a mean of approximately 50% and varia-
AlphaMAX} tions of about-20%. From these results, it is safe to say that
else the buffer has very little chance of overflow/underflow. This
type of behavior is also demonstrated by the MVO1 algorithm
AlphaTH = max {0, AlphaTH — AlphaDEC} under high bit-rate conditions. However, in examining the
where Alphal NC and Alpha DEC denote constants whichbuffer occupancy plots produced by the MVO1 algorithm
increment or decrement the current valueAdphaT H. under low bit rate conditions, it is evident that the algorithm
Using the above algorithm, AlphaTH may vary betweehas less control over the level of the buffer. In every low bit-
0 and AlphaMAX, where AlphaTH= 0 implies lossless rate simulation, the buffer experiences at least one overflow;
shape coding. A discussion on choosing appropriate valuasthe case ofContainerat 10 kbits/s, every frame which is
for AlphaMAX, AlphalNC, and AlphaDEC is provided in coded results in an overflow of the buffer.
Section V-B. Once AlphaTH is chosen by the above algorithm, As expected, MVO2 outperforms MVO1 under low bit-
the shape coding is executed. The significance of this scherate conditions and provides similar performance under high
is that: 1) it is flexible in that it does not make a hard decisidnit-rate conditions. Under the low bit-rate conditions, the
on the AlphaTH, but directs it in a favorable way, and 2dbject-based QP’s which are calculated by the MVO1 only
it provides a way of reducing the bit rate used for shapeonsider the texture information of the individual object. In
Although this will increase the distortion for shape, more bitsther words, the preencoding stage of the MVO1 does not try
will be available for texture coding and/or an increase in the allocate bits for the texture and shape jointly. As a result,
temporal resolution. the texture coding is unaware of the possibility that a relatively

B. Decisions on Shape Rate Control Parameters
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Fig. 2. Comparison of buffer occupancy plots for low bit-rate testing conditions.

large number of bits may used for shape coding. When thdébe number of shape bits occupies a large percentage of the
bits for texture and shape are added together (along withtal bits at low bit rates, and also, the number of shape bits
motion and header bits), the total can easily become excesstiecreases with larger AlphaTH, while the number of texture
and at this point, the only means of compensation is to skijits increases. An interesting phenomenon, which is somewhat
more frames. Often, buffer overflow has already occurred. unexpected, is that the average bits/frame is increased for
shape when the bit rates become lower. The reason is that
B. Analysis of MVO3 with Fixed AlphaTH the temporal resolution is reduced, therefore, the change in

To gain insight regarding the nature of the shape informati®®ape from one coded frame to the next is increased. Since
and to understand its impact on the rate control algorithm 2 shape coding in MPEG-4 uses intercoding techniques, the
number of tests are conducted on two video objects (Vs are expected to increase. The last point that we would like
and VO3) of theCoastguardtest sequence. VO2 is a smallto make regarding these plots is that they demonstrate a change
boat with some motion and relatively complex shape, whii@ the bit requirement for shapes of varying complexity. More
VO3 is a larger background landscape with simple shape. $pecifically, the bit requirement for VOZ2 is significantly larger
all simulations, the value of AlphaTH does not change froithan that for VO3.
frame to frame; the value stays fixed. Now that the impact of shape information on the bit rate is

In our first experiment, we examine the tradeoff in bits founderstood, we move toward analyzing the distortion of the
texture and shape at various AlphaTH. The plots are showhape at various bit rates and AlphaTH’s. More importantly,
in Figs. 4 and 5 for VO2 and VO3, respectively. As expectete are interested in the effect shape distortion has on the
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Fig. 4. lllustration of tradeoffs in shape and texture bits for VO2Cafastguard sequence at different bit rates and AlphaTH values.

overall video quality. Fig. 6 illustrates the object-badedD (144 kbits/s), both plots agree that lossless shape coding is the
curves for each object. The most important conclusion thiagést in terms of coding efficiency. These plots are useful in
can be reached from this plot is that an AlphaTH greaténat they also provided some indication on how to choose the
than zero can provide slightly higher PSNR at lower bit rateparameter values which are required by the shape rate control
Another conclusion which can be extracted from these platgorithm. We see that using AlphaTH 0, 16, and 32 yield

is that simpler shapes are more resilient to distortions broughery similar results, whereas AlphaTH 64 leads to inferior

on by lossy shape coding. However, at the highest bit rgterformance under all bit rates. Based on this observation,
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Fig. 5. lllustration tradeoffs in shape and texture bits for VO3 afastguardsequence at different bit rates and AlphaTH values.

for the proposed MVO algorithm with dynamic shape coding 46 . T .
AlphaTH =0 -o—

control, the following values will be used: AlphaMAX 36, 4a b AlphaTH = 16—+ i
AlphalNC = 12, AlphaDEC= 12. The maximum value is AlphaTH =32 -6
. . —_ 42 + AlphaTH =64 -x i
chosen so that the shape will not be overdistorted, and thg X
40 B

increment/decrement values allow one to choose the numbér
of intermediate steps between lossless and maximum distortic’xjg 38 |-
shape coding. 5 st

Figs. 5 and 6 show that varying the AlphaTH parameter a1
does not lead to significant changes in PSNR. Next, we

examine its impact on the temporal resolution. Since the %20 4'0 elo 8.0 160 150 1:10 160
number of shape bits is decreased with increasing AlphaTH, it Rate (kbps)

can be expected that the number of coded frames will increase; @

Table Il supports this notion. With regard to QP, Table IlI a5 : : : : :

shows the average QP which was used for each object for 34 L AlphaTH=0 —— i
every testing condition. From this table, we see two interesting a3 | AT -39 o &= . .

things. For one, at 24 kbits/s, the QP’s for every object arg 32 |
approximately equal. This is due to the limited avalaiblity ofg 31

bits for the texture and possibly the lower bouRg imposed 5 30 -
by the preframeskip control. But, as the bit rate increases 29 -
and the constraints are lifted, we observe that lower QP’s 28 -

are automatically assigned to the more interesting foreground 27
26 1 1 1 1 1 1

objects (VOO is water and VOL1 is another boat). Second, as 20 40 60 80 100 120 140 160
the value of AlphaTH increases, the change in QP for every Rate (kbps)
object decreases slightly—more so for the low bit rates. This, (b)

in conjunction with Table II, allows us to conclude that bit$ig. 6. R-D curves for VO2 and VO3 ofoastguardsequence. See text

that were previously used for shape are now used to incre&seexplanation of PSNR calculation.

the temporal resolution when it is deficient. This increase

is visually noticeable, leading to an improvement in visualefined. On the other hand, if these pixels are incorporated

quality that is greater than that indicated by the marginal gaiirdo the calculation by setting them to a constant value, a

in PSNR. severe drop in PSNR will be experienced, even when the shape
Note that lossy shape coding will result in undefined pixelistortion is visually acceptable. In our simulation, undefined

on the object boundary. If these pixels are ignored, the shaggrels are simply replaced with a gray value of 128. This

distortion is not accountable, and even very high values simple method of treating undefined pixels has the effect

AlphaTH still provide high quality for the pixels which areof undermining the margin of improvement achievable with
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for Containerand Akiyo. Only the low bit-rate case is con-
sidered. At higher bit rates than the ones shown, the dynamic
shape-coding control. For improved performance, one c&tphaTH simulations performed exactly equal, i.e., lossless
apply more advanced interpolation techniques or postfilteris§ape coding was automatically employed since the algorithm
the decoded alpha plane, as proposed in [35] for compositivgs always operating in HighMode. This convergence at
multiple objects. higher bit rates is evident from the plots.

At the low bit rates, it is evident that choosing the AlphaTH

C. Performance of MVO3 with Dynamic Shape Rate Controflynamically incurs marginal improvements in terms of the

In the previous subsection, a detailed analysis of the obje(F:)tgNR values. Although the average gain in PSNR is small,

based coding results with a fixed AlphaTH was present consistent incre_ase in temporal r_esolution ranging from 3 to
In this section, we compare the MVO3 which uses lossle ﬁwas no_ted. Th|strend a_grees_wnh thatobser_ved in the fixed
shape coding and the MVO3 which uses the shape rate con haTH simulations, and is a visually notable improvement.
algorithm proposed in Section IV-A. This is to evaluate the
impact of the proposed shape rate control.

The R-D curves for theCoastguargd Container and Akiyo In this paper, the problems associated with rate control for
sequences are plotted in Fig. 7. The simulations were peonding multiple video objects were addressed. This type of
formed on QCIF images at 15 Hz f@oastguardand 7.5 Hz algorithm is useful in supporting the object-based functional-

VI. CONCLUDING REMARKS
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ities which are central to the emerging MPEG-4 standard. work will serve as a solid foundation for further perfor-
number of rate control tools have been proposed to providence improvement. Although MPEG-4 will be a standard
a framework for efficient coding of multiple video objects ain November 1998, encoder optimization will still be a very
a wide range of bit rates and various spatial and tempogaitive topic. The proposed MVO scheme can achieve suitable
resolutions. The algorithm has been described in stagestsuleoffs between spatial and temporal coding resolutions, and
that individual additions to the existing SVO scheme afgetween shape and texture coding. For improved performance,
justified. First, the necessary extensions for the SVO algoritrem algorithm should be devised to guarantee that optimal
to operate within an object-based coder are discussed. Teisions are made or to verify that current decisions are
major addition was the target bit allocation among objectsear optimal. To arrive at these optimal or near-optimal
Next, an improved buffering policy was introduced to handldecisions, it is necessary to have goédD) models for
the excess side information incurred by the shape informatiaiescribing the shape and texture of an object. Although
Through preencoding stage analysis on the available bit réite rate—quantizer model used in the present work is quite
after motion and shape coding and the buffer status, spatidlequate for texture coding, effectivé-D models for shape
and temporal coding resolutions are adjusted so that a stafi$ need to be developed. It is expected that such a model
buffer can be achieved. Lastly, we presented a mechanismyél depend on geometric attributes of the shape. In addition
adapting the rate control parameters based on the modetafindividual R—D models, a good understanding of the
operation (which depends on the temporal coding resolutigpgrceptual weighting for shape and texture distortion is also
and a scheme for dynamically adjusting the shape codirgfuired to exercise joint shape and texture rate control. Also,
parameter. These assist the algorithm in adapting to differe®me means to overcome the composition problem should
coding conditions, and achieve an appropriate tradeoff betwdemn developed so that different objects can be encoded at
spatial and temporal coding resolutions and between shajiéerent frame rates. Although this would require a more
and texture distortion. Our results show that for low bitcomplex buffering scheme, the potential savings are enormous.
rate simulations, moderate gains in temporal resolution chastly, the rate control algorithm can take the responsibility
be achieved, while maintaining a similar same spatial codiig control the coding modes decisions, and jointly consider
quality. Overall, the algorithm does not experience any buffghose decisions with the rest of the algorithm. This has been
overflow/underflow, and the video sequence is coded witlone with MPEG-2 [8] and H.263 [32]; preliminary results
reasonable quality. for MPEG-4 have been reported in [33] and [34]. Finally,
As a general note, it should be mentioned that the rdige method of rate reduction for shape (size conversion of
control problem is simple when the texture bits comprisethe alpha plane) is specific to MPEG-4, and the proposed
large percentage of the total rate, i.e., high bit-rate conditioshape-coding control is based on this method. Different control
In this case, almost every frame is coded, the shape is codlegchanisms will be needed for other lossy shape-coding
without loss, and the bits generated by shape and motigethods that allow for rate—distortion control, e.g., the method
can simply be considered overhead. Therefore, the major[31].
impact on quality is in the texture distribution of bits among
each object. Since this is a common factor for all of the ACKNOWLEDGMENT
simulated algorithms (MVO1-MVO3), their performance is
similar, and an optimization should focus on the distribution . o ; .
of total bits for texture among different objects. This topi eriment Q2 for.verlfymg the performance of their aIgonthm,
has been studied in [30]. However, the situation chang gpec@ly T Ch|§1ng an.d H. J. Lee of the Sarnoff Corporation
drastically for low bit-rate coding conditions. A significan or their useful discussions. They also thank the anonymous
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; ; K. Ramchandran and M. Vetterli, “Best wavelet packet bases in a rate-
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a significant impact on the coding efficiency in terms of the coding,” IEEE Trans. Image Processingol. 3, pp. 533-545, Sept. 1994,

PSNR, however, a notable increase in temporal resolution, ang J. Lee and B. W. Dickenson, “Rate-distortion optimized frame type se-

consequently visual quality, can be gained. lection for MPEG encoding,lEEE Trans. Circuits Syst. Video Technol.

. . . DRI I. 7, pp. 501-510, June 1997.
As mentioned in Section I, the algorithm is not by anyg 1 sun W, kwok, M. Ghien. and C. H. J. Ju, “MPEG coding

means optimal. However, we believe that the proposed frame- performance improvement by jointly optimizing coding mode decision
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