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Abstract

In this paper, joint design of linear relay precoder and idatibn equalizer for dual-hop non-
regenerative amplify-and-forward (AF) MIMO-OFDM systemsder channel estimation errors is in-
vestigated. Second order moments of channel estimatiansarr the two hops are first deduced. Then
based on the Bayesian framework, joint design of linear sblmecoder at the relay and equalizer
at the destination is proposed to minimize the total mearasgerror (MSE) of the output signal at
the destination. The optimal designs for both correlatedl @mcorrelated channel estimation errors are
considered. The relationship with existing algorithmslgalisclosed. Simulation results show that the
proposed robust designs outperform the design based aona¢stl channel state information only.
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I. INTRODUCTION

In order to enhance the coverage of base stations and qudliyireless links, dual-hop
relaying is being considered to be one of the essential partiiture communication systems
(e.g., LTE, IMT-Adanced, Winner Project). In dual-hop ceagtive communication, relay nodes
receive signal transmitted from a source and then forwatal he destination [1],]2]. Roughly
speaking, there are three different relay strategies: dkeamd-forward (DF), compress-and-
forward (CF) and amplify-and-forward (AF). Among them, Afasegy is the most preferable
for practical systems due to its low complexity [3]-[7].

On the other hand, for wideband communication, multipfgdinmultiple-output (MIMO)
orthogonal-frequency-division-multiplexing (OFDM) hagained a lot of attention in both in-
dustrial and academic communities, due to its high speetfadiency, spatial diversity and
multiplexing gains[[8]+[11]. The combination of AF and MIMOFDM becomes an attractive
option for enabling high-speed wireless multi-media sarsi[12].

In the last decade, linear transceiver design for variogsesys has been extensively investi-
gated because of its low implementation complexity andstatiory performance [8], [13]. For
linear transceiver design, minimum mean-square-error @#&Mis one of the most important
and frequently used criteria_[14]-[20]. For example, forinpd@o-point MIMO and MIMO-
OFDM systems, linear MMSE transceiver design has been skscuin details in[[14]=[16].
Linear MMSE transceiver design for multiuser MIMO systenas been considered in [17]. For
single carrier AF MIMO relay systems, linear MMSE precodethe relay and equalizer at the
destination are joint designed in [19]. Furthermore, thedr MMSE transceiver design for dual
hop MIMO-OFDM relay systems is proposed in [20].

In all the above works, channel state information (CSI) isuased to be perfectly known.
Unfortunately, in practical systems, CSI must be estimated channel estimation errors are
inevitable. When channel estimation errors exist, in gaindéwo classes of robust designs can
be employed: min-max and stochastic robust designs. If teilwitions of channel estimation
errors are known to be unbounded, stochastic robust desigreferred. Stochastic robust design
includes probability-based design and Bayesian desigrihikr paper, we focus on Bayesian
design, in which an averaged mean-square-error (MSE) ipeaioce is considered. Recently,

Bayesian robust linear MMSE transceiver design under aslamcertainties has been addressed
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for point-to-point MIMO systems [22]/[23] and point-to4md MIMO-OFDM systems|[[24].

In this paper, we take a step further and consider the romesirl MMSE relay precoder and
destination equalizer design for dual-hop AF MIMO-OFDMaelsystems without considering
direct link. For channel estimation in the two hops, bothlthear minimum mean square error
and maximum likelihood estimators are derived, based orchviiie second order moments
of channel estimation errors are deduced. Using the Baydssanework, channel estimation
errors are taken into account in the transceiver desigermit. Then a general closed-form
solution for the optimal transceiver is proposed. Both theaurelated and correlated channel
estimation errors are considered. The relationship betwee proposed algorithm and several
existing robust transceiver designs is revealed. Furtbepsimulation results demonstrate that
the proposed robust algorithms provide an obvious advantatgerms of data mean-square-error
(MSE) compared to the algorithm based on estimated CSI only.

This paper is organized as follows. System model is predent®ectiori ll. Channel estimators
and the corresponding covariance of channel estimatiarseare derived in sectidnlll. The
optimization problem for transceiver design is formulate&ectior IV. In Sectiof V, the general
optimal closed-form solution for the transceiver desigobem is proposed. Simulation results
are given in Sectioh VI and finally, conclusions are drawn éct®n[VII.

The following notations are used throughout this paper.di2ale lowercase letters denote
vectors, while boldface uppercase letters denote matrides notation&Z™, Z" and Z* denote
the transpose, Hermitian and conjugate of the mafrixespectively, andlr(Z) is the trace
of the matrixZ. The symboll,, denotes thel/ x M identity matrix, while0,,, y denotes the
M x N all zero matrix. The notatio? is the Hermitian square root of the positive semi-definite
matrix Z, such thatZ = Z3Zz andZz is a Hermitian matrix. The symbd{.} represents the
expectation operation. The operatioec(Z) stacks the columns of the matrik into a single
vector. The symbolx represents Kronecker product. The symhol meansmax{0,a}. The

notationdiag[A, B] denotes the block diagonal matrix with and B as the diagonal elements.

1. SYSTEM MODEL

In this paper, a dual-hop amplify-and-forward (AF) MIMO-DHM relay cooperative com-
munication system is considered, which consists of onecgowith Ng antennas, one relay

with My receive antennas andly transmit antennas, and one destination wify antennas, as
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shown in Fig[lL. At the first hop, the source transmits datanéoréelay, and the received signal

x;, at the relay on th&™ subcarrier is
Xk:Hsr,kSk"_nl,k k=0,1,---K -1, (1)

wheres, is the data vector transmitted by the source with covariana&ix R, = E{s;s}'}
on the k™ subcarrier, and®s, can be an arbitrary covariance matrix. The ma#y. . is the
MIMO channel between the source and relay on tffe subcarrier. The symbah, ; is the
additive Gaussian noise with zero mean and covariance mRiyi, = o2 I/, on the k™
subcarrier. At the relay, for each subcarrrier, the recksignalx, is multiplied by a precoder
matrix F;, under a power constrait, Tr(F,Rx, F}) < P. whereR,, = E{x;x}'} and P,

is the maximum transmit power. Then the resulting signataagmitted to the destination. The

received datay, at the destination on the!" subcarrier is
Vi = Hpq i FeHg s, + HygpFrng p +nap, (2)

where the symboh, ; is the additive Gaussian noise vector on tfe subcarrier at the second
hop with zero mean and covariance malRx, , = o2 I,,. In order to guarantee the transmitted
datas; can be recovered at the destination, it is assumedMhatNz, and M, are greater than
or equal toNs [6].

The signalx received at the relay and the signalreceived at the destination in frequency

domain can be compactly written as

x=H,s+ny, (3)
y = H,sFHgs + H.4Fn; + n, (4)
where

YEVo, - Yrkals s= 80, Skl (5a)
F £ diag[Fo, -+, Fx_1], (5b)
H, = diag[Hs0, Her 1, -+, Her k1], (5¢)
H,, £ diag[H, 00, Hya1, -, Heax 1], (5d)
n; £ [n?,o’ an,17 T 7nEK—1]T7 (5e)
n, £ [n2T,07 nzTJ, . ,n;K_l]T. (5f)
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Notice that in general the matrik in (4) can be an arbitrary¢ Nz x K Mz matrix instead
of a block diagonal matrix. This corresponds to mixing theadiom different subcarriers
at the relay, and is referred as subcarrier cooperative AMMHOFDM systems[[20]. It is
obvious that when the number of subcarri€ris large, transceiver design for such systems
needs very high complexity. On other hand, it has been shavwRd] that the low-complexity
subcarrier independent AF MIMO-OFDM systems (i.e., thet@mysconsidered in{3) andl(4))
only have a slight performance loss in terms of total datamsemare-error (MSE) compared
to the subcarrier cooperative AF MIMO-OFDM systems. Tharef in this paper, we focus on
the more practical subcarrier independent AF MIMO-OFDMNayesystems.

IIl. CHANNEL ESTIMATION ERRORMODELING

In practical systems, channel state information (CSI) iknewn and must be estimated.
Here, we consider estimating the channels based on traseggence. Furthermore, the two
frequency-selective MIMO channels between the source alay,rand that between the relay
and destination are estimated independently. In our wheksburce-relay channel is estimated at
the relay, while the relay-destination channel is estichatiethe destination. Then each channel
estimation problem is a standard point-to-point MIMO-OFRkannel estimation.

For point-to-point MIMO-OFDM systems, channels can beneated in either frequency
domain or time domain. The advantage of time domain oveuftaqy domain channel estimation
is that there are much fewer parameters to be estimatedTBBtefore, we focus on time domain
channel estimation. Because the channels in the two hopepegately estimated in time domain,
we will present the first hop channel estimation as an examptethe same procedure can be
applied to the second hop channel estimation.

From the received signal model in frequency domain given[@)y the corresponding time

domain signal is
r= (F'@1Iy,)x

= (F' @ Ly Ho (F @ Ly,) (F © Ly )s + (F @ Ly )y (6)

v~

iy A A
294, 2d Ay

where F is the discrete-Fourier-transform (DFT) matrix with dinsen K x K. Based on the
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properties of DFT matrix, it is proved in AppendiX A thal (8rcbe rewritten as

= (D" @ L) vee([H) -+ HE V) +v, (7)

ST

égs"‘
where the matrice${") are defined as

ZH W EH =01, Ly — 1. (8)

It is obvious thatH) is the ¢*" tap of the multi-path MIMO channel between the source and
relay in the time domain and, is the length of the multi-path channel. The data maixs

a block circular matrix as

do d, coe e e diy
dg_ d T«
pe| T ' B ©)
i dx_r,41 dg_p42 -+ - -+ dg_p, |

where the elemeni, is expressed as

27\'k .
d; = spe’ K 1=0,---, K—1. (20)
VK Z

Based on the signal model inl (7), the linear minimum-mearasegterror (LMMSE) channel
estimate is given by [25]

ésr = (O_;12(DT ® IMR) (D ® IMR) + Rchannel) ! _2<DT ® IMR) Yy, (11)

with the corresponding MSE

E{<£sr - ésr)(ésr - ) } = (R’channel + U_z(D DT) ® IMR>_17 (12)
where Raanne = E{ESTESTH} is the prior information for channel covariance matrix. For
uncorrelated channel tapB.hannet = Achannel @ Inrpng @NAAganne = diag(on,, ony, -+ 5 0n, s

whereoy, is the variance of thé" channel tap[[24].
On the other hand, the channel in frequency domain and tinmeato has the following

relationshi

VGC([HST’O e HST,K—I]) = \/K(le ® IMRNs)ésw (13)

1This relationship holds for both perfect CSI and estimat&l.C
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where F, is the first L; columns of F. If the frequency domain channel estim&ﬁgr,k is
computed according t¢ (113), we have

E{VGC([AHSTQ e AHsnK_l])VeCH([AHsno e AHST,K—l])}

= (:FL1 ® IMRNS) (Aallannel ® INS + 07:12(D*DT))_1 ®IMR(:FL1 ® IMRNS)HKa (14)

Vo
é@sr

where AH,, , = H,,., — H,, .

In case there is no prior information @.,..,..1, We can assign uninformative prior §,., that
iS, Ohgs Onys -+ 0n,_, @pproach infinity[[26]. In this caseRc‘hlannol — 0, and then the channel
estimator[(1ll) and estimation MSE{12) reduce to that of maxn likelihood (ML) estimation

[25, P.179].
Taking theMiNg x MrNs block diagonal elements frorh (14) gives

Li1—1L1—-1
E{vec(AH,, ;)vec' (AH,, )} = (Z Z k(ta=t2) <I>Z£2)> ® Ing,.- (15)

lo=0 (1=

where ®;7 , is the Ng x Ng matrix taken from the following partition o®*"

ST Sr ST
q’o,o q’0,1 T ‘I’O,Ll—l
P = : e . : ) (16)
Sr Sr ST
‘I’Ll—l,o ‘I’L1—1,1 T ¢L1—1,L1—1

Furthermore, based oh (15), for an arbitrary square m&ix is proved in Appendix B that

L1—1L1—-1

E{AH,;RAH{ } = Tr (RZ > (RO @y, )) Ly (17)

0 ¢1=0

A similar result holds for the second hop. In particular, atémy the relationship between the

true value and estimate of the second hop channel as
H,q. = ﬂrd,k +AH, 4, k=0,--- K—1, (18)

we have the following property

La—1La—1

E{AH,,;RAHY,} = Tr (RZ > ( Ha=l) (@t ) )) Liry, (19)

0 42=0
where L, is the length of the second hop channel in time domain. Furtbee, as the two

channels are estimated independenN¥l,, , and AH,,; are independent.

June 1, 2010 DRAFT



V. TRANSCEIVER DESIGN PROBLEM FORMULATION

At the destination, a linear equaliz€y, is adopted for each subcarrier to detect the transmitted
datas, (see Fig[ll). The problem is how to design the linear precodgrix F, at the relay
and the linear equalize&,. at the destination to minimize the MSE of the received datteat

destination:
MSE;(Fi, Gi) = E{Tr ((Gryr — 1) (Gryr — su)™) }, (20)

where the expectation is taken with respecstpAH,, ., AH, 4, n;; andny . Sincesy, n 4

andn, are independent, the MSE expression (20) can be written as

MSE (Fy, G)

= E{|(GyH,qxF1H, 1 — Ing)sk + GLH, g Finy i + Gyng i |*}

= Ean,, a8, A Tr (G0 FrHg o — Ing ) Re, (GeH g 1 F e Hr e — In )™}
+ Ean,, AT ((GiH 1 Fe) Ry, (GiHa ik Fo)™) b + Tr(GrR,, G

= Eamn,, a8, (Tt ((GyH, 0 F Hy 1) Rs, (G H,q  FyHy, 1)) }

+ Tr (GiEan,,  {Hra FiRn, JFrHyy G

N1,k

—Tr (Rs,k(Gkﬂrd,kaﬁsr,k)H> —Tr <GkI:Ird,kaI:Isr,kRs,k>

+ Tr(Rg,) + Tr(GrR,., , G1). (21)

Nk

BecauseAH;, , and AH, . are independent, the first term BISEy is

Eamn,, a8, {Tr ((GH, 01 FH o) R (GH, 0 F Hy 0)™) }

=Tr (GyEan,,, {HapFrEan,,, {Ho R, HL JFVHL, G (22)
For the inner expectation, the following equation holds

EAHM%;@ {Hsr,k]-:{'s/rC Hgﬂ,k} = IEAHST.,;c {(I:Isr,k + AHsr,k)RSk (ﬂsr,k + AHsr,k)H}

= Tr(Rs, Wyp) Ly, + H R, HY |, 2 TI, (23)

where based ol (17) the matnk,,, is defined as

Li—1L;—-1

o= > <e—f'2%k<fl—f2>( zfvéQ)T). (24)

01=0 ¢2=0
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Applying (23) and the corresponding result fzH, ; , to (22), the first term oMSE, becomes

Tr (GiEamn,,, {Ha FiBan,, , {HqRs HL JFIHL, G

rd,k sk

= TI'(Gk(TI"(FkaFI];I\I’rd7k)IMD —l— I:Ird7kaHkFI];II:I?d7k)GE), (25)

where the matrix¥,, ;. is defined as

Lo—1Lo—1

Vogr=>_ Y ( Kt=t) (‘I’Zflb)T) (26)

01=0 42=0

Similarly, the second term dfISE,, in (1) can be simplified as
Tr (GiEan,,, {H,aiFiRo  FrHY  }GY)
— Te(Gy (Tr(FkRnLkFE\II,‘d,k)IMD + ﬂrd’kaRnl,kFEﬂf‘M) Gl 27)
Based on[(25) and (27), thdSE,. (21) equals to
MSE(Fy, G,) = Tr (Gk(ﬂrdkakakFI,jﬂ?dk+Kk)GI,j> Tr <R il FiAY kGE)
— T (G L FyHL Ry, ) + Tr(Ry,) (28)
where
Ry, = I, + 07 T, (29)
Ky = (Tr(FrRx, F C,a) + 0o )y,
2 Ly, (30)

Notice that the matriR,, is the correlation matrix of the receive signal on thek'™ subcarrier
at the relay.

Subject to the transmit power constraint at the relay, tim@ gesign of precoder at the relay
and equalizer at the destination that minimizes the totaEM&the output data at the destination

can be formulated as the following optimization problem
mln ZMSEk (Fy, Gg)
st Y Tr(FRy FY) < P (31)
k

Remark 1: In this paper, the relay estimates the source-relay chammelthe destination

estimates the relay-destination channel. The precbyeand G, can be designed at the relay
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10

or at the destination. Sharing channel estimation betwhernré¢lay and the destination is un-
avoidable. However, when channel is varying slowly, andctiie@nnel estimation feedback occurs

infrequently, the errors in feedback can be negligible.

V. PROPOSEDCLOSED-FORM SOLUTION

In this section, we will derive a closed-form solution foretbptimization problem(31). In

order to facilitate the analysis, the optimization probl@) is rewritten as

k

Fi,Gg, Pk
s.t. Tr(FiRy, F) <Py, k=0,--- K —1

ZPr,k S Pr7 (32)
k

with the physical meaning aof, ; being the maximum allocated power over #i& subcarrier.

The Lagrangian function of the optimization problem]|(32) is
L(Fy, Gy, P, ZMSEk Fi, Gi) + Z% (Tr(FrRx, FY) — Pri) +7 ZPM

(33)
where the positive scalarg and~ are the Lagrange multipliers. Differentiatirig [33) witlspect
to Fy, G, andP, ;, and setting the corresponding results to zero, the Kakudin-Tucker (KKT)
conditions of the optimization problerh_(32) are given by[[27

Gk(ﬂrd,kakaFI];Iﬂ?d7k +Ky) = Re, (H,4,F H, )", (34a)

. ) . . H
H?d7kGI]ijHrd,kaka + (Tr(GrG)Wrak + ) FrRx, = <Hsr,kRska:Hrd,k) ., (34Db)

W (Tr(Fi Ry, FY) — Pry) = 0, (34c)
Ye=0, k=0, K-1, (34d)
O Py —P) =0, (34e)
k
To=7N=""=TKk-1=7, (34f)
Tr(FyRy FY) < Py, (349)
Y Py <P (34h)
k
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11

It is obvious that the objective function and constraint§3¥) are continuously differentiable.
Furthermore, it is easy to see that solutions of the optititinaroblem [(3R) satisfy the regularity
condition, i.e., Abadie constraint qualification (ACQ),chese linear independence constraint
gualification (LICQ) can be proved [28]. Based on these fattte KKT conditions are the
necessary conditiov&From KKT conditions, we can have the following two useful pedies
which can help us to find the optimal solution.

Property 1: 1t is proved in Appendix_C that for an¥, satisfying the KKT conditions (34a)-
(348), the power constraints (34g) ahd (34h) must occur erbtundaries

Tr(FkakFE) = Pr,k’a (35)
> P =P (36)
k
Furthermore, the correspondiigg, satisfies

Tr GkGH = 'Vk:Prk 0’2 . (37)
k ) n2

Property 2: Define the matricedJr,, Vr, , A, Ug,, and Ag, based on singular value

decomposition (SVD) as

_Hoen A 1
(P ®ray + 00, In,) 2 Hiy ?rd,k(Pr,k‘I’rd,k + 02 In,) P = Ue, Ao, Ug, , (38)

'

£0,

R;zI:IST,kRSk = UTk ATkV¥k7 (39)

with elements of the diagonal matriXy, and Ag, arranged in decreasing order. Then with
KKT conditions [34h) and (34b), it is proved in Appendix D tthiae optimal precodeF;, and

equalizerGy, for the optimization problem (32) are in the forms of

2 _1 H -3
Fr = (PorYrar + 0,,In,) 2Ue, 4, Ar, U, , R/, (40)
H 2 —OH
G = V1, 5,46, U, o (LrkCrak + 0p,Ing) 2 H, (41)
Notice that the solutiofFy = --- = Fx_; = 0 andGo = --- = Gx_1 = 0 also satisfies the KKT conditions, but this

solution is meaningless as no signal can be transmitteéd [14]
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12

whereAyr, and A, are to be determined. The matii, ,, andVr, ,, are the firsp, columns

k-Pk
of Ur, and Vr,, respectively, angh, = Rank(Ar, ). Similarly, Ug, ,, is the firstg, columns

of Ug,, andg, = Rank(Ae,).

Right multiplying both sides of (3%a) witks}' and left multiplying both sides of (3#b) with
FI, and making use of(40) anfl{41), the first two KKT conditiorsdme

Aka_\@kAFkAI;kf_\@kAIék + ’/]kAGk./_X(.)kAIé (AGkA(-)kAFkATk)H7 (42)

e

Al Ro, A% Ac Ao, Ap, + (Z—QkAEkAFk — (Ap, A, Ao, Ap ), (43)

na
where the matrixAg, is theg, x g, principal submatrix ofAg,. Similarly, A, is thep, x py,
principal submatrix ofA~,. In this paper, we consider AF MIMO-OFDM relay systems, the
matricesAr, and Ag, can be of arbitrary dimension instead of the square matdoasidered

in [14] and [22]. It should be noticed that as the optimizatjgroblem [(3R) is not a convex
problem, the KKT conditions are only necessary conditidifsat is, there are many solutions
that will satisfy the KKT conditions. To identify the optirhaolution, we need an additional
information which is presented in the followirferoperty 3.

Property 3: Putting the results oProperty 1 and Property 2 into the optimization problem
(32), based on majorization theory, it is proved in Apperixhat the optimaldr, and Ag,
have the following diagonal structure

Flmopt - Y ( )
i 04— NN Ogi—Nipr— N ]
Gk,Opt - Y ( )

Opk_NkyNk Op/c_NIka_Nk

where A, ope @and Ag, opt are two N, x N, diagonal matrices to be determined, aNg =

min(py, qi)-

Substituting [(44) and[(45) intd_(#2) and_{43), and noticihgttall matrices are diagonal,
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Ar, opt aNd Ag, opy Can be easily solved to be

N

- -

[On Tk x =3 % x -1
AFk,opt = #Agi IXT,C - 77kA(..)k ) (46)

+
Ve *-3% Ve w1
Agyopt = ( 7 Ae, AT, — TAek)

nk O’TLQ Unz

2 ~_1
Aoy (47)

where the matricefka and[x@k are the principal sub-matrices &fy, andAg, with dimension
Ny x Ni, and Ny = min{rank(Ae, ), rank(Ar,)}. The matricesUr, n,, V1, n, and Ug, n,
are the firstN; columns ofUr,, Vr, andUg,, respectively.

In the general solution (46)-(47¥,. », nr and~, are unknown. However notice that from 35)
and [37) inProperty 1, the optimal precoder and equalizer should simultanecsestiysfy

Tr(Fk,optkaFE,opt) = Pr,ka (48)
Tr<Gk,0ptGII;I,0pt) = fykpﬁk/afm' (49)

Substituting [(44)E(47) into (48) an@_(49), it can be strdfigiwardly shown thaty, and~, can
be expressed as functions Bf

b3 1 Py e
— ) ) , 50
Tk P by g + b1 kb — baibs i (50)

bs,k0a, (Pribi i + b kbay — babsk)

= (Prg + bag)* P ’ 1)
whereb; i, bo i, b3 andb,, are defined as
biy = TY(UI(E)k,Nk (Prx¥ran + U,%QINR)_IU@k,NkATkAé%AI,k), (52a)
bas £ Tr(UG, v, (Prras + U,ZLQINR)_erk,NkA(:)iAI,k% (52b)
bys 2 Tr(Am, Ag? Ary), (520)
bik 2 Tr(Rg, Avy), (52d)

andA;j is a diagonal selection matrix with diagonal elements béilog O, and serves to replace
the operation ‘+'. Combining all the results in this sectiore have the following summary.

Summary: The optimal precodeF, ,,, and equalizeiGy, ., are
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Fk,opt - (Pr,k‘]:’rd,k + 022INR) 2U6k NkAFk othTk NkR;k-Qa (53)

Gropt = VTk,NkAGk,othgk,Nk (P k¥ ran + UZQINR)_EH?WW (54)
where
- +9 3
n Nk ~ ~—1

AFk,Opt = ’;k A®2 ATk nkAGk ) (55)

) Lt
Ag. oy = AciAg — RS A (56)

Gy opt — nkg2 Q. T, — o2 Gk SR
n2

with 7, and~; given by [50){(5D).
From the above summary, it is obvious that the problem of figdbptimal precoder and

equalizer reduces to compultirig ,, and it can be solved based ¢dnl(51) and the following two

constraints (i.e.[(34f) and_(B6))

Yo == VK1, (57)
> Pui=P. (58)
k

In the following subsections, we will discuss how to compkie.

Remark 2: When both channels in the two hops are flat-fading channkés,considered
system reduces to single-carrier AF MIMO relay system. bwti be noticed that for single-
carrier MIMO relay systems, there is no need to consider p@Mecation among subcatrriers,
and we can seb,, = P,. In this case, the proposed closed-form solution is exah#yoptimal
solution for the robust transceiver design in flat-fadinguuiel. Furthermore, when the CSI in
the two hops are perfectly known, the derived solution reduo the optimal solution proposed
in [19].

Remark 3: Notice that when the source-relay link is noiseless and tis¢ fiop channel
is an identity matrix, the closed-form solution can be sifigd to the optimal robust linear
MMSE transceiver for point-to-point MIMO-OFDM systenis _[2Moreover, if single carrier
transmission is employed, the closed-form solution furtieeluces to the optimal point-to-point
MIMO robust LMMSE transceiver [22].
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Remark 4: The complexity of the proposed algorithm is dominated madkkcomposition,
matrix multiplication and matrix inversion. The complexif each of these matrix operations is
known to beO(n?), wheren is the matrix dimensior [29]. So the complexity of our propos

algorithm isO(m?), wherem = max{Mp, Nz, Np, Ng}.

A. Uncorrelated Channel Estimation Error

When the channel estimation errors are uncorrelated (fameke, by using training sequences

that are white in both time and space dimensions), the fatigwondition must be satisfied [10],
[30]-32]
DD" o Iy, y, . (59)

Then according to[(14), we hawg,,, = >, ®;, /K x Iy,. Similarly, for the second hop,

1,01

we also have
U,ar < I, £ Sranlng, (60)

where the specific form aof,, ;. can be easily derived based ¢nl(26).
Putting [60) into the left hand side df (38), the expressiendmes

_H. S 1
(P Wrar + UZQINR) 2 H,Hd,kHrd,k(Pr,k‘I’rd,k + UZQINR) 2
1

— TH 1
T, ra, no

Applying eigen-decompositioﬁlﬁld,kflrd,;C = UHkAHkUIEIk and comparing with the right hand
side of [38), we have

1
Ty ra, ng

Substituting [(6R) into[(31);;. reduces to
2
~ ~_1
0'22 (TI<ATkAH2AI,k>)

~_1 ~_1 20
(P (1 0ran Tr(R Arg) ) + 02, Te(Agy Ar))

Ve = (63)

where]\Hk is the N, x N, principal submatrix ofAy, .
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With (©3) and the facts that_, P,, = P, andvy, = - - - = yx_1, P, can be straightforwardly
computed to be

~ ~_1 ~_1

2 Tr(Ap, A’ A 2 Tr(Ag, A

Pu=4| 22 A Ay T A e g (ea
T 1+ 5rd,kTr(AHkAI,k) 1+ 5rd,kTr(AHkAI,k:)

where~ equals to

2

- ~_1 - 2
Tr(Ap A A 2 Tr(Au A
s (o At ) f( g T )

~ 1 ~—1
k 1 + 5rd,kTr<AHkAI,k k 1 + 5rd,kTr<AHkAI,k

B. Correlated Channel Estimation Error

Due to limited length of training sequendBD" ~ I may not be possible to achievie [30].
In this case, the channel estimation errors are correlated¥,,, % I. From [38), it can be
seen that the relationship betwea®g, and P, ; cannot be expressed in a closed-form . Then the
solution for P, , cannot be directly obtained. However, notice that wiepA i (¥, qx) > 022,

where \,;,(Z) denotes the minimum eigenvalue Bf we have
Poi®gs+ 0 Ing = Py ¥, (66)

This situation occurs at high SNR in the second hop, and we teis high SNR approximation
(HSA). On the other hand, wheR. jApin(¥,q) > a,%z cannot be guaranteed, we have

Pr,k‘I’rd,k + UTQLQINR ~ (Pr,k)\max(lprd,k) + 0-7212)IN37 (67)

and it is termed spectral approximation (SPA). For specetpgroximation,¥,, is replaced by
Amax(¥-¢)I, and from the MSE formulation i _(28), it is obvious that thesultant expression
forms an upper-bound to the original MSE. Notice that whem ttilaining sequences are close
to white sequence [34], [35], the eigenvalue sprea®gqf is small, and SPA is a good approx-
imation. In the following, computations ¥, under different approximations are detailed.

1) High SNR Approximation (HSA) at the second hop: Based on HSA, the left hand side of
(38) becomes

_Hag A 1
(Pok®rap+ 0o Ing) 2 H?d,kHrd,k(Pnk\I’rd,k + 02 In,) 2

1 _H N

~ _ 2 yH

~ P klIlrd,kHTd,k HTdvk\Ilrd,k
T

N

AL,
1
Pr,kz

Ur,Ar, UL | (68)
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where the second equality is based on SVD. Comparing thé hiayid side of[(68) with that of
(38), we directly have

1
Uek - U[‘k, A@k - P—kAF’“ (69)

Substituting [(6B) into[(31),, reduces to a simpler form

2
1 cgpop, (CLr + CLrCak — C2kC3k)

_ , 70
L Pﬁk (14 cyp)? (70)
Xk
wherec, , caok, c3, andeyy, are defined as
- ~_1
ek £ Te(UT, 4, ¥, Ur, v A, Ap Ar), (71a)
_ ~—1
o £ Tr(UE, v, ¥, Ur, v, Ar, ALk), (71b)
- ~_1
C3.k £ TI‘(ATkAP; AI,k); (71C)
~—1
cap = Tr(Ap, Arg), (71d)

with the diagonal matrixf\pk being theNV;, x N;, principal submatrix ofAr,, and the matrix

Ur, n, consists of the firsiv, columns of the matriXUr, . Together with the facts that,, P, =

P, andvy, =--- =vyk_1, P, can be solved as
P = B Y (72)
Zk Vv Xk

2) Spectral Approximation (SPA): With SPA, the left hand side of (B8) becomes

2 T & 1
(Por®ran + 0mIng) 2 Hyg  Hya ik (Prs®ran + 0, Ing) 2
1 kol A
Pr,k)\max(\Ilrd,k) + 0'32 rd,ktirdk ( )

Comparing[(7B) td(61), it is obvious that the problem becemactly the same as that discussed

for uncorrelated channel estimation errors. Therefore,alfocated power to thgt" subcarrier
P, ;. can be calculated by (64) but with,, replaced by\yax (¥, qx)-

Notice that the selection criterioft, y Amin (¥ rax) > 032 involves the parameter of interest
P, . In practice, we can replacg,; in the criterion byP, /K. Then the proposed algorithm
can be summarized as using HSA Wr(e‘i",l/K)>\mm(\If7«d,k)/ag2 > T, otherwise we use SPA,

where7 is a threshold.
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Remark 5: Our design is valid for both cases whether the source hasehatate information
(CSI) or not, since our design is suitable for any correfativatrix R, ;. which is determined by
the precoder at the source. The precoder at the source casibe @designed based on different
criteria such as zero forcing (ZF), capacity maximizati@M() and minimum-mean-square-error
(MMSE) using the first hop channel information. Once the pder at the source is fixed, the
optimal forward matrix at the relay and the equalizer atidasbn can be designed using the

proposed design.

VI. SIMULATION RESULTS ANDDISCUSSIONS

In this section, we investigate the performance of the pgsedalgorithms. For the purpose of
comparison, the algorithm based on estimated channel entiidut taking the channel errors
into account) is also simulated. An AF MIMO-OFDM relay systavhere the source, relay
and destination are equipped with same number of antefasys Mrp = N = Mp = 2
is considered. The number of subcarriéfsis set to be 64, and the length of the multi-path
channels in both hops is 5, and is denoted.ag he channel response is generated according
to the HIPERLAN/2 standard [10]. The signal-to-noise rai®R) of the first hop is defined
asE,/N; = Tr(R,)/(KMgo? ), and is fixed as30dB. At the source, on each subcarrier, two
independent data streams are transmitted by two antentlas séme power, and QPSK is used
as the modulation scheme. TB&R at the second hop is defined Bs/N, = P,/(KMpo?2,).

In the figures, MSE is referred to total simulated MSE oversalbcarriers normalized bi.
Based on the definition db in (@), DD is a block circular matrix. In the following, only
the effect of spatial correlation of training sequence imndestrated, and the training is white

in time dimension. In this cas®D" is a block diagonal matrix, and can be writtena®" =
I, ® Y .d;d}l', where>,d,d}'/K is the spatial correlation matrix of the training sequence.
Furthermore, the widely used exponential correlation rhesle@dopted to denote the spatial

correlation matrix([[22],[[28], and therefore we have
q 1 «
DD =1, ® K . (74)
a 1

It is assumed that the same training sequence is used fonehastimation in the two hops.
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Based on the definition o¥,,, and ¥, in (24) and [(26), and together with (74), we have

-1
L 1 «

Vo =W = ?05 Yl ; (75)
wherec? is the noise variance during channel estimation.

First, we investigate the performance of the proposed tadgerithm when channel estimation
errors are uncorrelated, which corresponds te 0 in (Z5). Fig[2 shows the MSE of the received
signal at the destination with differenf. It can be seen that the performance of the proposed
robust algorithm is always better than that of the algorithased on estimated CSI only, as long
aso? is not zero. Furthermore, the performance improvement efpitoposed robust algorithm
over the algorithm based on only estimated CSI enlarges wiieimcreases. Figl]3 shows
the corresponding performance under correlated chantieha®n errors ¢ = 0.4), and the
threshold7 is set to be 10. It can be seen that a similar conclusion carrdvendas in Fig[R2.

Fig.[4 shows the MSE of the received signal at the destindtiohISA, SPA and the proposed
algorithm that switches between the two, wher- 0.4. It is clear that HSA performs better than
SPA at high SNR region, as at high SNR_](66) in HSA becomesligguan the other hand,
SPA performs better than HSA at low SNR region. The proposebdst algorithm combines the
benefits of both HSA and SPA.

Fig.[3 shows the MSE of the output data at the destinationdtn proposed robust algorithm
and the algorithm based on estimated CSI only, with differeandE, /N, = 25dB . It can be
seen that although performance degradation is observeldotbralgorithms whemy increases,
the proposed robust algorithm shows a significant improveroger the algorithm based on
estimated CSI only. Furthermore, as= 0 gives the best data MSE performance, it demonstrates
that white sequence is prefered in channel estimation.

Finally, Fig.[6 shows the bit error rates (BER) of the outpatizdat the destination for different
o2, whena = 0.5. It can be seen that the BER performance is consistent witk ptSformance

in Fig.[2 and Fig[B.

VIlI. CONCLUSIONS

In this paper, linear robust relay precoder and destinatumalizer were jointly designed for
AF MIMO-OFDM relay systems based on MMSE criterion. The éinehannel estimators and the
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corresponding MSE expressions were first derived. Then argesolution for optimal precoder
and equalizer was proposed. When the channel estimatiorseare uncorrelated, the optimal
solution is in closed-form, and it includes several exgtiransceiver design results as special
cases. On the other hand, when channel estimation erroceastated, a practical algorithm was
introduced. Simulation results showed that the proposgariéhms offer significant performance

improvements over the algorithm based on estimated CSI only

APPENDIX A

PROOF OF (7))

Based on the characteristics of DFT operation, the ma#jxdefined in[(6) is @l Mzr x KNg

block circulant matrix

(7® o o ... HELY gl
L HD HO o e 0 HE=D) o (2
Hsr - .37’ .37’ . . 57“. ) '87” s (76)
L0 0 HET HE T A e M

where the elemeri{? is defined in[(B). It is obvious thak ") is the (* tap of the multi-path
MIMO channels between the source and relay in the time domathl; is the length of the
multi-path channel.

On the other hand, based on the definitiondoih (6), we have

K—1
1 . LT T us
= [(\/—E E spel & k() E ske]2 k(1 E skej2 ME=IZNTIT - (77)
k=0
&(r) d1 dl;,—l

From [76) and [(77), by straightforward computation, thenalgmodel given in[(6) can be
reformulated as
r=H,d+v=vec(H? ... VD) +v
— (DT @ Iy, )vee([HO - HEY)) v, (78)

ST ST

where the matrixD is defined in[(P).
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APPENDIX B
PROOF OF(17)

For the expectation of the following product
¥ = E{QRW"} (79)

whereQ andW are twoM x N random matrices with compatible dimensionRg the (i, j)*

element ofX is
(i, j) = E{Q(i, )RW (5, )"} = ZZE{Q (i, OR(t, k)W (4, k)°}. (80)

If the two random matrice€) and W satisfy
E{vec(Q)vec (W)} = A ® B, (81)

whereA is aN x N matrix whileB is aM x M matrix, then we have the equaliB{ Q (71, j1 )W (iz, j2)*} =
B(i1,i2)A(j1,72). As Q(i,t) and W (j, k) are scalars[(80) can be further written as

ZZ (t, k)E{Q(i, )W ZZRtk B(i,j). (82
Finally, writing (82) back to matrix form, we have [36]
Y = BTr(RAY). (83)

Notice that this conclusion is independent of the matrixatardistributions ofQ and W, but
only determined by their second order moments. Putting 3,7 S/ (e /RHO-L1 95 ),
B =1,, andQ =W = AH,,; , into (83), we have[(17).

APPENDIX C

PROOF OFPROPERTY 1

Right multiplying both sides of (3%a) witkx!!, the following equality holds
G (H, 0 Fi R FRHY, | + K G = Ry, (H,q FiH,, ) "G (84)
Left multiplying (34B) withF!!, we have
FUHY  GLGiH, 1 Fi Ry, + FITr(Gy Gl W, FiRy, + 7 FLFiRy,

N N H
— pil (Hsr,kRskaHTd,k) . (85)
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After taking the traces of both sides ¢f {84) ahd](85) and kit fact that the traces of their
righthand sides are equivalent, i.@x(R,, (H,;,FiH,.)"Gl) = Tr(FI(H,, xR, G H,00)"),

we directly have
Tr(Gk(ﬂrd’kakaFgI:IfId7k + Kk)GE)

= Tr(FyHY, GG H, 0 FiRy,) + wTr(FLFRy,) + Tr(G Gl Tr(F ¥, Fi Ry, ).
(86)

By the property of trace operatdfy (G (H, 4 Fr Ry FIHY, )Gl = To(FIHY, GG H, ¢4 Fi Ry, ),
and [86) reduces to

Tr(G K Gy) = Tr(Gp G ) Tr(F ¥4k F iRy, ) + % Tr(FFi Ry, ). (87)

On the other hand, based on the definitiokgfin (30), Tr(G,K,Gl) can be also expressed

as
Tr(GrKLGY) = Tr(GrG Tr(F W, . Fr Ry, ) + Tr(GrR,, . GJ). (88)

Comparing [(87) with[{88), it can be concluded that
Tr(GiRy, kG = T (Fr R FY). (89)

Putting [89) into [(34c), we hav@r(GiR., G}) — %P = 0. AS R,,, = 02,1, it is

straightforward that
UZ2TI(GkGI];I) = VkPr,lv (90)

Furthermore, based on the fagt = v, = --- = yx_1 = ~ and taking summation of both

sides of [9D), the following equation holds
>0 T(GiGY) =7 ) P (91)
k k
Putting [91) into[(34ke), we have
202 Tr(G,G — 4P, =0, (92)
and it follows that

Tr(G,GH
o=y = o2, Sk TG (99

June 1, 2010 DRAFT



23

Since for the optimal equaliz&x,, >, Tr(GkvoptGI,j,Opt) = 0, it can be concluded that, # 0.

In order to have[(34c) satisfied, we must have
Tr(Fropt R, Fropt) = Prk- (94)
Furthermore, as # 0, based onl(34e), it is also concluded that
> P =P (95)
k

Finally, (90) constitutes the second part of the Property 1.

APPENDIX D

PROOF OFPROPERTY 2

Defining a full rank Hermitian matridM, = Pr,k\Il,nd,mLa?LQINR, then for an arbitraryNi x Np

matrix F,, it can be written as

F, = M;EU@kszUI;kak (96)

Nl

where the inner matriXy, equals toXy, = ngMéFkRékUTk.
Putting [96) into[(34la), and with the following definitiorth¢ same as the definitions N {38)
and [39))

M, A", AL, M, ? = Ue, A, UY | 97)
R, M, R, = Up,Ar, VL | (98)
the equalizeiG, can be reformulated as
G, = Rsk(I:Ird,kaI:Isr,k)H(I:Ird,kakaFgI:I?d,k + mela,)

1. 1 . . 1 1 .
= (R Hsr,kRsk)H(RikFEH?d,kHrd,kaRik + nkIMR>_1R’2<kFEH7I‘{d,k

= Vir, AL (S, Ao, S, +nily,) ' SH, UL M *HL,, (99)
e
where the second equality is due to the matrix inversion lamm
Putting [90) from Appendix IC intd_(34b), after multiplyingoth sides of [(34b) witH\/I_%,

we have

_1 . ~ 1 1 1 _1l /. N H _1
M, *H}, .Gl G H, ., F RZ, + M?F,R2 Tk M, > <HST7kR57kaH,ﬂd,k> R.’. (100)

Xk 2
n2
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Then substitutind®;, in (@8) andG,, in (@9) into (100), we have

Sr = (Ao, B¢, Za,Ae, + —5-Iny) (A1, e, Ae,)' (101)

n2

Since Ar, and Ag, are rectangular diagonal matrices (denoting their rankspjbyand g

respectively), based of_(101), it can be concluded ¥yt has the following form

A 0
Sp,o= | : (102)
0O O
NRXMR

where Ay, is of dimensiong, x p, and to be determined. Furthermore, putting {102) into the

definition of X, in (@9), we have

A 0
Se, =] , (103)
0O O
NSXJV[D

where Ag, is of dimensionp; x ¢, and to be determined. Substitutiig_(1102) and{103) into
(©@6) and [(9DB), it can be concluded that

Fi.=(Px¥ar+ UZQINR)_%UG)k,qkAFkUgbka;é, (104)
G = Vi Ac, U (P, + 02 Iy,) 2HY, (105)

where
Ag, = Agk(A;IkAGkAFk + 1) AR, (106)

and ./_ka is the py, x p;, principal submatrix ofAr, .

APPENDIX E

PROOF OFPROPERTY 3

Taking the trace of both sides d¢f (42) andl(43), and notichray the resultant two equations

are the same, it is obvious that

Tr(Ag, Ao, Al ) = n:; Tr(AY Ap,). (107)

On the other hand, substituting (105) inta](90) in Appendix@ have

Tr(Ag, Ao, Al ) = J—Q’fpr,k. (108)
n2
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Comparing [(107) and_(108), it follows that
niTr(AEk Agp,) = Py (109)
k

For the objective function in the optimization problem](38ubstituting [(40) and(41) into
the MSE expression i (28), the MSE on th¢ subcarrier can be written as

_ 1 _ ~
_ Tr(A%k(%AEkA@k Ar, +1,)7) + Tr(Rs,) - Tr(R, HSTkR;;HST,kRSkz, (110)

_ck

where ¢;, is a constant part independent Bf,. Therefore, based ol (1J09) and (1110), the

optimization problem[(32) becomes as

mln ZTI" AEkA@kAFk +1,)7 )+

1
s.t. —TT(AH AFk) = Pr,k’v
ZPrk = (1112)

For any givenP, , then the optimization probleni (111) can be decoupled intmlkection

of the following sub-optimization problems

: <2 1 = _
min Tr(A%k(%AgkA@kAijLka) 1

F

1
s.t. %Tr(AEkAFk) = P}, (112)

where the constant pat}, is neglected. For any twd/ x M positive semi-definite Hermitian
matricesA andB, we havelr(AB) > > \(A)Ay—i11(B), where\;(Z) denotes theé' largest
eigenvalue of the matri% [37]. Together with the fact that elements of the diagonairmef\Tk
are in decreasing order, the objective function[of {112) iisimized, When(AEk./_X@kAFk/mC +
Iy,) is a diagonal matrix with the diagonal elements in decrepeider. The objective function

can be rewritten as
_ 1 _
Tf(Aik(;AgkAekAFk +1In,)7")
k

—d"(A2) d((iA%kAekAFk 1)) 2 Fb), (113)

£b
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whered(Z) denotes the vector which consists of the main diagonal elesre the matrixZ.
It follows that f(b) is a schur-concave function bf[37, 3.H.3]. Then, based on [15 heorem

1], the optimal Ar, has the following structure

AFk,Opt ONk Pk— Nk

AFk,opt - > (114)

04— Ne. Ve Ogi—Nipr—Na
where Ar, ot IS @ Ny x N, diagonal matrix to be determined, aig. = min(py, qx).
Putting [114) into the definition ofAg, opc in (10B), the structure of the optimadg, ope IS
given by

Ag, o 0 _
AGk,opt _ Gy, ,opt Ni,qr—Ny, : (115)

Opk_NkyNk Opk_NIka_Nk

whereAg, opt IS a@lso aN, x N, diagonal matrix.
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