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Abstract

This work studies the delay performance of policed traf-
fic to provide real-time guarantees over wireless networks.
A number of models have been presented in the literature to
describe wireless (radio or optical) networks in terms of the
wireless channel and the underlying error control mecha-
nisms. In this paper, we describe a general framework to in-
corporate such models into delay guarantee computations
for real-time traffic. Static-priority scheduling is consid-
ered, and two different admission control mechanisms are
used to achieve the trade-off between resource utilization
and admission overhead.

1. Introduction

The convenience of wireless communications has led
to an increasing use of wireless networks for both civil-
ian and mission critical applications. Many of these kinds
of applications require delay-guaranteed communications.
In the following, we describe approaches to provide delay-
guaranteed services in wireless networks.

A significant amount of work has been done on real-
time communication over wired networks [3, 10, 12, 13, 19,
20]. Wireless networks, however, are substantially differ-
ent from their wired counterparts, and technologies devel-
oped for wired networks cannot be directly adopted: In most
wired network models for real-time systems, the communi-
cation links are assumed to have a fixed capacity over time.
This assumption may be invalid in wireless (radio or opti-
cal) environments, where link capacities can be temporar-
ily degraded due to fading, attenuation, and path blockage
[15, 18]. In order to improve the performance of wireless
links, error control schemes are used. Common error control
methods used in wireless communications include forward
error correction (FEC), automatic repeat request (ARQ) and
their hybrids [2, 5].
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The difficulty of provisioning real-time guarantees in
wireless networks stems from the need to explicitly con-
sider both the channel transmission characteristics and the
underlying error control mechanisms. There is a large vol-
ume of literature dealing with the representation and anal-
ysis of channel models, and most of these models directly
characterize the fluctuations of signals and provide an esti-
mate of the performance characteristics such as symbol er-
ror rate vs. signal-to-noise ratio [21]: The classical two-state
Gilbert-Elliott model [4, 6] for burst noise channels, which
characterizes error sequences, has been widely used and an-
alyzed. In [17], a multiple-state quasi-stationary Markov
channel model is used to characterize the wireless nonsta-
tionary channel. In [18, 22], a finite-state Markov channel
was described that has multiple states representing the re-
ception at different signal-to-noise levels. A fluid version
of the Gilbert-Elliott model was used in [11] to perform
analysis of delay and packet-discard performance as well
as the effective capacity for QoS support over a wireless
link with ARQ and FEC. In the following, we will describe
a very general framework to analyze delay peformance on
wireless links. We will illustrate it with the example of a
Rayleigh fading channel model with hybrid ARQ/FEC er-
ror control. The wireless link will be modeled as a fluid ver-
sion of Finite-State Markov model. It is important to note
that the framework presented here is by far not limited to
this particular channel (Rayleigh with ARQ/FEC), but can
be applied to many other models as well.

In addition to a model for underlying wireless links, in
order to provide real-time guarantees, one needs an appro-
priate description of the workload carried on links: the traf-
fic model. This model, in turn, depends upon the desired
service requirements. Real-Time communication service re-
quirements can be guaranteed in two forms: deterministic
services and statistical services. Deterministic services re-
quire that the delay and delivery guarantees are satisfied for
all packets, and tend to heavily overcommit resources. Sta-
tistical services allow packets to be occasionally dropped or
excessively delayed. Statistical services thus significantly
increase the efficiency of network usage by allowing in-
creased statistical multiplexing of the underlying network
resources. A number of approaches have been presented in
the literature to provide statistical guarantees for determin-



istically constrained traffic streams. We will make use of
rate-variance envelopes [10].

In the following, we focus on providing end-to-end delay
guarantees via connection admission control mechanisms
that make sure that end-to-end delay requirements are not
violated both for new and existing connections after a new
connection has been admitted. We adopt two different ad-
mission control mechanisms that differ from each other by
the point in time during which explicit delay computations
are performed. We first introduce Delay-Based Admission
Control (DBAC), an approach that performs delay tests at
connection establishment time. The second scheme is a
Utilization-Based Admission Control (UBAC) mechanism.
In UBAC, offline computations are used to perform a sim-
ple utilization-based test along the path of an incoming flow.
We will show in our experimental evaluation that UBAC’s
performance in terms of admission probability is compara-
ble to that of the much more expensive DBAC scheme.

2. Models of Wireless Networks and Links

2.1. Overview

We consider a wireless network that consists of a num-
ber of wireless links, each of which connects two wireless
nodes. Fig. 1 shows an example of a wireless system that
falls into our network model.

Figure 1. An Ground-space-ground Wireless
Communication System

To guarantee an end-to-end delay, delay characteristics
on each wireless link need to be analyzed. Underlying wire-
less links are physical wireless channels. For the purpose
of delay guarantees, a wireless channel model describes
the channel error statistics and the effect the latter has on
channel capacity. A large number of such models have
been described and evaluated in the literature, based on
the Rayleigh Fading Channel, or (by adding a line-of-sight
component) the Rician Fading Channel [15]. Typical chan-
nel error statistics models, such as the binary symmetric
channel, are modeled as finite-state Markov models, and can

be used to represent time-varying Rician (and others) chan-
nels in a variety of settings [1, 7, 8].

The formulation of a link model has to account for er-
ror control schemes used at the link layer. In this section,
we will largely follow the approach presented by Krunz and
Kim in [11] to map channel and error-correction schemes
into a Markov link model. We will extend their two-state
Markov model to a more general finite-state Markov model
that we will use to derive the stochastic service curve to per-
form delay analysis later. In the following, we first consider
the framework of the wireless link, and then lay out a more
detailed description of our Markov link model.

2.2. Framework of a Wireless Link
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Figure 2. Wireless Link Framework [11]

We consider a hybrid ARQ/FEC error control scheme
(Fig. 2) and assume a stop-and-wait (SW) scheme for ARQ.
The FEC capability in the hybrid ARQ/FEC mechanism is
characterized by three parameters: the number of bits in a
code block (n), the number of payload bits (k), and the max-
imum number of correctable bits in a code block (r).The
FEC code rate e is defined as e = k

n
. Assuming that a

FEC code can correct up to r bits and that bit errors in a
given channel state are independent, the probability Pnc that
a packet contains a non-correctable error, given a bit error
rate p, is given by [11]

Pnc(p) =

n
∑

j=r+1

(

n

j

)

pj(1− p)n−j . (1)

To account for the FEC overhead, the actual average ser-
vice capacity Ce observed at the output of the buffer is
Ce = C · e, where C is the maximum capacity for the wire-
less channel.

2.3. Markov Link Model

Though statistical characteristics of a wireless channel
can significantly vary with time, the basic system parame-
ters remain constant over short time intervals. Thus it can
be modeled as a quasi-stationary channel. We use a fluid
version of a finite-state Markov-Modulated model with L
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Figure 3. Fluid Version of Finite-State Markov
Model of a Wireless Channel

states (0, 1, . . . , L − 1) as shown in Fig. 3 [11]. The bit er-
ror rates (BER) during State i are given by pi, where we as-
sume 0 ≤ p0 < p1 < · · · < pL−1 ≤ 1. The durations in
State i before being transitioned to State i + 1 and i − 1
are exponentially distributed with mean 1

λi
and 1

µi
, respec-

tively. It is typically assumed that the transitions only hap-
pen between adjacent states.

It is generally difficult to get analytically tractable results
that accurately represent the behavior of ARQ and FEC and
so accurately map the channel model into the respective
link model. To solve this, the authors in [11] assume that
the packet departure process follows a fluid process with an
average constant service capacity that is modulated by the
channel state (Fig. 3). Each state i then gives raise to a sta-
tionary link-layer service capacity Ci, which can be deter-
mined as follows: A packet is repeatedly retransmitted until
it is correctly received at the destination. Let Ntr denote the
number of retransmissions (including the first transmission)
until a packet is successfully received. For a given packet
error probability pi of the channel in State i, the expected
value of Ntr is E[Ntr] = 1

1−pi
. Thus, Ci can be written as

[11]

Ci = C · e · (1− Pnc(pi)). (2)

As the state transition rates of the wireless-channel
model are not affected by ARQ or FEC, the result is a
Markov-modulated model with L State (0, 1, . . . , L − 1)
each associated with capacity Ci.

2.4. Stochastic Service Curve of a Wireless Link

In order to determine the performance guarantees that
can be given by a wireless link, we must describe the
amount of service that the link can provide. For this we
make use of so-called service curves. The stochastic service
curve S(t) =

∫ t

0
C(τ)dτ is defined as the traffic amount

that can be served during time interval [0, t] by the wire-
less channel, where C(τ) is the capacity at time τ . Corre-
spondingly, we define Si(t) as the traffic amount that can be
served during time interval [0, t] with the system in State i

at time t, Fi(t, x) and FS(t, x) as the cumulative probabil-
ity distribution of Si(t) and S(t), respectively. We denote
πi as the probability that the link is in State i at any time
when the system is steady, and we then have

FS(t, x) =
∑L−1

l=0
πiFi(t, x). (3)

We need to compute Fi(t, x): Following a standard fluid
approach [16], we proceed by setting up a generating equa-
tion for Fi(t, x) at an incremental time ∆t later in terms of
the probabilities at time t.

Fi(t + ∆t, x) = (λi−1∆t)Fi−1(t, x− Ci−1∆t)

+(1− (µi + λi)∆t)Fi(t, x− Ci∆t)

+(µi+1∆t)Fi+1(t, x− Ci+1∆t), (4)

as i = 1, . . . , L− 2, and

F0(t + ∆t, x) = ((1− λ1)∆t)F0(t, x− C0∆t)

+(µ1∆t)F1(t, x− C1∆t), (5)
FL−1(t + ∆t, x) = (λL−2∆t)FL−2(t, x− CL−2∆t)

+((1− µL−1)∆t)

FL−1(t, x− CL−1∆t). (6)

Both sides are divided by ∆t in the above equations, and
as ∆t → 0, with some algebraic manupulation, the above
equations become partial differential equations, which can
be rewritten in matrix form as follows:

∂F

∂t
+ C

∂F

∂x
= QF, (7)

where F = (F0(t, x), F1(t, x), . . . , FL−1(t, x))⊥, C =
diag(C0, C1, . . . , CL−1) and

Q =















−λ0 µ1 · · · 0
λ0 −(λ0 + µ1) · · · 0
...

...
...

...
0 0 · · · µL−1

0 0 · · · −µL−1















. (8)

The initial conditions are Fi(0, x) =

{

0, x ≤ 0
1, x > 0

for i =

0, 1, . . . , L− 1.
The above linear first-order hyperbolic PDEs can be

solved numerically, and the Fi(t, x)’s can be computed.
Furthermore, if we define π = (π0, π1, . . . , πL−1)

⊥, the
πi’s in (3) are given by

π = πQ, and |π| = 1. (9)

Fig. 4 shows simulated data for the distribution of S(t) for
a two-state Markov model, where we specify C = 2 Mbps,
t = 0.5 s, λ0 = 10, λ1 = 30, p0 = 10−6, and we vary the
BER p1 and the code parameters (n, k, r). The data illus-
trates that BER and coding substantially affect the service
distribution.

In Section 4, we will illustrate how the service distribu-
tion FS(t, x) is used to perform statistical delay analysis.
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Figure 4. The Stochastic Service Curve for a
Wireless Link

3. Traffic Model

We model the traffic arrival for a flow as a stochastic
arrival process A = {A(τ), τ ≥ 0}, where random vari-
able A(τ) denotes the incoming traffic amount of the flow
for a link server during time interval [0, τ ]. The arrival pro-
cess A is stationary and ergodic. Since A(τ) is stationary,
A(τ + t) − A(τ) possesses the same probability distribu-
tions for all τ . Therefore, we can define a random variable
R(t) = A(t0+t)−A(t0)

t
as the stochastic traffic arrival rate.

The traffic arrival can be bounded either deterministically
or stochastically by the traffic arrival envelope as follows:

Definition 3.1 (Deterministic Traffic Arrival Envelope)
The function b(t) is called the deterministic traffic ar-
rival envelope of the traffic arrival with rate R(t) if

∫ t0+t

t0

R(τ)dτ ≤ b(t), (10)

for any t0, t ≥ 0.

For example, the traffic arrival can be constrained by a leaky
bucket with parameters (σ, ρ) as

∫ t0+t

t0
R(τ)dτ ≤ σ + ρ · t,

for any t0, t ≥ 0, where σ is the burst size and ρ is the aver-
age rate.

Definition 3.2 (Statistical Traffic Arrival Envelope) The
distribution B(t) forms the statistical traffic arrival enve-
lope of the traffic arrival A if

∫ t0+t

t0

R(τ)dτ �st B(t), (11)

for any t0, t ≥ 0, where X �st Y means P{X < Z} ≤
P{Y < Z}.

We will be describing traffic arrival using the rate-
variance envelope [10]. It is a key factor for computing
delay violation probabilities.

4. Statistical Delay Analysis in a Wireless Net-
work

A probabilistic real-time guarantee can be defined as
a bound on the probability of exceeding a deadline, i.e.,
P{D > d} ≤ ε, where the delay D suffered by a packet
is a random variable, d is the given deadline, and ε is the
given violation probability (generally small).

We consider networks that use static-priority schedulers
at the network nodes, as opposed to previous work consid-
ering FIFO buffers [11]. For wired networks with static pri-
ority scheduling, we addressed the issue of how to provide
statistical real-time guarantees in [19], based on Knightly’s
earlier work in [10]. Define C as the capacity of a link and
Gi as a group of flows that are served by the link at prior-
ity i. Assume bi,j(t) and Bi,j(t) to be the deterministic and
statistical bound, respectively, for the traffic arrival for the
individual flow j ∈ Gi. Then the delay violation probabil-
ity Pr{Di ≥ di} for a random packet with priority i at the
output link can be bounded by

Pr{Di ≥ di} ≤ max
t<βi

Pr{B∗(t + di) ≥ C · (t + di)}, (12)

where B∗(·) is the amount of aggregated traffic of same and
higher priorities:

B∗(t + di) =

i−1
∑

q=1

∑

j∈Gq

Bq,j(t + di) +
∑

j∈Gi

Bi,j(t), (13)

and βi is a bound on the busy interval defined as follows:

βi = min{t > 0 :
∑i

q=1

∑

j∈Gq

bq,j(t) ≥ C · t}. (14)

The above formula cannot be applied directly for wire-
less links however, as their capacity varies over time. Fortu-
nately, as the following observation shows, it is not difficult
to integrate stochastic arrivals and a stochastic service curve
to compute delay violation probabilities: Consider a wire-
less link with a static-priority scheduler and maximum ca-
pacity C. Let C(t) be the available capacity for traffic as a
function of time. Thus C−C(t) is the unavailable capacity
of link at time t. We can equivalently model this system if
we define a virtual traffic arrival with instantaneous capac-
ity C−C(t) to a link with constant capacity C, by requiring
that this virtual traffic is given strictly highest priority dur-
ing scheduling. Packet delays for real traffic in the original
system are identical to delays in this virtual-traffic model. In
particular, if the wireless link has a stochastic service curve
S(t), then the equivalent virtual traffic on the wireless link
has the stochastic envelope B′(t) = C · t−S(t). This gives
raise to the following theorem:

Theorem 4.1 Consider a wireless link with a static-priority
scheduler and stochastic service curve S(t). Assume Bi,j(t)



is the statistical bound for the traffic arrival of the individ-
ual flow j ∈ Gi. Then, the delay violation probability for a
random packet with priority i can be bounded by

Pr{Di ≥ di} ≤ max
t>0

Pr{B′(t + di)

+B∗(t + di) ≥ C · (t + di)}, (15)

where B′(t) = C · t − S(t), and B∗(t + di) is defined in
(13). 1

We make the following observations about Theorem 4.1:
First, B′(t+di) and B∗(t+di) are independent. Given their
distribution functions, the distribution function of the sum-
mation B∗(t+di)+B′(t+di) can be obtained by their di-
rect convolution. Second, the distribution of B ′(t + di) can
be directly obtained from S(t), which we in turn derived in
Section 2. Note that (15) holds for any S(t), no matter what
specific wireless link model is chosen. The main challenge
for statistical delay analysis is how to obtain the distribution
function of B′(t + di), i.e., how to clearly describe the traf-
fic arrival envelope. It is inherently very difficult for the net-
work to enforce or police the stochastic properties of traf-
fic streams. Consequently, if a particular application does
not conform to the chosen stochastic model, no guarantees
can be made. Moreover, if admitted to the network, such
a non-conforming stream could adversely affect the perfor-
mance of other applications if it is statistically multiplexed
with them. Therfore, we must find a means to describe the
non-conforming traffic so that we can perform delay analy-
sis.

We will use the approach previously developed in [19]
for the statistical delay analysis. We represent the input traf-
fic flows as a set of random processes. Traffic policing en-
sures that these processes are independent. If we know the
mean value and the variance of each individual traffic ran-
dom variable, and the number of flows is large enough, then
by the Central Limit Theorem, we can approximate the ran-
dom process of the set of all flows combined. The Central
Limit Theorem states that the summation of a set of indepen-
dent random variables converges in distribution to a random
variable that has a Normal Distribution. In the following, we
illustrate how using rate-variance envelopes, the mean rate
and the rate-variance of each individual flow can be deter-
mined by deterministic traffic models.

The rate-variance envelope RV (t) = var(R(t)) de-
scribes the variance of the arrival rate for the incoming flow
over an interval of length t [10]. We assume that a flow of
priority i is controlled by a leaky bucket with burst size σi

1 Here the maximum busy interval is canceled out due to the possibly
unconstrained stochastic service curve. The virtual traffic may produce
infinite-length maximum busy interval. So the delay violation proba-
bility may appear to be loose. In our simulation data, we find that the
maximum value will be achieved for relatively small values of t, there-
fore, the bound is tight.

and average rate ρi at each router. Assume that flow j in the
group of flows Gi has mean rate φi,j and rate-variance en-
velope RVi,j(t). With application of a Gaussian approxima-
tion over intervals, B∗(t + di) in (15) can be approximated
by a normal distribution N(φi(t), RVi(t)) [10], where

φi(t) = (t + di)

i−1
∑

q=1

∑

j∈Gq

φq,j + t
∑

j∈Gi

φi,j , (16)

RVi(t) = (t + di)
2
∑i−1

q=1

∑

j∈Gq

RVq,j(t + di)

+t2
∑

j∈Gi

RVi,j(t). (17)

Given the deterministic traffic arrival envelope bi,j(t) =
σi + ρit, for any flow j in Gi, we can easily obtain mean
rate φi,j for each individual flow, and an adversarial mode
is chosen for obtaining the rate-variance envelope RVi,j(t)
[10]. 2 We obtain the mean rate and the rate-variance enve-
lope as follows:

φi,j = ρi, (18)

RVi,j(t) ≤ ρiσi

t
. (19)

In summary, this leads to the following lemma:

Lemma 4.2 Define nq = |Gq|, q = 1, 2, . . . , i. With ap-
plication of a Gaussian approximation over intervals,
B∗(t + di) can be bounded by a normal distribution
N(φi(t), RVi(t)), i.e.,

Pr{B∗(t + di) < x} ≤ Φ(
x− φi(t)
√

RVi(t)
), (20)

where

φi(t) = (t + di)
∑i−1

q=1
nqρq + tniρi, (21)

RVi(t) ≤ (t + di)
∑i−1

q=1
nqρqσq + tniρiσi, (22)

Φ(a) =
1√
2π

∫ a

−∞

exp(−x2

2
)dx. (23)

The distribution function of the summation B∗(t+di)+
B′(t + di) can be obtained by convolution. Define this dis-
tribution function as FB(t+di, x). Then, the delay violation
probability can be upper-bounded with utilization as shown
in the following theorem:

Theorem 4.3 Consider a wireless link with a static-priority
scheduler and the stochastic service curve S(t). Assume the
same traffic envelope in Theorem 4.1. The delay violation
probability for any packet with priority i is bounded by

Pr{Di ≥ di} ≤ 1−min
t>0

FB(t + di, C · (t + di)). (24)

2 In adversarial mode, the traffic arrival process conforms to a binomial
distribution, where the rate-variance envelope is upper bounded.



Having derived the statistical delay formula for a sin-
gle wireless link, we obtain the end-to-end delay violation
probability along each path. Given the delay violation prob-
ability εi and the end-to-end deadline di along route R, we
can partition di into {dk

i : k ∈ R}, and the delay guaran-
tee is met when [9]

P{De2e
i >

∑

k∈R
dk

i }
≤ 1−

∏

k∈R
(1− P{Dk

i > dk
i }) (25)

≤ εi. (26)

This bound on the end-to-end real-time guarantee gives
raise to several possible approaches to admission control
and connection establishment.

5. Admission Control Mechanisms

Recall that it is the admission control mechanism that de-
cides if a new connection can be admitted. The decision is
based upon whether the end-to-end delay requirements can
be met for both newly arriving and existing connections.
In this section, we describe two approaches to admission
control that perform the delay computation previously de-
scribed.

5.1. Delay-Based Admission Control (DBAC)

Delay-based admission control (DBAC) is a mechanism
that makes admission decisions by analyzing the system
state at run-time. In particular, DBAC performs delay cal-
culations at flow establishment time using run-time flow in-
formation to determine both whether the introduction of the
new flow allows existing flows to maintain their real-time
requirements and whether guarantees can be provided for
the new flow. Note that in systems with multiple priorities,
only flows of equal and lower priorities need to be checked.

We employ the equations from previous sections to cal-
culate the delay violation probabilities required in the
DBAC algorithm. Though the DBAC algorithm is con-
ceptually simple, it is computationally complex since
it requires solving systems of partial differential equa-
tions (7) and performing convolution operations in (24). It
is also necessary for the admission controller to be aware
of the network topology and routing. Thus DBAC be-
comes extremely costly as the system scales in size.
3

5.2. Utilization-Based Admission Control (UBAC)

With UBAC, we decrease admission control overhead by
reducing the amount of computation that needs to be per-

3 Note that the overhead only occurs at flow establishment time, not dur-
ing packet forwarding time.

formed at run-time. For this to be possible, we assume that
each link server reserves a certain percentage of capacity for
every particular traffic priority class. It is the responsibility
of the admission control module to ensure that the capac-
ity usage of individual priority classes do not exceed the re-
served portion. This is necessary to provide isolation among
different priority traffic and hence to guarantee end-to-end
delays to the flows.

As opposed to run-time calculations per flow, UBAC re-
quires off-line delay computations per priority traffic to ob-
tain what we call a safe utilization bound. Since flow pop-
ulation information is unavailable for off-line calculations,
we must obtain a flow-population-insensitive statistical de-
lay formula. During run-time, UBAC checks whether the
link utilization allocated to each priority traffic is not ex-
ceeded. The total number ni of flows of priority i on a link
is therefore subject to the following constraint:

ni ≤
αi

ρi

C, (27)

where αi is the ratio of the link capacity allocated to traffic
of priority i and ρi is the average rate of priority i traffic.
With this constraint, the mean rate and the rate-variance can
be upper-bounded as follows:

φi(t) = (t + di)
∑i−1

q=1
αqC + tαiC, (28)

RVi(t) = (t + di)
∑i−1

q=1
αqσqC + tαiσiC. (29)

Correspondingly, Lemma 4.2, Theorem 4.3 and Equa-
tion (26) can be re-formulated using the flow-population
insensitive definition for the new φi(t) and RVi(t) given
above. Thus we observe that the benefit of UBAC over
DBAC is its ability to perform admission control without
heavy run-time computations. As our performance evalua-
tion will illustrate, UBAC is still able to provide compara-
ble system efficiency.

6. Performance Evaluation

In this section, we evaluate the performance of the two
approaches discussed in the previous sections. The simu-
lated wireless network could be representative of a ground-
space-ground wireless communication system (Fig. 1). We
allow any pair of nodes in the network to establish a real-
time priority connection.In our wireless link model, we as-
sume that all links in the network have a maximum capacity
of 2 Mbps. Links follow a two-state Markov model as previ-
ously defined. In the simulation, we specify the link param-
eters as follows: λ0 = 10, λ1 = 30, p0 = 10−6, and we vary
the bit error rate (BER) p1 for State 1 (BAD state). We also
adopt five different Bose-Chaudhuri-Hocquenghem (BCH)
[14] coding schemes for FEC. We assume that requests for
real-time flow establishment form a Poisson process, and



that flow lifetimes are exponentially distributed with an av-
erage of 180 seconds. 4

In obtaining our results, we are interested in two met-
rics: i) WCAU – The worst-case achievable utilization is
the maximum link utilization that can be safely allocated to
real-time traffic in UBAC; ii) Admission Probability – This
is the probability that a flow can be admitted without vio-
lating delay guarantees. Both metrics reflect on the efficient
use of network resources.

6.1. WCAU Comparison

The underlying network topology in the WCAU experi-
ment is the network shown in Fig. 1, where nodes commu-
nicate through a space-based reach-back network. We vary
the link characteristics by varying the bit error rate (BER)
p1 for State 1 (BAD state). We also consider five different
BCH coding schemes with increasing level of correctabil-
ity (i.e., different (n, k, r) [11]. In our traffic model, we as-
sume that all traffic belongs to a single real-time priority.
We simulate voice traffic, with bursts σ = 640 bits, and av-
erage rate ρ = 32000 bps. We assume that the end-to-end
deadline is 15 ms. The end-to-end deadline violation prob-
ability is either 10−6 or 10−3.
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Figure 5. WCAU Comparison

The WCAU can be computed by (26) we obtained in
the previous section using simple binary search. The re-
sults of our WCAU experiments are shown in Fig. 5. The
following observations can be made from these results: 1).
Sensitivity of WCAU to channel coding: Our results show
the performance tradeoff of using various channel codes.
Codes which provide greater error correction decrease the
amount of actual traffic included in packets. For low error

4 A real system would support best-effort traffic as well. Since this traf-
fic would not affect the results of this evaluation, we omit it from our
experiments.

rates, this capability is not worthwhile, as shown in Fig. 5,
since error correction is rarely useful, and thus decreases
the overall achievable utilization. 2). Sensitivity of WCAU to
BER: As the BAD-state BER p1 is increased from 0.001 to
0.01, the WCAU decreases for all cases. These results sup-
port the intuition that, as the error probability of the net-
work increases, the amount of capacity that can be sup-
ported for real-time traffic should decrease. 3). Sensitivity
of WCAU to deadline violation probability: As expected,
the WCAU increases when the deadline violation probabil-
ity is decreased. In other words, allowing higher loss prob-
abilities creates additional available utilization for real-time
traffic.

6.2. Admission Probability Comparison

In addition to the topology (Fig. 6) used in the previous
section (called Net 1 in this content), we utilize a randomly
generated topology with the same number of total nodes, re-
ferred to as Net 2. We use this randomly generated topology
in order to support the fact that our results are not dependent
upon a particular topology. We fix the bit error rate (BER)
p1 for State 1 (BAD state) p1 = 0.001 and choose BCH cod-
ing scheme with parameters (n = 442, k = 424, r = 2).
The end-to-end deadline violation probability is 10−6.

We simulate the case that there is only a single real-time
priority in the network with the parameters σ, ρ, d equal to
the values used in the first simulation. We also simulate the
case that there are two real-time priorities in the network to
see how multiple priorities affect the admission probability.
In this case, we choose additional higher-priority traffic as
follows: σ = 1280 bits, ρ = 64000 bps, d = 0.005 s. The
capacity is allocation with ratio αhigh : αlow = 1 : 3.
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Figure 6. Admission Probability Comparison

As expected, in both cases, as the flow arrival rate in-
creases, admission probability decreases. The substantial
conclusion we draw from these results is with regard to
the relationship between UBAC and DBAC: It is clear from



Fig. 6(a) that with the single priority case, UBAC is in fact
able to provide the same efficiency with regard to network
resource allocation as DBAC. This result is significant be-
cause it means that the efficiency of DBAC can be provided
with low run-time overhead by using UBAC. Thus costly
run-time delay computations can be removed without sac-
rificing performance. From Fig. 6(b), we find that DBAC
obtains more gains in terms of admission probability than
UBAC when multiple priority classes are used. This can be
attributed to the fact that the pre-allocation of capacity in
UBAC disable the capacity sharing between the different
priorities traffic so that the overall achievable utilization is
decreased. Therefore, DBAC achieves much higher admis-
sion probability than UBAC in the multiple-priority case.

7. Conclusions

The statistical nature of service provided by wireless
links inherently precludes deterministic delay guarantees.
Means must therefore be provided that allow definition and
enforcement of statistical guarantees. We present statisti-
cal service curves and show how they accurately represent
the service provided by wireless links in a tractable man-
ner. Statistical traffic arrival descriptions, which should be
used due to the stochastic nature of service, are very im-
practical to police. So we are studying to use methods that
accurately capture the statistical behavior of deterministi-
cally bounded traffic.

In this paper, we described how statistical service curves
could be applied for static-priority schedulers using what
we call “virtual traffic” to compute the available service
to real-time traffic. We did not assume a particular traf-
fic pattern; instead we used rate-variance envelopes, a sim-
ple and general traffic characterization. This methodology
made our approach applicable to any particular situation.
We also evaluated two different admission control mecha-
nisms (delay-based and utilization-based) and illustrate per-
formance trade-offs between resource utilization and over-
head.
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