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Intrinsically disordered proteins (IDPs) are recognized to play important
roles in many biological functions such as transcription and translation
regulation, cellular signal transduction, protein phosphorylation, and
molecular assemblies. The coupling of folding with binding through a
“fly-casting” mechanism has been proposed to account for the fast binding
kinetics of IDPs. In this article, experimental data from the literature were
collated to verify the kinetic advantages of IDPs, while molecular
simulations were performed to clarify the origin of the kinetic advantages.
The phosphorylated KID–kinase-inducible domain interacting domain
(KIX) complex was used as an example in the simulations. By modifying
a coarse-grained model with a native-centric Gō-like potential, we were able
to continuously tune the degree of disorder of the phosphorylated KID
domain and thus investigate the intrinsic role of chain flexibility in binding
kinetics. The simulations show that the “fly-casting” effect is not only due to
the greater capture radii of IDPs. The coupling of folding with binding of
IDPs leads to a significant reduction in binding free-energy barrier. Such a
reduction accelerates the binding process. Although the greater capture
radius has been regarded as the main factor in promoting the binding rate of
IDPs, we found that this parameter will also lead to the slower translational
diffusion of IDPs when compared with ordered proteins. As a result, the
capture rate of IDPs was found to be slower than that of ordered proteins.
The main origin of the faster binding for IDPs are the fewer encounter times
required before the formation of the final binding complex. The roles of the
interchain native contacts fraction (Qb) and the mass–center distance (ΔR)
as reaction coordinates are also discussed.
© 2009 Elsevier Ltd. All rights reserved.
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biological function. However, this structure–func-
tion paradigm has been challenged by the discovery
of intrinsically disordered proteins (IDPs).1 IDPs are
expected to commonly exist in various proteomes.
Bioinformatics studies have predicted that up to 5%
of prokaryotic genomes and 30% of eukaryotic
genomes encode proteins with wholly or partially
unstructured domains.2,3 The percentage of IDPs is
much higher when focusing on disease-related
proteins,4 protein–protein interaction networks,5

and gene transcriptions.6 Although IDPs are disor-
dered under physiological conditions, they are
functionally important.7 They are involved in
various critical physiological processes such as
transcription and translation regulation,8 cellular
signal transduction, protein phosphorylation, and
d.
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molecular assemblies.9 In many cases, IDPs undergo
conformational transitions to folded forms upon
binding to their biological targets.10 This transition
is referred to as “coupled folding and binding.”9

Among the increasing examples of coupled folding
and binding,11–17 the kinase-inducible domain (KID)
of the transcription factor cAMP response-element
binding protein is one of the best characterized.18–21

Following phosphorylation at Ser133 in KID, phos-
phorylated KID (pKID) binds directly to the kinase-
inducible domain interacting domain (KIX) of the
cAMP response-element binding protein.18 Free
pKID is intrinsically disordered but folds into two
α-helices upon binding to KIX.20 An NMR study has
suggested that pKID forms an ensemble of transient
encounter complexes after binding to the KIX
domain and subsequently evolves to the intermedi-
ate state and, finally, to the native bound complex.21

The lack of folded structure in solution has been
proposed to provide IDPs with several advantages
over ordered proteins such as (i) conformational
flexibility to interact with several targets,11 (ii)
increased interaction surface,22 (iii) rapid protein
turnover,1 and (iv) high specificity with low-affinity
binding.23 In particular, it has been proposed by
Shoemaker et al. that being unstructured facilitates
the binding of the IDPs to targets through the so-
called “fly-casting” mechanism.24 In this model,
IDPs have greater capture radii than ordered
proteins due to greater chain flexibilities. Thus, a
flexible region of the disordered protein will
partially and weakly bind to its partner from a
large distance and then will reel in the binding
partner while completing the folding simultaneous-
ly, thereby enhancing association (binding) speed.
“Fly casting” also presents a route for the kinetic
specificity of IDPs.
Although there are growing experimental studies

on the kinetics of the coupled folding–binding
process,13,17,21,25–33 it remains poorly determined
whether IDPs possess higher binding rates than
ordered proteins and whether the speeding effect
operates via the “fly-casting” mechanism. Some
studies have indicated that IDPs bind faster than
their rigid counterparts.25,27,29 In the MICA example
(a histocompatibility-complex-like protein that
undergoes a disorder-to-order transition upon bind-
ing to its immunoreceptor NKG2D), 10 mutants
designed to destabilize the receptor-bound complex
were all found to accelerate the binding on-rates.27

For chorismate mutase from Methanococcus jan-
naschii, when it was engineered into a molten
globule, the ligand binding rate was speeded up
by roughly threefold.25 In contrast, there are studies
that have reached the opposite conclusions.28,31 In
the case of the PDZ domain family, while a
correlation between association rate constants and
protein stability was observed, the rate of binding
was shown to increase with increasing stability.31
For the coupled folding and binding of apomyoglo-
bin with hemin dicyanide, formation of the complex
was not accelerated by an increase in structural
disorder,28 indicating that whether or not a protein
benefits kinetically from the “fly-casting” effect
depends on a number of factors such as the
capability of a ligand to act as a nucleation site for
the folding process and the binding affinity of a
ligand for the disordered regions of target proteins.
Despite the elegant picture provided by the

“fly-casting” mechanism, the role of structural
disorder in the binding kinetics of IDPs is not
fully understood from a theoretical perspective.
Theoretical analyses and computer simulations
have been widely applied to investigate the
coupled folding and binding process;24,34–43 how-
ever, little effort has been exerted to critically test
the central point of the “fly-casting” mechanism:
Do IDPs bind faster than ordered proteins? The
greater capture radius of IDPs is an obvious
advantage in binding kinetics. However, some
other factors are possibly overlooked in such a
simplified model. One obvious disadvantage of
IDPs that we want to point out here is the
translational diffusion coefficient D. IDPs will
diffuse more slowly than ordered proteins due
to their grater capture radii. The influence of the
slower diffusion on the kinetic behaviors of IDPs
is unclear. This parameter has not been consid-
ered in most research efforts where kinetic
behaviors were extracted from free-energy pro-
files. To include the effect of D, we usually
require direct kinetic simulations. Recently, Tur-
janski et al. simulated the coupled folding and
binding of pKID to KIX, and they found that the
binding rate of the prestructured form was lower
than that of the unstructured form by ∼1.6-fold.35

This provides valuable evidence about the kinetic
advantages of IDPs; however, a detailed analysis
is missing. As such, the separate roles of the
capture radii and the diffusion constants remain
unknown.
Here, we conducted a critical assessment of the

“fly-casting” mechanism. Initially, experimental
data on the binding kinetics of IDPs and ordered
proteins were collected. A comparison showed
that, on average, IDPs bind faster to their targets
than ordered proteins. This observation is consis-
tent with the “fly-casting” mechanism. Coarse-
grained molecular dynamics simulations were then
performed using a continuum Gō-like Cα chain
model of the pKID–KIX complex. This simulation
aimed to gain microscopic insights into the
relationship between the chain disorder and the
kinetic behavior of the pKID–KIX complex. Calcu-
lations indicate that disordered proteins bind to
and unbind from target proteins through lower
free-energy barriers and, therefore, with greater on-
rates and off-rates under the transition tempera-
ture. Although the greater capture radii of IDPs
increase the binding rate, their contribution to
binding kinetics is not dominant, and the speeding
effect due to the greater capture radii is essentially
negated by the slower diffusion in the encounter
processes. The main origin of the kinetic advantage
of IDPs is that the lower free-energy barriers enable
encounter complexes to have a greater probability
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of evolving to the final bound states (i.e., IDPs
require a smaller number of encounters to accom-
plish the binding process).
Results

Experimental data suggest the accelerated
binding effect of IDPs

Protein binding rates cover a wide range of
magnitudes and are influenced by a number of
factors (e.g., electrostatic interactions and nonspe-
cific binding; in the latter case, a protein first binds
nonspecifically to the full surface of the target and
then searches for the final specific binding sites
within a reduced phase space).44 For a comparison
of the different binding kinetics between IDPs and
Table 1. Kinetic data for ordered complex

Ordered complex kon (105M−1 s−1) koff (s
−1) K

IgG/anti-IgG 52.5 0.08
BPTI/trypsin 9.9 0.00000005
BPTI/chymotrypsin 1.7 0.0018
E225/D1.3 0.01 0.00036 3
FVIIa/sTF 3.4 0.0021
hIL5/shIL5Rα-Fc 4.9 0.0037
hGH/hGPbp 3 0.00027
sCD4/gp120 0.83 0.0016
CD4/gp120 0.672 0.0015
g5p/Trx-(SH)2 0.47 0.000105
Cytochrome c/2B5 6.5 0.00008
Cytochrome c/5F8 15 0.0001
SUA-rIgG/Ecto-Tva 2.76 0.0045
IαI/trypsin (human) 110 0.7
IαI/chymotrypsin (bovine) 2.2 0.00053
AMY2/BASI 1.19 0.0002
Myosin/CaM 460 1.0
HEL/VL∷VH-MalE 0.784 0.000666
HEL/VH∷VL-MalE 0.866 0.000751
Barstar/barnase 6000 0.000008
B-CheZ/CheY 56.4 0.04
HyHEL/BWQL 180 0.96
PI3-K/IGF-1R 4.83 0.00212
GroEL/GroES 8 0.011
smGN/CaM 12.4 0.0055
BoNT/scFv 20.9 0.0000942
Palivizumab/Fab 1.26 0.000662
Palivizumab/IgG 1.27 0.00043
Fyn SH3/PRD1 0.77 0.41 52
AChR/Fyn SH2 0.042 0.000008
AChR/Fyk SH2 0.062 0.000008
IgG/protein A/G 4.26 0.0000485
AR-AF1/RAP74 0.2 0.0033 1
p53/NPM 0.043 0.00135 3
Ras/Raf-RBD 355 1.7
Stathmin/tubulin 0.089 0.005 5
IL5/sIL5Rα 24 0.0072
IgG/CGRPα (human) 1.156 0.000671
hPRLr-ECD/hPRL 1.398 0.00062
hPRLr-ECD/hGH 0.3578 0.00023
IGF-II/IGF2R 6.62 0.0787 1
BLIP/TEM-1 2.4 0.00016
AF6 RA1/Ras 64 15.3 24
CD81LEL-GST/HCV 0.089 0.00047
CopY/cop promoter 0.43 0.0000073
ordered proteins, the two systems should be
compared under similar conditions, or large data
sets should be used to average out the influence of
other factors. Kinetic data on protein–protein
associations for 45 ordered proteins and 35 IDPs
were collected from the literature (Tables 1 and 2).
The analysis is presented in Fig. 1. To our best
knowledge, such an approach has not been
previously carried out in a systematic fashion.
Although our database is incomplete, this analysis
reveals a number of distinct kinetic features for
IDPs and ordered proteins. In Fig. 1, the binding
rates are plotted as a function of stability because a
comparison is only meaningful under the same
stability conditions considering that an increase in
binding stability usually enhances binding kinetics.
In general, Fig. 1 shows that there is no clear
separation between IDPs and ordered proteins. For
both IDPs and ordered proteins, kon and koff cover
d (nM) Method Reference

15 Fluorescence correlation spectroscopy 78
0.00005 SA 79
11 SA 79
60 SPR 80
6.3 SPR 81
7.6 SPR 82
0.9 SPR 83
19 SPR 84
22 SPR 85
2.2 SPR 86
0.12 SF 87
0.067 SF 87
16.4 RMB 88
64 Not clear 89
2.4 Not clear 89
1.7 SPR 90
22 SF 91
8.46 SPR 92
8.96 SPR 92
0.000013 SF 93
7.1 SF 94
53 SF 95
4.4 SPR 96
14 SPR 97
4.42 SPR 98
0.0451 SPR 99
5.25 SPR 100
3.386 SPR 100
00 SPR 101
1.9 RBA 102
1.3 RBA 102
0.113 SPR 103
70 SPR 104
14 SPR 105
50 SF 106
60 SPR 107
3.1 SPR 108
5.78 SPR 109
4.4 SPR 110
6.7 SPR 110
18.8 SPR 111
0.7 SPR 112
00 SF 113
52 SPR 114
0.17 SPR 115



Table 2. Kinetic data for disordered complex

Disordered complex kon (105M−1 s−1) koff (s
−1) Kd (μM) Method Reference

SH2/Y751 33.4 0.14 0.042 SPR 116
SH2/pYHmT 2 0.2 1 SPR 117
SH2/pY531 2 1 5 SPR 117
SH2/ITAM 41.7 0.0098 0.00234 Scintillation proximity-based assay 118
Grb2-mSos1/EGFR 63 0.197 0.031 SPR 119
Grb2-mSos1/IR-PEP 10.5 0.31 0.296 SPR 119
BRCA1-BRCT/bBACH1-P 40 0.02 0.005 SPR 120
Cdc42/WASP 1.9 0.0119 0.063 SPR 121
SUA/Ecto-Tva 0.56 0.0084 0.149 RMB 88
CaM/CKII 1300 0.26 0.002 SF 122
TolA/ColN 0.5 0.042 0.83 SPR 14
TolA/ColN 1.1 0.011 0.1 SF 123
TCR/pMHC 0.372 0.219 5.9 SPR 124
S-peptide/S-protein 180 0.000119 0.000006 SF 12
Sky/β3 0.48 0.00114 0.024 SPR 125
Sky/β2 0.38 20.00143 0.038 SPR 125
Sky/β1 0.19 0.00132 0.071 SPR 125
HIF/TAZ1 12,900 185 0.143 NMR 17
GCN4 D7A 80 0.0015 0.00019 SF 126
UbF45W 0.031 0.00068 0.22 SF 126
GCN4 3000 0.072 0.00024 SF 127
GCN4-p1 27.5 0.153 0.056 SF 128
GCN4 6.63 0.17 0.26 SF 129
Leucine zipper 40 10 2.5 SF 130
KIX/pKID 0.0013 0.0014 10.8 QCM 131
KIX/KID 0.0012 0.025 208 QCM 131
MICA/NKG2D 0.075 0.013 1.7 SPR 27
AR-AF1/SRC-1 0.0024 0.0033 14 SPR 104
AR-AF1/RAP74-NTD 0.046 0.0012 0.63 SPR 104
E6/GST-E6AP 0.713 0.18 2.59 SPR 132
E6/MBP-E6AP 0.542 0.28 5.26 SPR 132
MEM-265/peptide 2.74 0.000575 0.0021 SPR 133
MDM2/p53 92 2.06 0.22 SF 134
Impα/NLS 0.2 0.00031 0.0155 SPR 135
D-KQTSV/PSD-95PDZ3 79 6.2 0.8 SF 136
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a range of 8–10 orders of magnitude. Moreover,
the kinetic data collected have been measured
under various conditions and techniques. Conse-
quently, comparison of a single datum is insignif-
icant. However, when the two data sets were fitted
linearly under the constraint that their slopes are
equal, the purpose of which is to reveal the
difference in general trends between IDPs and
ordered proteins, IDPs showed greater on-rates
and off-rates than the ordered proteins. Estimated
from the fitted lines, the kon and koff values of IDPs
are ∼2.9 times as large as those of ordered
proteins. The slope of log10(kon)∼ log10(Kd) is
−0.36, and the slope of log10(koff)∼ log10(Kd) is
0.64, implying that the on-rates are less sensitive to
the stability of the complex than the off-rates. A Z-
test was carried out to further quantitatively
compare the kinetic difference between IDPs and
ordered proteins. A moderate value of significance
level (0.06) for the kinetic difference between IDPs
and ordered proteins was obtained. Qualitatively,
this comparison provides some insight into the
kinetic advantages of IDPs, and a larger database
with detailed analysis would aid any further
studies. From a statistical analysis viewpoint,
these data provide perhaps some supports that
IDPs and ordered proteins exhibit distinct kinetic
behaviors.
Simulations to continuously tune the protein
structure from disordered to ordered

To explore how structural flexibility affects the
binding kinetics of protein–protein interactions, we
performed simulations on the formation of the
pKID–KIX complex. An important aspect of the
simulation work is that the potentials and condi-
tions of the system are under complete control. This
ensures that, by removing or altering specific
elements, the roles of the potentials and conditions
in determining a given property can be individu-
ally examined.45 Here, the parameter α was
introduced into a continuum explicit-chain model
to tune the interactions within the disordered
protein chain (pKID) without changing those
between the disordered chain and the ordered
chain (pKID and KIX) (see Models and Method).
Systems with small α values have weaker driving
forces to hold the pKID in a structured state,
whereas large α values have stronger driving forces
for facilitating the formation of structured confor-
mations. Consequently, the α value can be changed
to continuously tune pKID from the disordered
state to the ordered state. In this way, one can
separate the influence of structural flexibility on
kinetics from other factors such as stability,
topology, and binding specificity.



Fig. 1. The collection of binding kinetics data for IDPs
(blue triangles) and ordered proteins (red circles). Forty-
five and 35 data are collected for ordered and disordered
proteins, respectively. Experimental details for the bind-
ing kinetics analyzed here can be found in the original
references listed in Tables 1 and 2. Continuous lines are
linear fits to the scattering data of IDPs and ordered
proteins under the condition that the slopes are equal in (a)
and (b), respectively. Since the dissociation constant Kd is
equal to koff/kon, the difference between the slopes of (a)
and (b) is exactly equal to 1.0.
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Calculations on protein stability and flexibility
validate the effect of α (Fig. 2). As discussed in
Experimental Data Suggest the Accelerated Binding
Effect of IDPs, a comparison of proteins with
different flexibilities should be conducted under
the same stability conditions. In Fig. 2a, heat
capacity (Cp) curves of the pKID–KIX binding/
unbinding process were plotted for various α
values. At the transition temperature (Tm) defined
as the temperature of the Cp peak, the pKID–KIX
complex has an equal probability of being present in
either the bound form or the unbound form, where
the unbound form comprises unbound conforma-
tions (Qb=0) with various mass–center distances
between the two chains. The Tm value was found to
shift to higher temperatures as α increases (Fig. 2a
and b). A recent study also found that a rigid
binding motif binds to the target at a higher
transition temperature than a flexible binding
motif.46 The flexibility of pKID was examined by
determining the average fraction of native intra-
chain contacts of pKID in the free form (i.e., in the
absence of KIX) 〈Qf

(free)〉 at the Tm (Fig. 2c). As
expected, when α increases from 0.1 to 8.0, pKID is
tuned from a disordered state (〈Qf

(free)〉=0.38) to an
ordered state (〈Qf
(free)〉= 0.91). NMR data have

shown that helix αA of pKID is ∼ 50–60% folded,
and helix αB is ∼15% formed,47 whereas some IDPs
may have less than 10% of the folded contacts. For
our current model, we could not decrease the
fraction of residual native contacts to values as low
as 10%. Increasing the intrachain interaction
strength will enhance the thermal stability of the
complex (Fig. 2d).
Ordered proteins dock to their targets through

induced-fit or conformational selection,37,48 where-
as IDPs bind to their targets coupled with folding21

(the binding of IDPs may also possess some
components of conformational selection if they
populate “preformed elements”;49,50 however, the
preformed structures will be stabilized and folded
further upon binding).51 Changing α values in our
scheme regulates the system between coupled
folding–binding and docking (Fig. 3). Consistent
with the results from the energy landscape
perspective,38,52 the folding and the binding of
flexible proteins are intimately coupled (e.g.,
α=0.1) (Fig. 3a). However, this coupling is weak-
ened as chain flexibility decreases. Figure 3 shows
clearly the evolution from coupled folding–binding
to docking, indicating that no clear distinction
between these two binding mechanisms exists. A
simulation with the HP lattice model has also
shown that both mechanisms can be observed in
the binding process regardless of whether the
protein is ordered or disordered, whereas the
preference of binding mechanisms is different.37

For weak intrachain interactions (e.g., α=0.1), free
pKID has only 38% of the native contacts and can
be considered disordered. Initial weak binding with
KIX domain (Qb≤0.2) does not cause marked
folding of the pKID domain. Significant folding
takes place when the binding free-energy barrier is
passed. For strong intrachain interactions (e.g.,
α=5.0), free pKID has 85% of the native contacts
and is essentially in the folded state. In this
situation, docking was observed from the free
proteins to the bound complex, and coupled
folding was found to be very weak.
IDPs possess lower binding energy barriers
and greater capture radii

To test the “fly-casting” effect for the coupled
folding–binding process, we examined the binding
free-energy profiles of the pKID–KIX complex at
Tm. Regardless of whether Qb or the mass–center
distance between pKID and KIX (ΔR) was chosen
as reaction coordinate, the binding free-energy
barrier of systems with greater chain flexibility
(lower α value) is always lower than that of
systems with lower chain flexibility (Fig. 4). For
the most disordered system (α=0.1), the binding
energy barrier is 2.4kBT lower than that of the most
ordered system (α=8.0) if Qb was used as the
reaction coordinate, or 0.92kBT if ΔR was used (Fig.
4a and b). In addition, the transition states of the



Fig. 2. Effect of parameter α on the stability and flexibility of the pKID–KIX complex and free pKID. (a) Heat capacity
Cp of pKID–KIX binding/unbinding process as a function of temperature T for various α values (from left to right): 0.1,
0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 5.0, and 8.0. Cp is computed from the density of states using histogram techniques with bias
potential. Sampling is performedwith a concentration of 200 μM for pKID–KIX, and this concentration is used throughout
the article, except where specified. T is measured in units of ɛ0/kB, where kB is the Boltzmann constant and ɛ0 is an energy
constant, as explained in Models and Method. (b) The transition temperature Tm of the pKID–KIX binding/unbinding
process as a function of α. Tm was determined as the temperature of the heat capacity peak in (a). (c) Average fraction of
native intrachain contacts of pKID in the free form 〈Qf

(free)〉 as a function of α under the transition temperature determined
in (b). (d) Relationship between Tm and 〈Qf

(free)〉.
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disordered systems were found to have fewer
interchain native contacts than those of the ordered
systems (Fig. 4a). Interchain and intrachain native
contacts have been found to be only partially
formed in the intermediate state,21 and the differ-
ence within the transition states between the
disordered proteins and the ordered proteins may
account for their difference in binding mechanism
and kinetics. Our results suggest that it is easier for
disordered proteins to reach the transition state
than ordered proteins. The free-energy profiles also
reveal that when using ΔR as reaction coordinate,
disordered proteins cross the free-energy barrier at
a larger distance than ordered proteins (Fig. 4b).
This indicates that disordered proteins have greater
effective capture radii (Fig. 4d) (e.g., ΔR=29 Å for
α=0.1 and ΔR=21 Å for α=8.0, with a ratio of 1.5).
The results appear to support the “fly-casting”
mechanism.

IDPs do not have greater capture rates than
ordered proteins

In the “fly-casting” mechanism, the kinetic
advantages of IDPs are usually interpreted as
their greater capture radii enabling faster encoun-
ter events to form weak binding complexes. This
appealing interpretation, however, has not been
tested rigorously. Here, capture events in pKID–
KIX binding process were investigated. Due to a
lack of a clear and unique definition of the
encounter complex and capture event,53 we used
QbN0 as criterion and started simulations from
randomly chosen unbound states (Qb=0). An
encounter complex state was defined when the
system evolved from Qb=0 to QbN0 (usually had
only one interchain native contact). The average
capture time (tcap) to form the encounter complex
is shown in Fig. 5a as a function of 〈Qf

(free)〉.
Remarkably, although IDPs have greater capture
radii, Fig. 5a indicates that IDPs do not have
greater capture rates than ordered proteins. On
the contrary, it was found that the capture rate of
the most disordered case is slower than that of the
most ordered case by a ratio of ∼1.4 (Fig. 5a,
filled circles). In a comparison test, we used any
two residues (one from pKID and the other from
KIX) that were less than 8.0 Å apart as an
encounter criterion and applied the 12–10 form
nonbonded interactions (see Eq. (3)) to all



Fig. 3. Contour plots of the two-dimensional free-energy landscape (in units of kBT) of the binding/unbinding process
of the pKID–KIX complex as a function of the fraction of intrachain native contacts (Qf) and the fraction of interchain native
contacts (Qb) at the transition temperature (Tm) for various α values: (a) α=0.1, (b) α=1.0, (c) α=3.0, and (d) α=5.0. Free
energy is calculated as F(Qb,Qf)/kBT=− ln[P(Qb,Qf)], where P(Qb,Qf) is the normalized population distribution as a
function of Qb and Qf. Evolution from coupled folding–binding to docking is clearly shown as the parameter α gradually
increases (e.g., from 0.1 to 5.0). Binding paths are indicated by red broken lines from the unbound state to the bound state.
The reaction coordinateQb treats all states withQb=0 as the same states because all unbound states possess zero interchain
native contact (Qb=0); however, they may have markedly different mass–center separations ΔR. Consequently, in these
two-dimensional free-energy landscapes, states with Qb=0 represent all unbound states with different ΔR values.
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interchain residue pairs (i.e., regardless of native
or nonnative pairs) (Fig. 5a, open diamonds). We
also tested a scheme in which all interactions
between pKID and KIX were switched off so that
kinetics was merely controlled by diffusion and
random collision, and we used the encounter
criterion above (Fig. 5a, open triangles). The
comparison tests showed trends similar to those
of the original scheme (Fig. 5a). Therefore, the
absence of a kinetic advantage for IDPs in the
capture process is not an artifact of the Gō-like
potential we have adopted or the criterion of the
encounter complex.
We noted that slow diffusion will hamper IDPs

from achieving a greater capture rate by a greater
capture radius. Encounter events in our simula-
tions were stochastic diffusion processes because
long-range interactions were not included in our
model. Diffusion simulations with pKID in free
form showed that the diffusion coefficient D
decreases when the degree of chain disorder
increases (Fig. 5b). This property can be under-
stood by considering that IDPs possess greater
hydrodynamic radii.54 After subtraction of the
influence of D, systems with different chain
flexibilities will have nearly the same capture rate
(data not shown), indicating that capture radius
contributes little to increasing the capture rate.
Therefore, greater capture radii and smaller diffu-
sion rates for IDPs negate each other and,
consequently, IDPs do not necessarily possess
greater capture rates than ordered proteins. Includ-
ing long-range interactions (e.g., favorable electro-
static interactions) in the binding process should
increase the diffusion rate and may have a positive
effect on the overall binding rate. The study of the
binding kinetics influenced by electrostatic interac-
tions would be interesting because IDPs contain
more charged residues than globular proteins.54

The electrostatic interactions were not included in
the current model, and we did not pursue them in
this article.
IDPs do have enhanced binding rates

Capture rates are closely related to binding rates,
but they are not identical. Usually the binding rate
is the measured quantity in experiments, and it is
also the main criterion used to judge whether IDPs
have any kinetic advantage over ordered proteins.
To better understand the kinetic process, we



Fig. 4. (a and b) Free-energy profiles of pKID–KIX binding at Tm using the interchain native contacts fraction Qb
and the distance between the mass centers of the two chains ΔR as reaction coordinates for α=0.1, 1.0, 2.0, 3.0, and
5.0 (from bottom to top). Free energy is calculated as F(x)/kBT=− ln[P(x)], where x indicates Qb or ΔR, and P(x) is
the normalized population distribution obtained in simulations as a function of x. For convenience of comparison,
free-energy profiles are slightly shifted to make states, with Qb=0 (a) or ΔR=15 Å (b) having the same value for
various α. (c) The binding free-energy barrier ΔFb

‡ (in units of kBT) as a function of chain flexibility. ΔFb
‡ is calculated

as the difference between the peak value of F(Qb) and the value at Qb=0 from (a). (d) Effective capture radius Rcap
as a function of chain flexibility. Rcap is defined as the mass–center distance ΔR corresponding to the peak of the
free-energy profile in (b).
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calculated the binding and unbinding rates of the
pKID–KIX complex near the transition tempera-
tures (Fig. 6). Binding simulations were performed
with 400 randomly chosen unbound states, with
Qb=0 obtained from high-temperature simulations.
Binding was considered to occur when the system
evolved to a state that met the minimum of the free
energy around Qb∼0.8 (as indicated in Fig. 3).
Unbinding simulations were carried out with the
native state, and unbinding was considered to
occur when the system evolved to a state with
Qb=0 and with the mass–center separation be-
tween the two molecules ΔRN45 Å. As observed in
the binding experiments, the simulated binding
rates are concentration dependent (Fig. 6a), where
the binding mean first passage time (MFPT) is
linked to kon by MFPT− 1=kon [pKID]. The stability
dependence of the binding/unbinding rates is
exemplified in Fig. 6b. The binding and unbinding
MFPTs were clearly found to exhibit chevron-like
behaviors, which are similar to the simulation
results performed on protein folding.55 Transition
temperatures extrapolated from binding/unbind-
ing kinetics are consistent with those defined by the
Cp curves in Fig. 2a. The most informative result
comes from the binding rate under the transition
temperature when the protein is tuned from the
disordered state to the ordered state (Fig. 6c). In
contrast to the capture rate results, IDPs do exhibit
a greater binding rate than ordered proteins (i.e.,
the binding rate for the disordered systems with
α=0.1 is ∼2.5 times as fast as that for the ordered
systems with α=8.0). The enhanced binding kinet-
ics revealed here qualitatively validates the conclu-
sion based on free-energy calculation (Fig. 4), and
it is consistent with the analysis on experimental
data (Fig. 1) and expectation of the “fly-casting”
mechanism.24
Fewer encounter times: The origin of the kinetic
advantages of IDPs

How can IDPs possess a greater binding rate yet
have a slower capture rate compared with ordered
proteins? To elucidate the origin of the kinetic



Fig. 5. Capture rates of pKID–KIX binding and the
influence of translational diffusion. (a) Average capture
time tcap of pKID–KIX binding as a function of 〈Qf

(free)〉 at
Tm (black circles). Each data point is determined from 400
capture trajectories starting from randomly unbound
states. The corresponding data when interchain interac-
tions are applied for all residue pairs (open diamonds) and
when all interchain interactions are switched off (open
triangles) are also shown. See the text for more details. (b)
Diffusion constant D of the pKID mass center in free form
as a function of 〈Qf

(free)〉 at Tm. D is calculated as D= 〈x〉2/
2t, and each data point is averaged from 10 long-time
(5,000,000 steps) diffusion trajectories. Inset shows the
diffusion coefficient D as a function of the capture radius
Rcap.
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advantages of IDPs, we decomposed the binding
process into an encounter step and a further
evolution step:

pKID þ KIX V
kcap

kesc
pKID : : :KIXY

kevo
pKID � KIX

where pKID+KIX is the unbound state, pKID·KIX is
the native bound state, and pKID⋯KIX is a loosely
bound intermediate formed by the capture event
(encounter complex). For each trajectory in our
simulations, an unbound state (Qb=0) was the initial
state, and the intermediate was reached when a
native contact was formed (QbN0). The intermediate
state would then either escape to the unbound state
when Qb=0 and ΔRN45 Å or evolve to the bound
state when the system reached the minimum of the
free energy (Qb∼0.8; Fig. 3). A trajectory was
terminated when the bound state was reached.
Generally, to achieve the native bound state, the two
proteins have to encounter each other several times
in a binding trajectory. By dissecting the binding
trajectories into three states, we accumulated the
transition number (N) and the average transition
time [measured by the mean passage time (MPT)]
between any two states. The escaping rate kesc and
the evolving rate kevo were calculated as:

kesc = ½ MPTesc �Nesc +MPTevo �Nevoð Þ
�Nesc= Nesc +Nevoð Þ��1

ð1Þ

kevo = ½ MPTesc �Nesc +MPTevo �Nevoð Þ
�Nevo= Nesc +Nevoð Þ��1

ð2Þ

where MPTesc is the mean passage time from the
encounter state to the unbound state; MPTevo is the
mean passage time from the encounter state to
the bound state; and Nesc and Nevo are the cor-
responding numbers of transitions.
Decomposition of the simulated trajectories is

presented in Fig. 7. As chain flexibility increases, the
escaping rate kesc decreases and the evolving rate
kevo increases (Fig. 7a). As a result, encounter times
(i.e., the mean number of times the two proteins
have to encounter before forming the final complex),
calculated as kesc/kevo+1 or obtained from direct
trajectory decomposition, was reduced (Fig. 7b). For
disordered systems (α=0.1), only 3–4 encounter
times are required; for ordered systems (α=8.0), 12
encounter times are required. Therefore, a faster
capture rate does not ensure a greater binding rate
for ordered proteins, since the encounter complex
may escape to the unbound state but not evolve to
the bound state. Our results unambiguously reveal
that the increase in the binding rate of IDPs with
target proteins is not due to the greater capture radii
and capture rates, as originally proposed, but due to
fewer encounter (capture) times required to accom-
plish the binding process. It should be noted that the
definition of the encounter complex is not unique,
and transition rates along with encounter times are
sensitive to particular definitions. We tested various
criteria of the encounter complex and confirmed that
the general trend exhibited in Fig. 7 and the
conclusions stated above do not change when the
definition of the encounter complex is varied.
Discussion

IDPs have been found to be ubiquitous within
many species, and the intrinsic chain flexibility
associated with IDPs enables these proteins to bind
to their targets with low affinity23 and rapid
kinetics.24 Experimental detection of such interac-
tions has been carried out under various binding
conditions,making it difficult to directly compare the
thermodynamics and kinetics between disordered



Fig. 6. Kinetics of the pKID–KIX binding/unbinding
process. (a) Concentration dependence of the binding rate
(as a reciprocal of MFPT) for α=3.0 and T=1.20. (b) The
chevron plot, minus the logarithm of the binding/
unbinding MFPT as a function of −ɛ/T, is shown for a
systemwith α=3.0. [pKID]= 200 μM is used here. Binding
and unbinding data points are represented by circles and
triangles, respectively. (c) The average binding time as a
function of chain flexibility at Tm.
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and ordered proteins. Hence, simulations of protein
binding with different chain flexibilities while
keeping other conditions constant were performed
in this article. This allowed a comparison of
thermodynamic and kinetic properties under the
same stability conditions to be undertaken. Our
results show that disordered proteins have lower
transition temperatures (Fig. 2) and faster kinetic
rates (Fig. 6). Alsallaq and Zhou have suggested
that the association constants of unstructured
proteins will be substantially lower than those of
folded proteins by extending their transition-state
theory of rigid-body protein–protein associations to
unstructured proteins.56 All-atom binding simula-
tions of the wide-type p53–MDM2 complex and
various mutants have revealed that increasing the
helicity of p53 increases binding affinity by about
4 kcal/mol.57 Although details describing how
disorder affects binding affinity are not clear in
our current study, the kinetic advantages (partially)
account for why IDPs have rapid turnover rates and
are extensively enrolled in transcription and trans-
lation regulation and cellular signal transduction
events.
IDPs were found in this study to be less stable

while possessing greater binding/unbinding rates.
The observations are consistent with a recent study
by Vamvaca et al., where the kinetics and thermo-
dynamics of a ligand binding to a native enzyme
and an engineered molten globular enzyme have
been detected.25 Estimated from kobs, the disordered
molten globular enzyme was found to have a ligand
binding rate threefold greater than that of the native
counterpart. The stabilization of the α-helix in free
p27 with alanine substitutions has been found to
slow the rate of the formation of the complex with
cyclin A-Cdk2 by threefold.58 This result indicates
that the absence of a preformed helix contributes
beneficially to p27-inhibitory activity. Although not
included in our simulations, electrostatic interac-
tions are important for ultrasensitive binding of
IDPs59 and have been shown to promote binding
speed significantly by sharply decreasing binding
free-energy barriers.36

For protein folding, folding and unfolding rates
can be estimated from the height of free-energy
barrier by transition-state theory when the fraction
of native contacts (Q) is used as reaction coordinate.
Such an estimate of folding/unfolding rates is
usually consistent with those obtained from direct
kinetic simulations.60–63 However, our results indi-
cate this may not always be the case in the protein
binding problem. In our simulations, the binding
free-energy barrier for the most ordered system
(α=8.0) is 2.4kBT higher than that for the most
disordered system (α=0.1) (Fig. 4). Using the same
method as that used in the protein folding problem
to estimate the binding kinetics, we expected
disordered proteins to have a binding rate 11 times
as fast as that of the ordered proteins. This value is
almost fourfold the result obtained by our direct
kinetic simulations. Taking into account translation-
al diffusion does not remove the apparent discrep-
ancy. The ratio of the binding rate of the disordered
proteins (α=0.1) to the binding rate of the ordered
proteins (α=8.0) is 2.5 when using the mass–center
distance (ΔR) as reaction coordinate. This is consis-
tent with the results obtained from direct binding
simulations. However, the inclusion of diffusion will
remove this consistency. Although Qb is widely
used in protein binding problems,35–37,64 our results



Fig. 7. Decomposition of the binding kinetics for
the pKID–KIX complex with various chain flexibilities at
Tm. (a) Transition rates of the encounter intermediate
(pKID⋯KIX) either escape to the unbound state (kesc;
opened triangles) or evolve to the native bound state (kevo;
filled circles). (b) Average encounter times in successful
binding as a function of chain flexibility. Four hundred
binding trajectories are averaged for each data point.
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indicate that this parameter is not a good reaction
coordinate for describing the binding process. Qb
cannot discriminate different states within the
unbound states and the nonnative encounter com-
plex, whereas it can monitor the evolution process
from the encounter state to the bound state. In
contrast, although the ΔR value can provide the
relative distance between the two free proteins, it
provides little information about the coupled fold-
ing–binding process. Hence, Qb and ΔR do not fully
describe the binding process alone; however, the
two parameters complement each other to provide a
better description of the binding process. Clearly,
reaction coordinates that describe the binding
process more accurately are required.
In a binding process where a ligand is captured to

form a loosely bound complex (encounter complex)
and subsequently always evolves to the final
complex, the binding rate would be approximately
equal to the capture rate. This assumption has been
widely adopted to interpret the kinetic advantages
of IDPs in terms of their greater capture radii.
However, our simulations reveal that multiple
capture events usually exist in one binding trajecto-
ry, and the kinetic advantage of IDPs most likely
arises from the fewer encounter times to reach the
final bound complex. Further experiments are
needed to clarify the microscopic picture of the
coupled folding–binding of IDPs. Single-molecule
spectroscopy65 and NMR techniques21 may provide
valuable information at this level.
In our simulations, we have studied the coupled

folding–binding process of IDPs. However, not all
IDPs become fully ordered upon binding.48 Limited
by our current model, we did not obtain informa-
tion on these cases directly. The main features of
binding revealed from our simulations (i.e., IDPs
have a slower diffusion rate, fewer encounter times,
and a lower thermodynamic stability) are related to
chain disorder rather than folding upon binding, so
we speculate that these features are general and
will be shared by all IDPs. Further work is needed
to test it.
Conclusion

The collection of experimental data on protein
binding showed that IDPs bind to their targets with
greater rates than ordered proteins. To explore the
possible origins of the kinetic advantages of IDPs,
we modified a continuum explicit-chain model by
introducing a parameter α to scale the intrachain
interaction strength. Using this modified model, we
continuously tuned the pKID domain from the
disordered state to the ordered state. The thermo-
dynamics and kinetics of the pKID–KIX binding/
unbinding process were demonstrated to be criti-
cally different between disordered and ordered
systems. IDPs bind to targets coupled with folding
through the “fly-casting” mechanism, whereas
ordered proteins dock to their targets. IDPs have
greater effective capture radius and can weakly bind
to targets from a larger distance. However, IDPs also
show greater hydrodynamic radii and, therefore,
slower diffusion rates. The kinetic advantage of
greater capture radii is negated by a decrease in
diffusion rate, which results in slower encounter
rates of IDPs. Nonetheless, the simulations indicate
that IDPs show kinetic advantages over ordered
proteins due to fewer encounter times required to
produce the bound complex from the unbound
state. Although widely used in protein binding
problems, our results indicate that both fractions of
the native interchain contacts Qb and the distance
between the mass centers of the two chains ΔR can
only partially describe the features of the binding
process, and better reaction coordinates are required
to accurately describe the binding process.
Models and Method

Native-centric Gō-like model

In our simulations, native-centric Gō-like potentials66,67

were used. Despite simplifications and limitations,68 Gō-
like potentials have been widely used in protein folding
simulations55,69–73 and recently have been applied to
protein binding,35,36,64,74 and they have provided valuable
insights into the thermodynamics and kinetics of protein
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folding and binding problems. In the model system we
considered (the pKID–KIX complex), two protein chains
were included. For simplicity, the ordered target protein
(the KIX domain) was kept frozen during simulations,
while the disordered part (the pKID domain) was free to
move. Thus, the Gō-like potential energy for the pKID–
KIX complex with a continuum Cα chain representation is
proposed as:

Vtotal =VpKID
stretching +VpKID

bending +VpKID
torsion +VpKID
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where the total energy is divided into bond stretching,
angle bending, torsion, and nonbonded interactions. r, θ,
and ϕ are, respectively, the virtual bond length, bond
angle, and torsion angles defined by Cα atom positions.
Nonbonded interactions were only considered when two
Cα atoms i and j are separated sequentially by at least
three residues within one chain or when they come from,
and were subdivided into native and nonnative parts. For
native interactions, a 12–10 Lennard–Jones form potential
was used, where rij is the virtual nonbonded spatial
distance between Cα atoms i and j. For nonnative
interactions, rrep parameterizes the excluded volume
repulsion between residue pairs that do not belong to
the given native contact set. r0, θ0, ϕ0, and rij′ are the
corresponding native values available from the Protein
Data Bank structure. Parameter settings in Kaya and
Chan55 and Liu and Chan75 were used in this work,
namely, rrep=4.0 Å, Kr =100ɛ, Kθ=20ɛ, Kϕ

(1) =ɛ, and
Kϕ
(3) = 0.5ɛ. Interaction strength is controlled by the

parameter ɛ. In order to continuously tune the degree of
disorder of pKID domain, we introduced the parameter α
into the potential function to scale the intrachain interac-
tion strength.
To build our model system, we used the NMR structure

of the pKID–KIX complex (Protein Data Bank code
1KDX).20 A native contact set was built based on the
CSU software.76 Since the KIX domain was kept frozen in
the simulations, only the intrachain native contacts within
the pKID domain were counted. The native contact set
based on the CSU software gives 25 intrachain native
contacts within the pKID domain and 50 interchain native
contacts between pKID and KIX. The fraction of native
intrachain (folding) contacts Qf was used to monitor the
folding process, and the fraction of native interchain
(binding) contacts Qb was used to monitor the binding
process.
Thermodynamics and kinetic simulations

The coupled folding–binding process was simulated by
Langevin dynamics.77 The equation of motion is:

mv: tð Þ = Fconf tð Þ �mgv tð Þ + g tð Þ ð4Þ
where m, v:, Fconf, γ, v, η, and t are the mass, acceleration,
conformational force, friction constant, velocity, random
force, and time, respectively. As in Kaya and Chan, units
were chosen such that m=1 and timescale was controlled
by the quantity s =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ma2=e0

p
, where the length scale a was

set to 4 Å and the reference energy scale ɛ0 was set 1.55

Friction constant γ was set 1.00τ− 1, which lies in the
overdamped region. The molecular dynamics time step
δt=0.005τ was used in numerical integration. Simulation
times were reported in units of δt.
Simulations on the coupled folding–binding process

were conducted by placing a pKID chain and a KIX chain
in cubic boxes with different sizes (ranging from 150 to
250 Å, according to a solution concentration of ∼500–
100 μM). Periodic boundary conditions were applied on
all three directions. The KIX domain was kept frozen at the
box center, while the pKID domain was free to move. For
thermodynamic conformational sampling, standard his-
togram techniques, with appropriate bias potentials, were
adopted. For unbinding simulations, 400 trajectories,
which started from the native bound structure with
different initial velocities, were collected. Binding simula-
tions were carried out using 400 randomly chosen
unbound structures from the unbinding simulation at a
higher temperature.
To evaluate the diffusion process of free pKID, a pKID

molecule was placed in an infinitely large box without
periodic boundary conditions and was free to diffuse.
Long timescale diffusions (5,000,000 steps) were carried
out with the same settings used in the coupled folding–
binding simulations. The average fraction of native
intrachain contacts of pKID in the free form 〈Qf

(free)〉 was
used to measure the degree of disorder.

Experimental kinetic data for IDPs and ordered
proteins

Nonexhaustive kinetic data for IDPs and ordered
proteins were collected from the literature. Data are
summarized in Tables 1 and 2. These data have been
detected under various solution and technical conditions,
namely, fluorescence correlation spectroscopy, spectro-
photometric assay (SA), surface plasmon resonance
(SPR), stopped flow (SF), resonant mirror biosensor
(RMB), scintillation proximity-based assay, quartz crystal
microbalance (QCM), NMR 15N R2 dispersions, and
radioligand binding assay (RBA). Detection methods
that were not clearly stated in the original article are
marked “not clear.” Data were divided into the disor-
dered group and the ordered group. As long as one of the
binding partners was disordered or partially disordered,
the complex was grouped into the disordered class.
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