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An Outline of the Robot Sociologicus
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Abstract

The article explores the idea of understanding the “social” in the emerging field of
Social Robotics from an explicitly sociological perspective, and more specifically
from the viewpoint of sociological theory of action.1 It suggests to found the basic
architecture of the “social robot” and the interaction with it on generalized expec-
tations, to solve the main problem of Social Robotics – the problem of finding an
adequate way of reducing the complexity of social situations. I argue in this paper
on empirical grounds that Social Robotics, unlike the heterogeneous field of Ser-
vice Robotics, has developed into a distinguished field of research. And I present
some evidence that the problem of the complexity of social situations is a central
issue in the field itself, not least regarding the methodological problem of the com-
parability of performance of specific technical solutions and human reactions to
these. By drawing on this evidence and applying a sociological model of the rea-
soning process of social actors, an architectural blueprint is developed that tries to
catch central  aspects  of  a  “really  social”  robot  from a  sociological  perspective
while working with central issues from the discourse of Social Robotics itself. This
basic idea of a transfer of principle from sociological theory of action is positioned
against social constructivist approaches and the tradition of AI-critique. Finally,
some possible uses of the robot sociologicus are sketched out, both from a socio-
logical perspective and as a possible contribution to the interdisciplinary field of
Social Robotics and human-computer interaction research. 

1 I would like to thank Knud Böhle and an anonymous referee for very useful comments on
earlier versions of this article. I would also like to thank the members of our Berlin working
group on the sociology of technology (called the “tekkies-group”), especially Jochen Gläser,
Cornelius Schubert, Valentin Janda and Julian Stubbe, for an intensive discussion of an early
draft of this article. In a discussion following the presentation of the paper at the colloquium
of the Institute of Sociology at the University Duisburg-Essen, Gregor Bongaerts, Marcel Er-
linghagen und Ingo Schulz-Schaeffer  pointed me to the necessity of various sociological
clarifications of the approach. Astrid Weiss, at the stage of an early presentation, warned me
about confusing some pretty phrasings from Social Robotics with the field’s practice. 
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1 Introduction 

Social Robotics is an emerging field of 

interdisciplinary research, which re-

cently parallels the established field of 

Service Robotics (or possibly only the 

term). Usually, so-called robot com-

panions – robots that can serve indi-

vidual human users like pets – are 

seen as an important, highly socially 

relevant part of the field of Social Ro-

botics, with special focus on long-

term, emotional and trusted human-

machine-relations (Breazeal et al. 

2008, Krämer & Rosenthal-von der 

Pütten, in this thematic issue). So it is 

quite astonishing that the discipline 

specialized on dealing with social rela-

tions and social structures does not, 

except for rare exceptions2, contribute 

to this field at all: sociology. As a con-

sequence, sociology is absent from the 

list of scientific disciplines towards 

which the formerly purely engineering 

stance in robotics has opened up re-

cently, as can be seen in the following 

list from one of the forewords to the 

actual edition of the “Handbook of 

Robotics”:  

“In advancing robotics further, scientific 
interest was directed at understanding 
humans. Comparative studies of humans 
and robots led to new approaches in scien-
tific modeling of human functions. Cogni-
tive robotics, lifelike behavior, biologically 
inspired robots, and a psychophysiological 
approach to robotic machines culminated 
in expanding the horizons of robotic po-
tential” (Inoue 2008, p. X).  

The title of my article is inspired by the 

title of the only article dealing explicit-

ly with Social Robotics from an explic-

itly sociological point of view: “When a 

robot is social: Spatial arrangements 

and multimodal semiotic engagement 

in the practice of social robotics” (Alac 

et al. 2011). The authors take the radi-

cal social constructivist stance that 

only what is enacted in social practice 

                                                        

2 See the works of Sal Restivo for one of 
these exceptions (Restivo 2001), which is 
mainly oriented towards a theory of social 
cognition as opposed to the mainly indi-
vidualistic stance of cognitive science.  

or perceived by the actors as social is, 

in fact, “social”. I strongly doubt that 

this is a reasonable starting point for 

any investigation of or contribution to 

the field of Social Robotics (compare 

below). It seems more adequate to 

raise the open question “When is a 

robot social?”, and then to relate it to 

discussions in the field of Social Ro-

botics. That is exactly what I am going 

to try. 

Of course, any attempt to answer this 

question has to take into account that 

the term “social” has different mean-

ings in different scientific disciplines. 

To mention but two, extremely contra-

dicting examples from the fields of 

advanced computing and robotics: The 

well-known “media-equation” theory 

(Nass/Reeves 1996), drawing on the 

observation that humans tend to react 

to cues sent by machines as if these 

were other human actors, is summa-

rized in the so-called CASA-paradigm: 

“Computers as social actors”. This 

paradigm has a strong influence on 

robot and companion design, especial-

ly on the design of interfaces and ‘hu-

man-like appearance’ of technical ap-

paratus. At least as concerns the appli-

cation of the term “social”, quite the 

opposite is true for the well-known 

critique of “human factors research” in 

design, usability and requirements 

engineering, which calls for a shift 

“from social factors to human actors” 

(Bannon 1991) to be able to grasp the 

complexity of users’ intentions and 

situations. 

And even in different strands of socio-

logical theory and research there are 

very different meanings of “the social”. 

Below I will try to apply an under-

standing from the actual sociological 

theory of action. The proposed con-

ception models decisions of socialized 

actors for specific types of actions 

based on perceptions of the situation 

at hand, and based on a calculation of 

the likely consequences of this choice. 

Despite a lively discussion about the 

details of the modeling of this reason-

ing process (including the very mean-
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ing of “calculation” in human reason-

ing), most proponents of the sociologi-

cal theory of action agree that the 

huge majority of human actions are 

routine actions3. Then, an action that 

turned out as sufficiently adequate in 

past situations is performed in a pre-

sent situation perceived as sufficiently 

similar without further reasoning.  

The proposed model for solving the 

potentially infinite situational com-

plexity can be summarized in the fol-

lowing steps4:  

 In their choices of actions, social 

actors are oriented by the percep-

tion of the relevant aspects of the 

situation, including expectations 

about the intentions and the influ-

ence of other actors involved in the 

situation.  

 In the further course of events 

these initial perceptions and expec-

tations are confirmed (or denied), 

which leads, over many interac-

tions, to a consolidation of these 

perceptions and expectations – they 

are generalized.  

 Social order (or social structure) is 

made up from nothing other than 

these generalized expectations. 

Typically, three levels of expecta-

tions are differentiated: On the mi-

cro-level, these are expected pat-

terns of interaction including cues 

that indicate in which type of inter-

actional order the situation is em-

bedded. On the meso-level, expec-

                                                        

3 Rational Choice Theory is one of these 
exceptions. Here the homo oeconomicus is 
presented as an actor who permanently 
calculates every aspect of the situation – 
and who has access to all relevant infor-
mation about the situation. See for an early 
and prominent discussion of these short-
comings Simon (1997: 291-295), and for a 
summary of the narrowness of the theoret-
ical figure of the homo oeconomicus 
Schimank (2010): 102-127.  
4 This of course is a crude summary that 
hopefully expresses the basic point in a 
way accessible outside of sociology. I ac-
cepted neglecting important differentia-
tions in the theory of social action that of 
course are important within the discipline.  

tations concern e.g. formal or in-

formal roles that regulate the divi-

sion of labor in organizations; and 

on the macro-level, these are insti-

tutions: beliefs, attitudes and 

norms that are shared across socie-

ty.  

 Expectations from all three levels, 

checked and consolidated via many 

interactions, enter the initial per-

ception of the situation and the fol-

lowing choice of action. Step one is 

never a calculation of every possi-

ble relevant aspect of the situation 

because this would render any so-

cial action impossible.  

Because social actors, according to 

this model, apply generalized expecta-

tions, situational complexity is not a 

major problem for their reasoning in 

almost all situations. In the vast ma-

jority of cases social actors follow rou-

tines because they base their choice of 

appropriate interpretation of the situa-

tion and of appropriate action on 

proved and tested generalized expecta-

tions.  

I do not see any principal reason 

against an attempt to realize this mod-

el on machines. To put the core of the 

model in words that are more suitable 

for the transfer to a technical design 

problem: Social actors are optimized 

for successfully dealing with the prob-

lem of reducing the vast complexity of 

social situations.  

My basic aim in this article is to ex-

plore the potential of this concept for 

an understanding of the term “social” 

in Social Robotics. Can this thesis, 

despite the substantial differences be-

tween human socialization and tech-

nical optimization, be used as an ab-

stract principle – or a blueprint – for 

the design of robots, or for an explicit 

modeling of human-robot interaction 

based on this blueprint? In this line of 

thought the question “when is a robot 

really social?” is specified as: ”when is 

a robot social in a sociologically mean-

ingful way”? To construct the reason-

ing process of robots or the modeling 
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of man-robot interaction by following 

this general model could be an attempt 

to solve the problem of environmental 

complexity for robots – especially for 

those robots built to interact with so-

cialized humans. This is the question 

about the robot sociologicus.  

I proceed as follows. First, I briefly 

summarize Social Robotics as a distin-

guished field of research and the un-

derstanding of “the social” in this field. 

Next, I present some evidence that the 

problem of dealing with the complexity 

of social situations is a central issue in 

the field itself, especially methodologi-

cally. Relevant approaches and find-

ings from different strands of research 

in the field and in the social sciences 

are presented that could contribute to 

a discussion of generalized expecta-

tions on the micro-, meso- and macro-

level in Social Robotics. Based on this 

illustration and a brief summary of a 

specific sociological model of action 

(Esser’s model), the different thoughts 

and pieces of evidence are, in an inevi-

tably sketching way, drawn together to 

form the rough blueprint of a possible 

architecture of the robot sociologicus. 

Then, the approach proposed is de-

picted in contrast to the two dominat-

ing paradigms in the humanities deal-

ing with robotics: AI-critique and so-

cial constructivism. The final section 

sketches three different possible uses 

of the architectural blueprint of the 

robot sociologicus.  

2 Social Robotics as a distin-

guished field of research 

To make a sociological contribution to 

the interdisciplinary field of Social Ro-

botics on the principal idea of social 

reduction of complexity can only work 

out if the term “social” has a serious 

meaning in the field, and contributions 

from non-technical disciplines are not 

only seen as nice-to-have, but as part 

of the inner core of this field (which 

also presupposes that that field has a 

core at all). Social Robotics, then, 

could form a new research program 

and a possible agenda for a new and 

integrated research practice to which a 

sociological contribution would evi-

dently make sense.  

As one prominent application area of 

the ‘New Robotics’, the idea of devel-

oping service robots, machines suited 

for serving ordinary people in their 

everyday domestic or public environ-

ments, has a history reaching back at 

least twenty years. At least since then 

it has been common to divide the 

overall field into three strands of re-

search, with Service Robotics as op-

posed to Industrial and Field Robotics 

the latest (but historically oldest) and 

most challenging part of the robotics 

endeavour (see cf. Kawamura et al. 

1996). This classification of three 

strands of robotics research might be 

exaggerated or ‘unfair’, but stems from 

the field itself. All three areas have 

their own conference series, journals, 

market leaders for equipment, and so 

on5. Unlike Industrial Robots, which 

repeatedly do the same things in an 

accurately defined surrounding, and 

unlike Field Robots, which operate far 

away from humans, Service Robots are 

thought to operate in the habitat and 

in the presence of the most disturbing 

and unpredictable elements imagina-

ble: ordinary human beings. Everyday 

human activities present tremendous 

challenges for a robot, concerning self-

localization and navigation, steering 

model- and decision-making, sensors 

and interface design, to name but a 

few of the technical difficulties that 

have to be solved. Moreover, all of 

these single tasks have to be integrat-

ed in one architecture and on one 

                                                        

5 This classification is at least ‘unfair’ with 
respect to newer developments in industri-
al robotics, where man-machine-inter-
action has become an important issue. And 
besides this basic division, there are at 
least three other strands of robotics re-
search and application: robotics in enter-
tainment, in arts, and intelligent extensions 
of the human body: intelligent exoskele-
tons for soldiers (or disabled people), and 
intelligent prostheses (mainly for disabled 
people).  
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hardware platform, and have to be 

processed altogether in real-time.  

The agenda and the research practice 

of Service Robotics treats this chal-

lenge as a bundle of purely technical 

problems. From a technical point of 

view, settings crowded with ordinary 

humans are the most complex envi-

ronments and thus the biggest tech-

nical challenge for an advanced robot. 

Empirical investigations of real man-

robot-interaction and studies on usa-

bility and acceptance are only con-

ducted in rare cases and not systemat-

ically integrated in research practice, 

but engineers imagine the attractive-

ness of applications from their own 

point of view – they simply imagine 

themselves as users, the so-called “I-

Methodology” (Akrich 1995). The same 

holds true for the conceptualizations 

of the “sociability” of the robots. This 

is often built on everyday assumptions 

about “the human” or “the user”, and 

mainly treated as a question of inter-

face design, as summarized in the fol-

lowing quote:  

“It is still not generally accepted that a 
robot’s social skills are more than a neces-
sary ‘add-on’ to human–robot interfaces in 
order to make the robot more ‘attractive’ to 
people interacting with it, but form an im-
portant part of a robot’s cognitive skills” 
(Dautenhahn 2007: 682).  

Thus the service robot, despite being 

conceptualized and constructed for 

application in everyday situations and 

interaction with humans, remains a 

robot technologicus.  

Moreover, the field of Service Robotics 

is massively heterogeneous. Everyday 

environments only served as the most 

complex and demanding domain for a 

wide spectrum of disciplinary tradi-

tions like mechanical engineering or 

electrical engineering, different and 

often competing schools of computer 

sciences or AI, materials science, biol-

ogy, and so forth. Scholars from these 

traditions often do not understand or 

accept each other’s theoretical tradi-

tion or even their understanding of 

“theory”, and the families of mathe-

matical calculation they use. And they 

do not agree at all on application vi-

sions6, test beds or criteria for evalua-

tion or comparability. Thus a core re-

search and development field has nev-

er been established7.  

Both with respect to the purely techno-

centric approach and to heterogeneity, 

this situation seems to have changed 

with the emergence of Social Robotics 

as a distinguished research program. 

Originating from an association of 

robotics scholars with an interest in 

human domains, and scholars from 

the man-computer-interaction com-

munity (in which psychological and 

social sciences approaches have al-

ways played an important role) and, in 

recent years, its subfield Human-

Robot-Interaction Research (HRI), So-

cial Robotics seems to integrate the 

conceptualization and empirical inves-

tigation of man-robot-interaction into 

the core of its research agenda. So 

statements like the following seem to 

be typical for characterizing this field:  

“Social Robotics is a new research program 
and a possible agenda for research prac-
tice, which for the first time regards social 
and societal issues as an integral part of 
the agenda of robotics research and devel-
opment” (Steinfeld et al. 2006: 34),  

or:  

“Social robotics researchers agree that the 
design of social robots poses both social 
and technical problems” (Sabanovic 2010: 
444).  

                                                        

6 For some researchers, especially from 
computer science and AI, grand visions 
(e.g. computers will beat the human chess 
champion in five years, or: a team of robots 
will beat the human football champion in 
fifty years) were and are an important driv-
er of development, while most of the more 
engineering-oriented researchers believe 
this fixation on grand visions harms the 
development of useful machines as well as 
debates within society. 
7 See for an application of the sociological 
concept of boundary objects to the empiri-
cal case of the massively heterogeneous 
field of Service Robotics Meister (2011a), 
and for an attempt to apply this recon-
struction to technology assessment and 
robo-ethics Meister (2011b, 2012).  
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One can and should be careful not to 

take this programmatic stance as a 

description of the collaborative prac-

tice in this field, nor assume that in-

terdisciplinary cooperation across the 

two cultures has suddenly become 

smooth. Moreover, the initial defini-

tion in the first issue of the “Interna-

tional Journal of Social Robotics” 

(IJSR) is very wide:  

“Social Robotics is the study of robots that 
interact and communicate among them-
selves, with humans, and with the envi-
ronment, within the social and cultural 
structure attached to their roles” 
(Ge/Mataric 2009: 1).  

Furthermore, the list of issues ad-

dressed in the journal is nearly as wide 

as in Service Robotics. Its range covers 

(ibid):  

 The human-robot-interaction issue 

itself (e.g. “models of human and 

animal social behavior as applied to 

robots”, “affective and cognitive 

sciences for socially interactive ro-

bots” and “applications in educa-

tion, entertainment, games, and 

healthcare”);  

 typical societal issues (e.g. “robot-

ethics in human society” or “social 

acceptance and impact in the socie-

ty”); 

 issues from general AI (e.g. 

“knowledge representation, infor-

mation acquisition, and decision 

making” or “learning, adaptation 

and evolution of intelligence”); 

 issues from biologically inspired 

machines (e.g. “biomechatronics, 

neuro-robotics, and biomedical ro-

botics”), and 

 purely technical issues (e.g. “mul-

timodal sensor fusion and commu-

nication” or “software architecture 

and development tools”).  

Nonetheless, two features of the field 

indicate that in Social Robotics there is 

common skepticism about a purely 

technology-driven development (the 

robot technologicus). The conceptual-

ization and evaluation of “interaction 

with robots” and of a realization of 

appropriate “skills” of the robot – or at 

least an appropriate realization of an 

appropriate “adaptability” of the ro-

bots to humans and social situations – 

seem to form a widely accepted com-

mon ground (a “going concern” in 

terms of interactionism, Strübing 

1998), not to say a kind of core under-

standing, in the field. If this assump-

tion holds true, the field of Social Ro-

botics would differ substantially from 

Service Robotics, both regarding con-

sideration of non-technical (in some 

sense: “social”) issues and degree of 

heterogeneity.  

The first indicator for this is the pure 

distribution and frequency of the cen-

tral issues, rated by the central themes 

in the field’s leading journal (the “In-

ternational Journal of Social Robotics”; 

IJSR)8. By my own rule of thumb, this 

distribution looks as shown in figure 1. 

As can be seen, the typical descriptions 

of robot components and architectures 

are presented just like in any other 

robotics journal, and with only mar-

ginal reference to any possibility of 

comparing these approaches and indi-

vidual realizations.  

Especially noticeable is that no attempt 

has been made to develop a kind of 

reference architecture for a social – or 

sociable – robot. An architecture is the 

backbone of any robotics approach 

because it defines how the compo-

nents of the robotics system are inter-

connected (as variants of the chain 

“sense-think-act”; see Murphy 2000)9. 

                                                        

8 This is in fact only a rule of thumb for 
illustrating the main issues. Many of the 
relevant articles of course are published in 
other journals, and only a further examina-
tion of the social dynamics of the field of 
Social Robotics could foster the prelimi-
nary observations presented here. But I 
think the evidence for the difference be-
tween Service Robotics and Social Robotics 
is strong enough to be more than just an 
ad-hoc impression - and the successful 
introduction of a specialized journal is part 
of this evidence. 
9 Murphy (2000) describes the history of 
robotics approaches at a high level of ab-
straction as the succession of three differ-
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Figure 1: Thematic blocks in the IJSR (my own illustration). Reference architectures, bench-
marks and meso-aspects are issues that astonishingly seem to be missing.  

There is a striking amount of articles 

which tackle the importance of issues 

on the level of society at large– espe-

cially questions of societal impact of 

advanced robots (robo-ethics), and the 

question whether this is shared or 

different in national settings of devel-

opment and use (and acceptance) of 

robots. What is evidentially missing are 

articles dealing with the meso-level, 

that is the consequences of an integra-

tion of robots in organizational set-

tings. The introduction of a care-giving 

robot (e.g. Paro) will evidently not only 

create new human-robot- interactions, 

but will also change the organizational 

setting in nursing homes with respect 

to workload, work description and 

hierarchies.  

But what really differs from Service 

Robotics is the high amount of articles 

that deal with the conceptualization 

and empirical investigation of the ro-

                                                                   

ent design philosophies: The hierarchical 
paradigm (playing chess), the reactive par-
adigm (starting from building insect-like 
behaviors), and the hybrid paradigm (with 
is kind of a compromise between the two), 
which in recent years seems to be the 
mostly accepted design philosophy in ro-
botics.  

bots’ acceptability and usability, and of 

patterns of man-robot interaction. The 

importance of this thematic block for 

many participants in the field is also 

evident from a meta-reflection on 

methods, which aims at taxonomies 

and metrics to ground a comparison of 

robotic approaches and empirical re-

sults. I will turn to this point in the 

next section.  

The second indicator for a substantial 

difference from Service Robotics is the 

general treatment of the relation be-

tween technical and nontechnical as-

pects in Social Robotics. There, not 

only the sheer amount of research into 

nontechnical aspects is much higher, 

but a conceptual space is opened up to 

relate approaches explicitly to one 

another. There are many more or less 

elaborated versions of this conceptual 

space, and respectively different ver-

sions of what is defined as “the so-

cial”. One of the most often cited elab-

orations is Dautenhahn (2007). She 

distinguishes three principal perspec-

tives on human-robot-interaction (ibid: 

683pp): a robot-centred, a human-

centered, and a robot cognition-

centered perspective (that focusses on 

cognitive models and social skills of 



 STI Studies Vol. 10, No. 1, January 2014  

 

 

114 

the robot). Within this space, she dis-

tinguishes five conceptual approaches 

to HRI, as shown in figure 2.  

Figure 2: The conceptual space of HRI ap-

proaches, with positioning of the robot 

companion (Dautenhahn 2007: 686) 

In the robot-centered corner (C in the 

figure) is the “sociable robot” that is 

equipped with a built-in drive to en-

gage with human users – this is the 

“robot-as-creature view”. The only 

requirement here (B in the figure) is 

that it can act in and react to a societal 

environment. This is the conceptually 

weakest approach and close to the 

usual approach in Service Robotics 

(see above).  

On the opposite side of the spectrum, 

in the human-centered corner, is the 

“socially evocative robot” (A in the 

figure) that should evoke positive feel-

ings by the users and a perception as 

being useful. In this approach the rea-

soning process of the robot and its 

concrete behavior do not matter in 

principal as long as the evocation oc-

curs. But in the field it is widely as-

sumed that a human-like shape, size 

and behavior of the robot will make 

the occurrence of evocation more like-

ly – that is one reason for the populari-

ty of anthropomorphism in robotics.  

In the robot cognition-centered corner 

(E in the figure) is the “socially interac-
tive robot”, that “possesses a variety of 

skills to interact and communicate, 

guided by an appropriate robot control 

and/or cognitive architecture” (ibid: 

684). It requires a “deep modeling” 

(ibid) of human cognition. This defini-

tion forms kind of a docking point for 

the robot sociologicus.  

But Dautenhahn introduces another 

definition, the “socially intelligent ro-
bot” (D) and gives it a more specific 

meaning, which explicitly stems from 

the traditional AI view of intelligent 

machines that “behave similarly to a 

human” (ibid). This is quite obviously 

an approach that does not fit into any 

of the other approaches. So staying in 

the logic of the figure, it would make 

more sense to extend the figure to a 

square with the classical AI approach 

as another corner in the figure - as far 

as AI includes social behavior as an 

important part of understanding (or 

building) intelligence10. This perspec-

tive is robot-centered, but it differs 

from the more technical view of the 

“sociable” robot as it uses the robot as 

a tool for understanding the grand 

themes of AI like intelligence, evolu-

tion and the mind. The figure, then, 

would have two axes and look as 

shown in figure 3. 

To sum up with respect to the question 

of the outline of the field: With the 

inclusion of concepts and empirical 

investigations of human-robot interac-

tion in the core of the field (instead of 

“I-Methodology”), and a conceptual 

space which allows to relate different 

approaches to one another, the field of 

Social Robotics surely looks different 

from the robot technologicus and the 

massive heterogeneity of Service Ro-

botics. But looking at the figure also 

reveals that concepts (or metaphors) of 

“the social” involved are very different. 

                                                        

10 Most of the approaches to the “Novelle 
AI” – the “artificial life route to artificial 
intelligence” (Steels/Brooks 1994) – are no 
longer inspired by models or metaphors 
from the philosophy of mind or 
psychology, but from biology, from the 
theory of evolution or from anthropology 
dealing mainly with animal intelligence or 
with early stages of human societies (like 
the widely discussed “social brain” 
hypothesis), but not with actual societies.  



Meister: When is a Robot really Social?  

 

 

115 

 

social AI robot 

 

  

socially 

interactive robot 

 

deep modeling of 

cognition 

 

 

 

 

Social Robotics 

  

 

sociable robot 

(“creature”) 

  

socially evocative 

robot 

 

Flat or no 

modeling 

 

robot-centered 

view 

  

human-centered 

view 

 

 

 

Figure 3: Extended version of the conceptual space of Social Robotics 

 With the possible exception of the so-

ciable robot, which is only interesting 

from a technology-assessment per-

spective, for all approaches a sociolog-

ical contribution could make sense. 

For instance, the investigation of the 

socially evocative robot could take its 

starting point at the concept of attribu-

tion of agency to the robot, a question 

that can be empirically investigated. 

But I think that there is good reason to 

link the socially interactive robot with 

an explicit modeling inspired by the 

key point of sociological theory of ac-

tion: the reduction of the complexity of 

social situations, which in Social Ro-

botics appears in the first place not as 

a problem of theory or concept, but as 

a methodological problem.  

3 The complexity of social situa-

tions and the problem of com-

parability of HRI-investigations 

As depicted in the graphical overview 

of the field above, there are many con-

ceptualizations and empirical investi-

gations of the robots’ acceptability and 

usability, and of patterns of man-

robot-interaction in Social Robotics. 

And there are many explicit critiques of 

purely machine-centered approaches. 

Sabanovic (2010), for example, envi-

sions an integrated practice of what 

she terms “designing from the outside 

in" (ibid: 447): 

“Iterating between real world observation, 
technology design, and interactive evalua-
tion allows for emergent meanings and 
interactions to drive the development of 
robotic technologies. In the process of 
outside-in design, the constraints are de-
fined by empirical social research and the 
social context of use, rather than technical 
capabilities, and the final evaluation is 
based on the subjective experiences and 
opinions of users, rather than internal 
measures of technical capability and effi-
ciency” (ibid). 

This is kind of a radical version of the 

human-centered approach outlined 

above, that in some sense could also 

be understood as an application of 

constructive technology assessment 

with iterative steps between developers 

and users, and respective “promise-

requirements-cycles” (van Lente 1993, 

Rip/Shot 2002: 160pp). But such an 

iterative approach is only suitable for 

single projects in transdisciplinary 

cooperation where a societal (and not 

a scientific) goal is the main focus – 

and where this goal is undisputed, 

which is seldom the case in a purely 

scientific context.  

Unlike in transdisciplinary coopera-

tion, for an interdisciplinary field to 

emerge in a distinctive sense it is firstly 

important to balance the disciplinary 
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perspectives involved, and secondly to 

determine criteria for a comparison of 

different robotic solutions and the 

findings of different investigations of 

user experiences and different settings 

of human-robot interaction. Only in 

this way, a state of research or a state 

of technology can be reached.  

This necessity to determine such crite-

ria for comparison is widely acknowl-

edged in the field of Social Robotics. 

There is a call for metrics and taxono-

mies in many articles, and a broad 

meta-discussion on related methodo-

logical issues. But to determine criteria 

for comparison is not easy at all for a 

technical apparatus that is not built to 

be useful in standardized settings 

(which can be judged by clear-cut cri-

teria for good system performance like 

goal achievement). So the problem for 

evaluation and comparison is not only 

the “incredibly diverse range of hu-

man-robot applications” (Steinfeld et 

al. 2006: 33). Even from a purely “ro-

bot-centred” view, there is a variety of 

physical characteristics of the settings 

of investigation. And not least there 

are human actors in these settings – 

whose prior experiences, actions and 

roles are hard to standardize, and who 

interact not only with the robots, but 

also with each other. These are typical 

dimensions of the complexity of social 

situations. And this not only holds true 

for the obviously challenging list of 

characteristics of a socially interactive 

robot as shown above, but also for 

rather simple devices that no one 

would characterize as intelligent in a 

human way. A good example for this is 

the empirical study of Sung et al. 

(2010) that shows convincingly how 

complex the interplay of a robot, the 

physical environment and human ac-

tors is even in an – at first glance - 

easy situation: the introduction of 

standard vacuum cleaning robots in 

domestic homes.  

Acknowledging the complexity, state-

ments about social situations are quite 

common in the field:  

“Evaluating the interaction [with a robot] is 
complicated by the fact that there is a 
whole plethora of ways in which the inter-
action can be considered, from task-
orientated to social and evaluated quanti-
tatively or qualitatively. Therefore, it can 
prove difficult to find standardized dimen-
sions to analyze different HRI experiments” 
(Salter et al. 2010: 405).  

There are different ways to tackle the 

problem of comparability of HRI-

studies. One way only seldom men-

tioned in Social Robotics (and never 

really exemplified in depth) would be 

to develop a benchmark for optimizing 

human-robot interaction. This would 

be a standardized setting, or a test 

bed, combined with a measurable goal 

for different robotic solutions, just as it 

was established in for Search and Res-

cue Robotics and of course in Ro-

boCup (soccer playing robots evaluat-

ed by the simple benchmark to score a 

goal). These play-like settings with 

their rules are a way of reducing com-

plexity for the sake of comparability. It 

is obviously very demanding to find a 

standardized setting and a common 

goal that is directly measurable as an 

indicator for success in complex situa-

tions. Nonetheless, from my view it is 

astonishing (and maybe only explica-

ble by the cultural gap between classic 

AI, from which RoboCup emerged, and 

HRI and Social Robotics) that Ro-

boCup@Home11, a tournament setting 

in which the robots have to solve the 

same tasks in a domestic setting, is 

not considered at all in the discussions 

in Social Robotics.  

In Social Robotics, there are two main 

approaches to the problem of achiev-

ing comparability: a stricter modeling 

based on quantitative data and a more 

interpretative sorting of data mainly 

from qualitative observations. Many of 

these approaches are imported into 

Social Robotics from HCI, but there is 

a broad agreement that the domain of 

interaction with robots is more com-

plex than interacting with computer 

systems via an interface. Hence, many 

                                                        

11 See http://www.robocupathome.org/.  
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Figure 4: TAM and UTAUT models (Heerink 

et al. 2010: 363) 

authors suggest that the models of HCI 

have to be extended appropriately.  

A prominent voice from robotics calls 

for a combination of both approaches 

to foster the strengths of different 

methods to counterbalance their pos-

sible weaknesses (an approach known 

in sociology as triangulation). Beth-

el/Murphy 2010 summarize the exist-

ing approaches to HRI in five meth-

odological types (which they term 

“primary methods”): self-assessments, 

behavioral observations, psychophysi-

ological measures, interviews, and task 

performance metrics. Drawing on that, 

they recommend to apply “three or 

more methods of evaluation” (ibid: 

358) in each empirical investigation 

(for the same robot examined in the 

same situation)12. This recommenda-

tion is, as described above, directly 

connected to the advance of the field 

of Social Robotics as a whole:  

“The use of ... three or more methods of 
evaluation can provide validity and credi-
bility to the human studies that are per-
formed associated with HRI. This will im-
prove the overall field, but also will result 
in stronger public acceptance of robots. ... 
Additionally, the engineering community 
will be able to use the information ob-
tained from well conducted user studies to 
design and build better robots” (ibid: 358).  

Taking aside the notorious methodo-

logical problem of combining quantita-

tive and qualitative studies (a gulf in 

many sciences, and certainly in sociol-

ogy), both sides face specific problems 

with the complexity of social situa-

tions. I will proceed by giving one ex-

ample for each side to illustrate what 

seems to be typical.  

                                                        

12 In addition, Bethel/Murphy (2010) sug-
gest to increase the sample sizes (number 
of probands) of the empirical cases. This is 
good advice in principal, but often hard to 
achieve in project-driven (and financed) 
research. And of course important insights 
or hypotheses that direct further research 
emerge quite often from individual projects 
or observation that do not fit methodologi-
cal requirements like adequate sample size: 
“Media equation” or” uncanny valley” are 
but two examples for such influential hy-
potheses for the field of Social Robotics.  

The Quantitative Side 

To start with the quantitative side, a 

typical example is the extension of the 

TAM-model (“Theory of Acceptance 

Model”) for robotics applications pro-

posed by Heerink et al. (2010). They 

aim at the proof of a model that con-

sists of the variables that are crucial 

for the acceptance and the actual use 

of a robot, in their case an assistant 

robot for care of the elderly. In a first 

step, they present a universal model 

for the influences on acceptance of 

computer technology called the UTAUT 

model (“Theory of Acceptance and Use 

of Technology”) as depicted in figure 4. 

In the next step the authors claim that 

this model has to be adapted to the 

specific characteristics of the domain 

assistive robotics. Drawing on the re-

sults of many other studies, additional 

variables are added to the model, es-

pecially “perceived enjoyment”, “social 

presence” and “perceived sociability” 

of the robot and “trust” in the robot 

(ibid: 363pp). All these variables are 

then operationalized as items in ques-

tionnaires for probands who interact 

with different robots. The resulting 

empirical data (answers of probands 

respectively “measures”) are computed 

using multivariable statistics. The 

overall model resulting from a series of 
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 Figure 5: Resulting model of robot acceptance (Heerink et al. 2010: 372) 

 

 

empirical investigations, including the 

significance of statistical correlations, 

looks as shown in figure 5.  

According to the authors this resulting 

model “can be used to predict and 

explain acceptance of assistive social 

robots” (ibid: 373). Because the varia-

bles are expectations (intentions and 

perceptions of the situation), the re-

sulting model can be understood as a 

cognitive model that can be empirically 

tested and extended by inclusion of the 

results of other research projects. So it 

seems it can do a good deal with re-

spect to the problem of comparability. 

But this potential strength comes at a 

prize: First, an average (or ideal) user 

is constructed by statistical aggrega-

tion, while of course real users might 

dramatically differ. Also, a model that 

does not take differences in kind of 

intention, expectation or perception 

into account may be dramatically over-

simplifying. Even more importantly for 

the meaning of the “social” robot, the 

model must be kept sufficiently simple 

regarding the number of variables to 

allow multivariable statistics to work – 

which is a conceptual reduction of the 

complexity of the social situation. And 

this reduction here is somewhat arbi-

trary – as in many of the examples 

mentioned above, there might be a 

huge amount of other influences (pos-

sibly important variables) that shape 

any situation at hand. It seems that, in 

order to keep the model calculable, 

complexity is faded out by the deter-

mination of the items in the question-

naire. For instance, the variable “per-

ceived sociability”, described as “the 

perceived ability of the system to per-

form sociable behavior”; ibid: 364), is 

operationalized only through the fol-

lowing items of the questionnaires:  

 “I consider the robot a pleasant conver-
sational partner. 

 I find the robot pleasant to interact 
with. 

 I feel the robot understands me. 

 I think the robot is nice” (ibid).  
This obviously is not sufficient for 

what is meant by any of the approach-

es to the “social” in Social Robotics.  

So without playing down the general 

strengths of quantitative approaches, 

there is no criterion for keeping the 

model simple enough to avoid an ex-

plosion of variables and items. An ar-

chitectural backbone that could link 

the cognitive model with the problem 

of comparability seems to be missing.  

The Qualitative Side 

In Social Robotics, there are some 

attempts to fix a state of the art also 

for more qualitative HRI-studies, 

which typically present a huge list of 

necessary aspects of or determinants 

for “good human-robot interaction”, 

divided into main dimensions. Inter-
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 Figure 6: Overview of the USUS framework (Weiss et al. 2009: 6) 

estingly, the two main views on Social 

Robotics sketched above (following 

Dautenhahn’s account) find their twin 

here. In the “robot-centred view”, di-

mensions of technical performance are 

the core dimensions, as in Steinfeld et 

al. (2006). Dimensions there are (1) 

navigation, (2) perception, (3) man-

agement, (4) manipulation, and, added 

at the end of the row, (5) social. On the 

opposite side, in the “human-centred 

view”, e.g. Bartneck et al. (2009) pre-

sent the following dimensions: (1) an-

thropomorphism, (2) animacy, (3) like-

ability, (4) perceived intelligence, and 

(5) perceived safety, leaving all tech-

nical aspects out of the picture at least 

on this highest level of categorization. 

Again, I will only shortly present one 

example for the latter type of sorting of 

relevant aspects.  

Weiss et al. (2009) present an overview 

of approaches to the evaluation of 

human-robot interaction. Their focus 

is on the question “if people experi-

ence robots as a support for coopera-

tive work and accept them as part of 

society” (ibid: 2) and thus claim to give 

a holistic view on the evaluation of 

humanoid robots. Their framework has 

the acronym USUS meaning “usability, 

social acceptance, user experience, 

and societal impact” (ibid), and com-

bines these major dimensions with 

appropriate methods of empirical in-

vestigation (see figure 6).  

In contrast to the stricter modeling 

and the quantitative measures depict-

ed above, this framework is explicitly 

meant to support “formative evalua-

tion” (ibid: 5). It sorts possibly relevant 

factors for achieving better robotic 

solutions, where “better” is judged by 

the human users. So this approach 

does not aim at kind of metric. But 

there is no principle for sorting the 

potentially important aspects, and thus 

the range of possibly relevant aspects 

cannot be restricted. So the individual 

findings of diverse investigations of 

human-robot interaction cannot be 

compared.  

To sum up briefly: There is awareness 

of the problem of the complexity of 

social situations both on the quantita-

tive and the qualitative side of HRI-

investigations, but there seems to be 

no principal solution in sight for the 

‘complexity gap’. In her encompassing 

overview of studies of robots in elder-

care robotics Flandorfer (2012)13 sur-

                                                        

13 The special interest of Flandorfer (2012) 
is to show the manifold and interrelated 
influence of sociodemographic factors on 
the acceptance of robots for care of the 
elderly. But it turns out that not only the 
classical sociodemographic factors like 
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renders faced by the exploding number 

of factors:  

“We may assume that the more research 
will be done, the more methods will be 
developed“ (ibid: 9).  

4 Examples for generalized per-

ceptions and expectations from 

the field of Social Robotics 

As briefly summarized above, human 

actors, at least from a sociological 

perspective, do not face the problem of 

exploding complexity when confronted 

with all the potentially relevant aspects 

of social situations – in most cases 

they simply follow generalized expec-

tations, and even their perceptions of 

the situations are very selective and 

just as generalized. Evidence for this 

can be found in many of the listings of 

relevant aspects in the Social Robotics 

and HRI-literature. In Weiss et al. 

(2009) for example, “forms of group-

ing” and “cultural context”, especially 

the national style of practical percep-

tion and handling of technology (ex-

emplified by the case of Japan; ibid: 3) 

are mentioned, but only conceptional-

ized as some influential aspects of 

many. But belonging to a group or 

culture means to narrow the space of 

perception of and reactions to a new 

technology based on prior experiences 

of the collective – again a possible (and 

in social reality practiced) means of 

reducing complexity. In what follows I 

will only give three examples for this 

general idea.  

 

                                                                   

age, gender, family status and income are 
important, but also technological experi-
ence or cultural background. Moreover, the 
study is well aware of methodological 
problems like changing of results depend-
ing on whether the probands had prior 
experiences with robots or not, or the 
shaping of the setting of investigation by 
the ageing-and-innovation discourse, es-
pecially by stereotypes common in the 
engineering discourse (see Peine/Neven 
2011 for this point), and generally of the 
problem of comparability of these studies. 
This was a strong inspiration for this arti-
cle. 

The Wildness of Situations and Trust  

One important dimension of the meth-

odological problem of complexity left 

aside so far is often mentioned in the 

HRI-literature: The problem of the 

“wildness” of the situation of investi-

gation. On the one side, there are la-

boratory experiments, where the whole 

situation is thoughtfully arranged to be 

as methodologically clear as possible. 

On the other side are empirical inves-

tigations in realistic settings that are 

hardly methodologically controllable. 

In Social Robotics, this issue is de-

scribed as a trade-off between meth-

odological reliability (e.g. clearly dis-

tinguishing the dependent variable 

from all the possibly infinite independ-

ent variables) and realism:  

“Experimenting in real-world environments 
can provide both many benefits and also its 
share of difficulties. Certain experimental 
settings may create difficulties, such as the 
environment may be too challenging for 
the capabilities of a robotic device. ... 
Changing or engineering the environment 
may be necessary to address specific re-
search questions and experimental meth-
odologies. However, this may have varying 
effects on users or participants. For in-
stance, controlled conditions help to con-
duct rigorous, quantitative, statistically 
significant analysis, but may also create an 
effect on the outcome. … All the difficulties 
involved in real-world experimentation 
may explain why it is difficult to replicate 
experimental HRI scenarios” (Salter et al. 
2010: 406).  

As a possible solution, a taxonomy (as 

precursor for a metric) is presented in 

terms of control. It looks as shown in 

figure 7. 

Again, it is obvious that the six dimen-

sions of control, especially in their 

combination, include so many possi-

bilities that it is unclear how this could 

guide architectural or methodological 

decisions.  

But with the discussion of a positive 

side of “wildness” the whole idea of 

total controllability of the robot, the 

human and the situation becomes 

questionable. How do human actors 

solve the problem of uncontrollability 

of situations? One solution widely 
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Figure 7: Taxonomy of the wildness of situations of human-robot interaction, Salter et al. 

(2010): 407: P = human participant, R = robot, A = autonomy, G = group, E = environ-

ment 

 

 

acknowledged in social theory is to 

trust interaction partners, and this idea 

is also discussed in HRI, for example 

by Yagoda/Gillan (2012). The authors 

cite the common sociological defini-

tion of trust as  

“the willingness of a party to be vulnerable 
to the outcomes of another party based on 
the expectation that the other will perform 
a particular action important to the trustor, 
irrespective of the ability to monitor or 
control that other party” (Mayer et al. 1995: 
712).  

They then ask for the conditions under 

which humans would trust robots. 

Before exploring this abstract consid-

eration any further, the authors turn, 

again, to the development of a meas-

urable scale which consists of rather 

conventional aspects of control from 

workflow-management like “dependa-

bility”, “competence” and “reliability” 

(Yagoda/Gillan 2012: 242pp). Thus the 

potential of trust to reduce complexity 

is not considered at all on the side of 

the humans. Furthermore, looking at 

human-robot interaction, it seems 

viable to apply the abstract principle of 

trust to the modeling of the robot. A 

robot that by purpose is helpless in 

some respect and asks trusted humans 

for appropriate help would be – 

against the dream of the robot techno-

logicus – a realization of this principle. 

The empirical investigation of “robots 

asking for directions” (Weiss et al. 

2010) could be interpreted in this way, 

because here the functionality of the 

robot is dependent on people’s will-

ingness to help the robot achieve its 

task. This principle seems to guide 

many artistic approaches to human-

robot interaction14 (cf. Kac 1997).  

Social Roles 

Taking on roles is in sociology known 

as one major principle to reduce the 

complexity of social situations. Per-

ceiving interaction partners via typical 

roles and sending cues that one is act-

ing according to a recognizable role 

makes it unnecessary to take all the 

possibly relevant aspects of individual 

actors into account, and makes it pos-

sible to choose actions that fit the 

normal expectations that are attached 

to that role. In HRI, the principle of 

role-taking is mainly applied when 

modeling typical patterns of human-

robot interaction. Like in HRI in gen-

eral, these approaches come in a more 

explicitly modeled and quantitative 

version, and in a more empirically de-

rived qualitative one (see above). 

Again, I will sketch out only one exam-

ple for each version, both of them 

widely cited.  

The first version, initiated by Scholtz 

(2003), is derived from a general 

                                                        

14 These approaches of course are from the 
world of arts, aiming at performances (of-
ten poorly documented) and by no means 
are appropriate for a methodologically 
controlled investigation of human-robot 
interaction. Nonetheless, my personal fa-
vorite is Nam June Paik’s Robot K-456; see 
http://cyberneticzoo.com/?p=3437.  
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framework of human action and dis-

tinguishes five principle roles as a ba-

sis for an empirical evaluation of hu-

man-robot interaction: The roles of 

supervisor, operator, mechanic, by-

stander and teammate, where only the 

last three ones can also be found in 

human-human interaction while the 

first and the second one are specific 

for human control of robots (think 

about the discussion of grades of 

“wildness” as opposed to total control 

of the machine outlined above). These 

five roles also determine principle 

types of action that are defined by 

these roles and aim at guiding empiri-

cal research, knowing that “a research 

challenge will be what generalizes be-

tween different domains“ (ibid: 9). So 

this is by purpose a top-down ap-

proach. 

The second version of a role-based 

approach, as initiated by Kahn et al. 

(2008), suggests to identify “design 

patterns” in a bottom-up way. These 

are “fundamentally patterns of human 

interaction with the physical and social 

world” (ibid: 98) which can be under-

stood as episodes of perception of and 

interaction with technology that ap-

pear often (if not always, meaning 

these patterns are universal, a claim 

that is debated) in the same way. Pat-

terns like “initial introduction”, “in 

motion together”, “recovering from 

mistakes” or “reciprocal turn-taking in 

game context” (some of the patterns 

observed by the authors in robotic 

experiments with children) define in-

teraction roles for the humans and the 

robots involved in the episodes.  

This approach originated in architec-

ture and has been broadly imported to 

HCI, usability research and HRI. The 

approach does not draw on one ab-

stract model, but derives types (pat-

terns) from various sources, which 

comprise empirical investigations and 

engagement in an iterative design pro-

cess, but also a “philosophical base of 

what counts as fundamental con-

structs in human-human interaction” 

(ibid: 99). The ultimate goal is to build 

up and extend a model kit of such pat-

terns of human-robot interaction.  

Again, the range of aspects that are 

possibly relevant for these patterns is 

large. But the authors are well aware 

of this for the aim of reusing patterns 

that have been tested (with other ro-

bots and in other situations) and 

therefore strongly stress the issue of 

levels of abstraction of the patterns: 

Patterns should be “specified abstract-

ly enough such that many different 

instantiations of the pattern can be 

realized in the solution to a problem” 

(ibid: 98).  

A “really social” robot in this sense 

should not only ‘know’ about interac-

tion roles; it should also be able to 

‘read’ signals to infer what roles or 

interaction patterns are relevant for its 

situation. Such a ‘reading’ of signals is 

not at all trivial for a machine even 

with a rather simple set of tasks (and 

requires more or less lifelong learning 

of humans). Kuo et al. (2011) tackle 

this problem with an extension of the 

interaction pattern approach. They 

introduce "cue-oriented design pat-

terns" which start from “interaction 

cues (or social cues) that a robot can 

perceive and act upon or express in an 

interaction. These cues can be verbal, 

non-verbal or a combination of both” 

(ibid: 446). Just as in human social life, 

‘reading’ such cues correctly would 

‘tell’ the robot whether and when it is 

expected to take the roles of initiator 

or responder in a given situation. So 

while addressing a rather technical 

problem (task analysis), the authors 

work on a cognitive model of the in-

teraction and thus the robot itself. Like 

Kahn et al. (2008) before, Kuo et al. 

(2011) emphasize the issue of level of 

generalization:  

“Setting the right abstraction level for de-
sign patterns is the key to ensure reuse of 
the pattern and construction of more com-
plex design patterns” (ibid: 446).  

Working on this issue could not only 

result in an ordering principle that 

could convert a sheer model kit of pat-

terns into a sorted repository, and with 
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respect to the problem of reuse could 

lead the way to the answer of the 

question of comparability. The issue of 

generalization of empirically derived 

interaction patterns can also be inter-

preted from a sociological point of 

view as an interesting operationaliza-

tion for the analysis of interaction at 

the micro-level of sociality – and we do 

not have many concepts or methodo-

logical tools for determining what so-

cial scripts are in concrete.  

From sociology we know that social 

roles can not only be conceptualized 

on the micro-level, but also on the 

meso-level, the level of organizations. 

Starting with Barley (1986) numerous 

studies from the sociology of technol-

ogy and organization studies have 

shown that the introduction of new 

technology leads to major changes in 

the arrangement of professional roles 

and hierarchies in organizations, e.g. 

the distribution of professional exper-

tise and power relations between pa-

tients, nursing staff, doctors and tech-

nical people in a hospital or nursing 

home. And for a robot to act “really 

social” one would expect that it is at 

least able to recognize patients, nurs-

ing staff or doctors – or just passers-

by. So it is astonishing that any analy-

sis of roles on this level is widely miss-

ing from Social Robotics15.  

Society at Large: The Macro-level 

As on the micro- and meso-level of 

sociality, a “really social” robot should 

also be able to perceive and act upon 

generalized expectations on the high-

est level of scale, the level of expecta-

tions taken for granted by human ac-

tors in society at large. In Social Ro-

                                                        

15 There are only some studies from a more 
managerial viewpoint that ask for changes 
in the work-flow due to the introduction of 
robots in work organization. One exception 
is Mutlu/Forlizzi (2008) who report that the 
job definition (including hierarchies) and 
workload of the professionals plus the 
interruptability of routines of collective 
work are main factors for acceptance of 
robots in hospital environments.  

botics, there are two broad strands of 

discussion on this level of scale, and I 

will only briefly mention them to com-

plete the picture, because all of these 

(and presumably other) strands of dis-

cussion are of course equally worth-

while (and disputed).  

The first strand of discussion is Robo-

Ethics (Veruggio/Operto 2008 and 

Decker/Gutmann 2012). While there is 

a flourishing debate about the possible 

juridical and moral accountability of 

highly developed robots, the actual 

problem in robot development is more 

down to earth: to implement rules of 

socially acceptable robot behavior that 

go beyond the big red “Stop!”-button 

and obstacle avoidance sensors robots 

use today. The problem here is of 

course that in modern societies there 

are but few fundamental institutions 

that are undisputed. Moreover, differ-

ent macro-level expectations might be 

in conflict with one another. To men-

tion but one example: We would ex-

pect a robot not to cheat its users. But 

interesting experiments (Short et al. 

2010) reveal that some cheating be-

havior makes the robot more “human-

like” and thus adds more social possi-

bilities to its overall behavior. So it 

might be good advice to address this 

issue only for the specifics of different 

domains (the solution of Ve-

ruggio/Operto 2008 and the existing 

Robo-Ethics roadmaps).  

The second strand of discussion deals 

with the issue of different national 

robotics cultures both regarding the 

development and the use of robots. 

Almost everyone agrees that especially 

the East Asian robotics culture differs 

strongly from the western one (see cf. 

Matsuzaki 2010). There is quite a lot of 

quantitative, questionnaire-based re-

search on question of different nation-

al styles, but the results are arbitrary 

or even contradictory. While e.g. Han 

et al. (2009) summarize:  

“Culturally Europeans recognize robots as 
machines for labor, while Japanese and 
Koreans consider them as friends” (ibid: 
101), 
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MacDorman et al. (2009), using basi-

cally the same methods, found no 

strong evidence that “Japan really has 

robot mania”. From the qualitative 

side Wagner (2009) questions the three 

most prominent cultural arguments for 

a specific Japanese way of robotics: 

“Historical antecedents of robots in 

Japan”, “religious preconditions of the 

Japanese interaction with robots”, and 

“Astro Boy as a role model for a friend-

ly robot companion”. Though this in-

teresting research question seems not 

to be settled yet, one would expect that 

a “really social robot” should be able 

to recognize the national culture in 

which it has to perform, to react ade-

quately.  

5 Drawing thoughts together: An 

outline of the robot sociologicus 

Taking all the generalized expectations 

on different levels of scale collected 

above together (and further elabora-

tion of course would add more of 

them), it seems to be possible to trans-

late the question about the robot soci-

ologicus into a blueprint of the archi-

tecture of this robot – or at least into a 

fundamental structure of its reasoning 

process. To do this, first of all a deci-

sion about the architectural principle 

(the “design philosophy”) has to be 

made. Normally in robotics (and in AI) 

these are principles from cognitive 

science, biology or psychology. But 

understanding the term of the “really 

social robot” from a sociological point 

of view, this of course means to try to 

apply a sociological principle to the 

main architectural decisions.  

As already mentioned in the introduc-

tion above, when describing the socio-

logical concept of generalized expecta-

tions, Esser’s general theory of social 

action can serve this purpose (see 

Fink/Weyer 2011 and this thematic 

issue for a similar approach, but with a 

different goal). Esser not only stresses 

the importance of routine action, but 

combines in his modeling the SEU-

approach of rational choice (the indi-

vidual calculation of “Subjective Ex-

pected Utility”, SEU) with a richer con-

cept of social situations from the tradi-

tion of symbolic interactionism as well 

as with Goffman’s concept of frames 

and Schütz’s concept of social action 

that is planned ‘in the head’ of the 

actor in “modo futuri exacti”, which 

means that the action at hand is cho-

sen by searching for past actions that 

are “typically similar” to the actual 

one16.  

Esser’s model of action can be de-

scribed in a condensed way as a sev-

en-stage model:  

(1) If a situation is perceived as a call 

for action, all relevant aspects of this 

situation are condensed to a "mental 

model of the situation", a so-called 

"frame".  

(2) It is justified whether this actual 

frame "matches" sufficiently an already 

familiar frame in the memory of the 

actor. The result of this comparison is 

decisive for the attitude towards the 

situation, called the "mode". If there is 

a match, the "automatic-spontaneous 

mode" is selected and the known 

frame from the memory is applied 

without any further reasoning. If there 

is no match the "reflecting-calculating" 

mode is selected and a new frame is 

developed.  

(3) Based on this framing of the situa-

tion, a mental model of action – a 

"script" – is selected, with consists of a 

model of an isolated episode of action 

combined with a respective expecta-

tion of successfully accomplishing that 

episode.  

(4) As with the chosen frame, the script 

is also justified whether there is a suf-

                                                        

16 The famous original formulation is: “I 
base my projecting of my forthcoming act 
in the Future Perfect Tense upon my 
knowledge of previously performed acts 
which are typically similar to the prescribed 
one, upon my knowledge of typically rele-
vant features of the situation in which this 
projected action will occur” (Schütz 1982: 
69).  
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ficient "match" with an already known 

script in the memory of the actor. In 

case of match this script is applied in 

the "automatic-spontaneous mode" 

without any further mental activity – 

this is the case for routine action. In 

the case of no match in the "reflective-

rational mode" a new script is devel-

oped.  

(5) Only after this mental anticipation 

is completed, the visible action itself is 

conducted, which then is only an exe-

cution of the result of the inner rea-

soning.  

(6) The success of this executed action 

is judged by the actor.  

(7) The whole episode of reasoning 

and the judgment of interaction suc-

cess, including all expectations about 

aspects of the situation and action 

episodes that make up a “match”, are 

finally stored in the memory, which 

extends the repository of ‘tested’ 

frames and scripts (see Esser 1999: 

165ff, 355ff, and Esser 2001: 239ff, 

295ff).  

In the sociology of action many as-

pects of Esser’s model, as usual in 

sociology, are strongly contested, not 

least the SEU-approach in Esser’s ver-

sion of “expected model utility”, but 

this is not relevant for the very general 

consideration about the architecture of 

a social reasoning process here17. Also 

the strict dichotomy of the two modes 

("automatic-spontaneous” versus "re-

flecting-calculating") is criticized, with 

the suggestion to to either further de-

velop the core model (see cf. Krone-

berg 2005) or to put the basic model 

on different grounds (cf. Schulz-

Schaeffer 2008 who suggests to re-

place the function of the two modes 

for frame selection with three different 

kinds of definition of the situation). 

                                                        

17 Of course, following a SEU-approach 
would become relevant if not only the gen-
eral architectural principle was applied to a 
robot’s architecture, but if also the SEU 
formalism was used for the concrete math-
ematics of the reasoning process.  

For the question of the transferability 

of the basic model from sociology of 

action to the architecture of a “really 

social” robot it is only important that 

there is a principal modulation of the 

attitude towards the situation (Esser’s 

“modes” or some architectural equiva-

lent for these) while frames model the 

handling of the concrete situation at 

hand – both architectural considera-

tions in combination describe a way to 

drastically reduce the complexity of the 

situation.  

If we now just fill in the different forms 

of relevant generalized expectations 

outlined above (from the discussion in 

the field of Social Robotics) into this 

form of a reasoning process, the archi-

tecture of the robot sociologicus could 

look like shown in figure 8. 

Despite being a rather crude picture 

this architectural blueprint tries to 

catch central aspects of a ‘really social’ 

robot from a sociological perspective 

while working with central issues from 

the discourse of Social Robotics it-

self.18 It seems to be in line with Dau-

tenhahn’s “socially interactive robot” 

depicted above by explicit “deep mod-

eling” of the cognitive preconditions of 

social interaction.  

And by highlighting reduction of 

complexity as the central modeling 

principle the blueprint is opposed to 

the “socially evocative” as well as the 

“sociable robot” in Dautenhahn’s 

terms – or, to put it in the more 

metaphorical terms I use throughout 

this aticle, it stands in sharp contrast 

                                                        

18 But it remains a question for sociological 
theory of action whether the integration of 
more specific instantiations of generalized 
expectations into the overall Esser model 
theoretically really works out. It seems 
plausible to me that the application of 
roles, trust etc. on a higher level of abstrac-
tion can be modeled as the results of fram-
ing, script selection and judgment of the 
results of visible action only in a general-
ized way. But this is not part of the original 
concept and has to be verified – and will 
eventually have an influence on the model-
ing itself.  



 STI Studies Vol. 10, No. 1, January 2014  

 

 

126 

Figure 8: A possible blueprint of the architecture of the reasoning process of the robot 

sociologicus 

 

 

to the robot technologicus19 with it’s 

problem of an explosion of potentially 

relevant “aspects of an unstructured 

environment”. This general problem is 

especially obvious if the environment 

is “wild” and thus conceptually and 

methodologically challenging. 

The blueprint specifies reduction of 

complexity as the general solution in 

two ways:  

First, it highlights different forms of 

generalized expectations (on different 

levels of scale) as a central part of the 

framing of the situation. While gener-

alization evidently is reduction of 

complexity, this effect is supported by 

the social solution for the problem of 

perception of adequate expectations: 

cues are sent, interpreted and institu-

tionalized to point to an adequate per-

                                                        

19 I should clarify that the metaphor of the 
robot sociologicus only works if opposed 
to the robot technologicus. It does not 
work as well in sociology itself, firstly be-
cause the homo sociologicus is a pure rule- 
and role-follower, which is not the same as 
following routines in most cases, and sec-
ondly because in the cases of reflective 
rebuilding of frames and scripts a robot – 
simply because it is a machine pro-
grammed for specific purposes, and calcu-
lates its utility – unavoidably shares fea-
tures of the homo oeconomicus.  

ception of social roles, to hierarchies, 

to initiator or responder roles in inter-

action etc. 

And second, the architectural blueprint 

applies the cognitive model of a 

"match" between the perceived actual 

situation and situations experienced 

(or tested) earlier and stored in the 

memory, leading to routine action 

which is possibly the most drastic form 

of reduction of complexity known in 

sociology.  

6 Placing the proposed approach 

in the larger context of discus-

sion 

The suggested general approach can, 

from a social sciences’ or humanities’ 

point of view, be crudely positioned in 

equidistance from the two dominant 

poles in the discussion about the pos-

sibility of realizing ‘intelligent’ (or ‘so-

cial’) machines – AI-critique on the one 

hand, and social constructivism on the 

other hand. 

In the well-known tradition of AI-cri-

tique, any claim of a full-fledged reali-

zation of human-like thinking or ac-

tion on machines is criticized with the 

argument that substantial features of 

human thinking or acting can never be 



Meister: When is a Robot really Social?  

 

 

127 

grasped, or even mimicked, in a mean-

ingful way by any type of machine in-

telligence. To mention but two of the 

most important examples of this ar-

gument: It is claimed that machines 

(like robots) are not able to play chess 

successfully because they are only able 

to compute numbers, but not to un-

derstand the rules of the game. And it 

is claimed that machines are in princi-

ple not able to understand the seman-

tics (and hence the sense) of the sym-

bols they can process – the “Chinese 

Room Experiment” is the best-known 

formulation of this fundamentalist 

argument (Searle 1980; Searle 1986). 

But if exaggerated visions are put 

aside, many of the features that AI-

critique claimed to be impossible for 

machines in fact turned out to be 

technically achievable, not in the way 

envisioned as “hopeful monstrosities” 

(Schot/Rip 1996: 255), a point of de-

parture for many innovations, but as a 

working solution that evolved over 

many steps, many negotiations and of 

course many failures. Moreover, with 

respect to the development of the 

R&D-fields of AI and especially robot-

ics, major arguments from AI-critique 

often have been translated into 

straightforward technical challenges. 

For example, New Robotics with its 

focus on embodiment and situated-

ness of intelligence (and hence the 

strong orientation towards biological 

models) echoed many critiques of the 

Old AI (or GofAI: Good old fashioned 

Artificial Intelligence) simply because 

“elephants don’t play chess” (Brooks 

1990). And even the linguistic basis of 

Searle’s critique of AI is taken as a 

constructive starting point to enable a 

robot to understand the intended 

meaning of a human user via a “sym-

bol grounding” approach (see cf. Le-

maignan et al. 2012). In this approach 

it is explicitly not claimed that a ‘really 

semantic’ understanding can be 

reached, but a technical solution that 

functions in principal in a comparable 

way: a model for a “correspondence 

between symbols and sensor data that 

refer to the same physical object” (ibid: 

183). 

In sociology itself, there are only some 

versions of AI critique. Probably the 

best-known claim is the distinction of 

“mimeomorphic” versus “polymor-

phic” action proposed by Collins/Kusch 

(1998). The first type of action is intro-

duced as rule-based only and context-

free (like swinging a golf club) and 

thus can be accomplished by humans 

and machines alike. The second type 

of action depends on the application of 

tacit knowledge of the cultural charac-

teristics of the situation at hand – a 

capability no machine can ever 

achieve. This sociological critique of AI 

is not in the first place meant to be a 

critical contribution to technical devel-

opments, but warns against a wrong 

picture of human action to prevent 

treating humans like machines, espe-

cially a reduction of human skills and 

competence to “mimeomorphic ac-

tion” in work settings, resulting in de-

skilling and alienation in practice.  

Many of the contributions from phi-

losophy and the social sciences to the 

flourishing debate about Robo-Ethics 

(see the overviews Veruggio/Operto 

2008 and Decker/Gutmann 2012) point 

in the same direction. Conceptualized 

mainly for an advisory role for raising 

consciousness in the robotics dis-

course, it provides a long and without 

a doubt worthwhile list of possible 

negative implications of robots for 

societies and groups of humans. How-

ever, almost all of these issues are not 

specific to robotics, but can be formu-

lated for any IT-technology. The only 

issue specific for robots and especially 

for potential companions, that is: for a 

situation where “we are going to be 

cohabiting with robots endowed with 

self-knowledge and autonomy” (Ve-

ruggio/Operto 2008: 1511), is formu-

lated as the danger of “psychological 

problems” arising from a fundamental 

challenge or even breakdown of estab-

lished categories: a “confusion be-

tween the real and the artificial” (ibid: 

1512), resulting in “deviations in hu-
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man emotions, problems of attach-

ment … fears, panic … feeling of sub-

ordination towards robots” (ibid.).  

In strict opposition to (or at least: ig-

norance of) the positions depicted, the 

sociological theory of action is totally 

agnostic with respect to these critiques 

about and warnings against losing the 

core meaning of ‘the human’. Whereas 

in “mimeomorphic action” and most 

variants of AI-critique the point is to 

warn against any reduction of the 

richness and complexity of human 

reasoning and acting, the basic point 

in sociological theory of action is to 

model not the substance, but the ab-

stract principle how actors are able to 

act at all faced with situations of po-

tentially infinite situational complexity. 

And because it is only an abstract 

model that is transferred to the tech-

nical realm, this means that there is no 

equation of humans and machines in 

substance, especially not between hu-

man socialization and technical opti-

mizing. So the whole idea of the robot 

sociologicus is not about artificial so-

ciality in a substantial sense. The idea 

only relies on a transfer of an abstract 

principle to the architecture of a robot 

or the modeling of man-robot interac-

tion. The implementation of any basic 

concept from sociology will always 

result in a more or less clever technical 

apparatus, with hardware, software 

architecture and algorithms, and with 

sensors (perception) and actuators 

(action/ behavior) embedded in its en-

vironment, which of course is quite 

different from human actors. Thus my 

overall argument may have its pitfalls 

(and of course has to be developed 

further), but is completely in line with 

the following statement:  

"Relationships with computational crea-
tures may be deeply compelling, perhaps 
educational, but they do not put us in 
touch with the complexity, contradiction, 
and limitations of the human life cycle. 
They do not teach us what we need to 
know about empathy, ambivalence, and life 
lived in shades of grey. To say all of this 
about our love of our robots does not di-
minish their interest or importance. It only 
puts them in their place" (Turkle 2006: 61).  

Located on the other pole of the spec-

trum of discussion is social construc-

tivism, which denies any substance in 

‘the human’, nature and technique 

likewise, but treats literally everything 

that exists as the outcome of social 

processes of negotiation. Because this 

position is well-known, I concentrate 

here on one article from this camp that 

deals explicitly with Social Robotics. 

This article has already been men-

tioned above. Its title reads as follows: 

“When a robot is social: Spatial ar-

rangements and multimodal semiotic 

engagement in the practice of social 

robotics” (Alac et al. 2011). Based on 

the ethnographic observation of exper-

iments with human probands (pre-

school-children – toddlers – and their 

teachers) and robots in a classroom 

setting the authors depict in great de-

tail how much the possibility and kind 

of interactions between humans and 

robots can change if there are even 

slight variations of the concrete obser-

vational setting.  

But why do the authors characterize 

the robots they observed as “social” in 

the title of the article? The authors 

base their approach including the in-

terpretation of the empirical findings 

in a strictly situational concept. The 

key point of this concept is the follow-

ing: All parties engaged in the situation 

manage to reach a “multiparty interac-

tional coordination [that] allows a 

technological object to take on social 

attributes typically reserved for hu-

mans” (ibid: 894). This stance conse-

quently denies any substance of the 

nature of the robot (and towards all 

other elements involved including hu-

man agency):  

“We claim ... that the robot is in fact social, 
but its social character does not exclusively 
reside inside the boundaries of its physical 
body or in its programming ... As the robot-
icists, toddlers, and their teachers engage 
in the design practice, the robot becomes a 
social creature in and through the interac-
tional routines performed in the ‘extended’ 
laboratory” (ibid: 917). 

Without any doubt it is an important 

insight that major changes of the situ-
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ation, e.g. replacing other technologi-

cal aids or people or even dogs with 

robots (as in the often mentioned sce-

nario of robot pets for seniors) will 

alter the situation at hand (a house-

hold, a nursing home etc.) in a relevant 

way. And the authors convincingly 

point to the important role of the engi-

neers respectively the roboticists 

themselves in the observational set-

ting, an aspect mostly neglected in 

human-robot interaction research. But 

from the conceptual stance of rooting 

everything only in the situational dy-

namics stem, with respect to any in-

vestigation of or contribution to the 

field of Social Robotics, three concep-

tual shortcomings.  

First, with a concept of complex and 

dynamic, ever-changing situations, it 

can only be shown for single cases 

that observational settings differ, but 

key factors leading to these differences 

cannot be identified, simply because 

there are too many candidates for such 

factors whose characteristics change 

permanently. In consequence, it seems 

near impossible to find a way to com-

pare different empirical observations in 

different settings. This quite obviously 

creates a problem for almost every 

attempt to build methodological con-

siderations on this general conception 

– the problem of comparability depict-

ed for Social Robotics above.  

Second, because the definition of liter-

ally every term is rooted in the details 

of the situation at hand, it is unclear 

from a sociological point of view how 

actors or the robots can orient them-

selves in situations – e.g. follow the 

“routines” (which are certainly gener-

alized expectations) cited by the au-

thors. More generally, from a sociolog-

ical point of view it is hard to imagine 

actors that handle social situations 

without drastically reducing the situa-

tions’ complexity by applying general-

ized expectations. 

And third, from the viewpoint that ne-

glects any substantial differences be-

tween humans, machines and other 

objects follows that literally everything 

can become “social” in nature, if only 

it is “enacted” in the situation at hand. 

Consequently, there is no principal 

difference between the “interactional 

achievements” that can be reached 

with a robot, a dog or a candy bar 

(drawing on Harraway, ibid: 915ff). 

This generalization might be criticized 

or not from a social science point of 

view. When applied to robotics as an 

interdisciplinary endeavor, it is surely 

worthwhile to remind engineers that 

they are not only creating artifacts, but 

in the same instance are creating soci-

ety: Investigating the “robot’s social 

character means one has to look be-

yond the robot’s computational archi-

tecture and its human-like appearance 

and behavior” (ibid: 895). But engi-

neers are trained to be engineers – for 

them, human environments are, in the 

case of robotics, the most complex and 

thus challenging context for an ad-

vanced technology. At this point, the 

authors’ stance against any substantial 

attributes of robots or humans leads to 

advice that must sound strange in eve-

ry engineer’s ear, but also in the ears 

of everyone who has been ever in-

volved in interdisciplinary cooperation 

with engineers: “Rather than control-

ling the machine, the robot’s designers 

are called to participate in human-

machine interactional and situational 

couplings” (ibid: 896). 

These three shortcomings, conse-

quences of the leveling of all substan-

tial differences and any modeling deci-

sions about principles guiding human 

(or robot) actions, make it dubitable 

that the phrase “when a robot is so-

cial” can be a reasonable starting point 

for any investigation of or contribution 

to the field of robotics. But these three 

shortcomings of a purely social con-

structivist stance also point to the 

benefits of the robot sociologicus for 

methodological considerations in the 

field, for sociology or interdisciplinary 

cooperation likewise. 
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7 Some possible uses of the robot 

sociologicus 

If the architectural blueprint presented 

works to at least some extent, what are 

the possible uses of the robot socio-

logicus? There are at least three differ-

ent answers depending on disciplinary 

perspective.  

From the perspective of the develop-

ment of the interdisciplinary field of 

Social Robotics, the conceptualization 

of generalized expectations could be a 

point of orientation for the problem 

acknowledged field-wide of compara-

bility of empirical investigations in the 

light of the complexity of social situa-

tions. Instead of collecting an ever 

increasing list of possibly relevant sit-

uational aspects of human-robot in-

teraction, grounding research on a 

containable amount of expectations 

that reduce situational complexity (like 

e.g. trust instead of controllability, 

roles on different levels of scale etc.) 

could orient empirical investigation 

towards a principle approved in a dif-

ferent domain – human societies. From 

the discussion of the examples above it 

seems to me that this could also be 

directly applied to down-to-earth 

methodological questions, e.g. the 

choice of appropriate issues for ques-

tionnaires in quantitative research or 

the focus of observation in qualitative 

research. The discussion has also 

shown that there are some points of 

contact between existing empirical 

studies and the principle of general-

ized expectations. But I am well aware 

that it is notoriously difficult to com-

pare existing empirical studies by ap-

plying a new consideration. Nonethe-

less, given the acknowledgement of 

the overall problem in the field of So-

cial Robotics, I think such an endeavor 

would be worthwhile.  

From a purely sociological perspective, 

there are several interesting questions 

about the robot sociologicus. From a 

reconstructive perspective – the socio-

logical reconstruction of the whole 

field as an interesting case for the so-

ciology of technology and innovation – 

it would be very interesting to empiri-

cally investigate in greater depths how, 

how far and why a formerly massively 

heterogeneous field (Service Robotics) 

turned to a distinct field with at least 

partly shared goals over a vast array of 

disciplinary orientations. One crucial 

point here is not only the possible uni-

fication of concepts, but the further 

development of methods to deal with 

the issue of reduction of complexity, 

on the quantitative as well as on the 

qualitative side of research, and of a 

possible institutionalization of metrics 

and benchmarks for ‘good’ human-

robot interaction. These issues are 

obviously of great interest both from a 

classical constructivist as from a so-

cio-technical constellations (cf. 

Rammert 2012) point of view.  

But from a sociological perspective the 

robot sociologicus could also serve as 

an experimental platform for an inves-

tigation of conceptual issues that are 

either particularly suited for formal 

modeling or are hard to investigate 

with common conceptual means (in 

sociology theories and concepts are 

usually formulated in natural language 

with its inherent vagueness). Two of 

these possible issues where mentioned 

above: First, the determination of a 

threshold for what counts as an “ap-

propriate” match of frames in Esser’s 

conception or as “typically similar” in 

the conception of Schütz, and second 

a concrete conceptual description of 

what a “script” is (an episode of action 

consisting of a typical interaction pat-

tern). Both these issues could be, un-

der the precondition of an adequate 

implementation of the basic reasoning 

architecture, quite straightforwardly 

examined, either in computer simula-

tions or better, but more challengingly, 

with real robots.  

Finally, from the interdisciplinary per-

spective, the most obvious use of the 

robot sociologicus is to simply build it 

and then to explore it in empirical HRI-

studies. Any modeling of generalized 

expectations of course is only about 
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the “deliberative” layer of a robot ar-

chitecture, leaving the sensor and the 

actuator layer (in the “sense-think-act” 

chain; Murphy 2000) aside, but this 

could presumably be solved conven-

tionally20. Interestingly, and also de-

batable according to many sociological 

approaches, the “reactive” layer for the 

robot sociologicus would only be a – 

without any doubt necessary – security 

measure (e.g. a proximity sensor to 

prevent the robot from hitting hu-

mans). However, what is part of the 

“reactive” layer in many robotics ap-

proaches – sheer bodily reactions 

modeled on biological conceptions – 

here would be part of the higher rea-

soning process, because routine action 

would become part of the “delibera-

tive” layer. Looking at the picture at 

large, given the undisputed complexity 

of all domains (a nursing home, a 

household etc.) in which an exemplar 

of Social Robotics is to function in a 

way meaningful for humans, it would 

be very attractive to conceptually equip 

the robot with a technical equivalent of 

the principle by which human actors 

solve the problem of complexity of 

situations – and to empirically investi-

gate the interplay of generalized ex-

pectations generated and applied by 

humans and by robots21. 

 

 

                                                        

20 But it is by no means trivial for a ma-
chine (nor for human actors) to interpret 
signals (or cues) adequately and to signal 
interpretations or intentions in a compre-
hensible way.  
21 The methodological problem of acquisi-
tion of appropriate data is then more 
prominent on the human side. While the 
reasoning process of the robot, an appro-
priate architecture and a sufficient storing 
of data given can be tracked and recon-
structed from computer protocols (see 
Hahne et al. 2006 for a suggestion for inte-
grating computer data into the “techno-
graphic” approach to technology usage), it 
is much more difficult to develop methods 
to track human behavior in a comparable 
way.  
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