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Abstract—In this paper, a mathematical model for the beacon-
enabled mode of the IEEE 802.15.4 medium-access control (MAC)
protocol is provided. A personal area network (PAN) composed
of multiple nodes, which transmit data to a PAN coordinator
through direct links or multiple hops, is considered. The appli-
cation is query based: Upon reception of the beacon transmitted
by the PAN coordinator, each node tries to transmit its packet
using the superframe structure defined by the IEEE 802.15.4
protocol. Those nodes that do not succeed in accessing the channel
discard the packet; at the next superframe, a new packet is gen-
erated. The aim of the paper is to develop a flexible mathematical
tool able to study beacon-enabled 802.15.4 networks organized in
different topologies. Both the contention access period (CAP) and
the contention-free period defined by the standard are considered.
The slotted carrier-sense multiple access with collision avoidance
(CSMA/CA) algorithm used in the CAP portion of the superframe
is analytically modeled. The model describes the probability of
packet successful reception and access delay statistics. Moreover,
both star and tree-based topologies are dealt with; a suitable com-
parison between these topologies is provided. The model is a useful
tool for the design of MAC parameters and to select the better
topology. The mathematical model is validated through simulation
results. The model differs from those previously published by
other authors in the literature as it precisely follows the MAC
procedure defined by the standard in the context of the application
scenario described.

Index Terms—Carrier-sense multiple access with collision avoi-
dance (CSMA/CA), guaranteed time slots (GTSs), IEEE 802.15.4,
medium-access control (MAC), tree-based topology, Zigbee.

I. INTRODUCTION

I EEE 802.15.4 [1], [2] is a short-range wireless technology
intended to provide applications with relaxed throughput

and latency requirements in wireless personal area networks
(PANs). The key features of 802.15.4 are low complexity, low
cost, low power consumption, and low data rate transmissions.

In this paper, we consider a PAN composed of multiple
devices (hereafter denoted as nodes) that have to transmit data
to the PAN coordinator through single or multiple hops. We
assume that the application requires periodic data at the PAN
coordinator: Each node, upon reception of a query coming from
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the PAN coordinator, generates a packet and attempts to access
the channel to transmit it. Therefore, each node has only one
packet per query to be transmitted. If the node does not succeed
in accessing the channel before the reception of the next query,
the packet is lost, and a new one is generated.

Examples of application of this scenario to realistic cases
can easily be found, e.g., in the context of body area networks
[3], [4] or wireless sensor networks (WSNs) [5]–[7]. IEEE
802.15.4, in fact, is one of the most suitable technologies for
WSNs. In most WSN applications, nodes are distributed over
an environment with the aim of estimating a spatial process [5],
like temperature or pressure: Nodes periodically take samples
of the process from the environment to transmit it toward a data
collector (i.e., the PAN coordinator in our scenario).

Both star and tree-based topologies are accounted for. In
particular, first, we deal with a star topology that could be used
when the number of nodes in the network is small (however, for
the sake of validation of the model, results for larger networks
are also shown). Then, a tree rooted at the PAN coordinator is
studied.

No connectivity issues are considered in this paper; in the
star topology case, it is assumed that all nodes can reach the co-
ordinator, whereas in the tree-based topology case, we assume
that the children of a given parent may reach the parent itself.

The 802.15.4 standard allows the following two types of
channel access mechanisms: 1) beacon enabled (this option
is mandatory when tree topologies are used) and 2) non-
beacon enabled. The latter case uses unslotted carrier-sense
multiple access with collision avoidance (CSMA/CA), whereas
in the former, a slotted CSMA/CA algorithm and a superframe
structure managed by the PAN coordinator is used. As will
be described in the following, the superframe starts with a
packet transmitted by the PAN coordinator, which is denoted as
beacon, and could include some slots allocated to given nodes,
called guaranteed time slots (GTSs).

Since periodic data acquisition at the PAN coordinator is re-
quired, the beacon-enabled mode is used; therefore, the beacon
packet will coincide with the query.

Given the scenario described above, the scope of this paper is
to provide a mathematical model for the description of the prob-
ability of packet successful reception and access delay statistics.

To such aim, the transitions between node states (backoff,
sensing, transmit, idle) of the slotted CSMA/CA 802.15.4
medium-access control (MAC) protocol have to be modeled.
The probabilities of channel access and successful transmis-
sion are evaluated as a function of time, starting from recep-
tion of the beacon sent by the coordinator until the end of
the superframe. The model also allows the evaluation of the
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overall success probability for a packet to be transmitted—the
throughput—i.e., the number of bytes per unit of time suc-
cessfully received by the coordinator and the average delays.
Performance is evaluated by changing the number of nodes,
the duration of the superframe, the number of GTSs, and the
packet size. To validate the mathematical model, comparison to
simulations is performed, and results show an almost perfect
match. Performance metrics are first evaluated for the star
topology case, and then, the model is applied to a three-level
tree-based topology, and a suitable comparison between the two
topologies is shown. Extension to the case of tree of any height
is trivial.

This paper is outlined as follows. An overview of the litera-
ture is provided in Section II, Section III describes the IEEE
802.15.4 MAC protocol, Section IV deals with the scenario
and the model assumptions, Section V introduces the metrics
derived from the model, and in Sections VI and VII, the
mathematical model of the slotted CSMA/CA algorithm and
the related performance metrics are derived. Sections V–VII
are related to the star topology. The tree-based topology is
discussed in Section VIII, and numerical results for both the
topologies are shown in Section IX. Finally, conclusions are
reported in Section X. Part of the analytical formulation is left
to the Appendix.

II. RELATED WORKS

In the literature, there exist several works devoted to the
study of 802.15.4 networks. Performance evaluation of the
802.15.4 MAC protocol has been carried out by means of
simulations [8]–[10]. Additionally, some studies have tried
to analytically describe the behavior of the 802.15.4 MAC
protocol, as this paper does. However, none of them captures
the exact essence of the IEEE 802.15.4 MAC in the scenario
described here.

The model described in [11] fails to match simulation results,
as described in [12], as the authors use the same Markov
formulation and assumptions made by Bianchi [13], where the
802.11 MAC protocol is considered. This protocol, in fact, is
significantly different from the one defined by the 802.15.4
standard [14]. A better model is proposed in [15], where the
probabilities of being in sensing in the two subsequent slots
are not correctly captured by the Markov chain (see also [12]).
In [16], the events of finding the channel free in the first and
second slots are considered independent, and the probabilities
that those two events happen are assumed to be equal. As
will be clarified in the following, instead, these events are not
independent, and this approximation causes notable differences
between simulations and analytical results. Another model is
presented in [17], where different simplifying assumptions are
made: The uniform distribution of the backoff counter within
the backoff windows is assumed to be geometrically distributed
so that the backoff algorithm becomes memoryless. The model
developed in [17] has been validated through simulations but
only for a very small set of parameters, and only a network
composed of 12 nodes is considered.

However, all the above cited works (also [12] and [17], which
seem to provide the better models) are based on Bianchi’s

model and use a Markov chain to describe node states, even
if the process representing the backoff time counter is not
Markovian since the value of the backoff counter depends on
the past history (i.e., how many times the node has tried to
access the channel and found it busy). To use a Markov chain,
in fact, Bianchi assumes that at each transmission attempt, and
regardless of the number of retransmissions suffered (backoff
stages in the 802.15.4 case), each packet collides with constant
and independent probability (see [13]). This assumption results
more accurate as long as the contention window and the number
of nodes accessing the channel get larger. This approximation
is good for the aforementioned works, being the number of
nodes competing for the channel constant in time; however,
it is not accurate for query-based applications. In the scenario
considered here, in fact, the number of nodes accessing the
channel decreases by passing time (since nodes have only one
packet to be transmitted per superframe upon reception of the
query), resulting in a decreasing of the probability that a packet
collides. The difference of the scenarios studied here and in
the previous works, in fact, completely changes the form of the
analysis. In the previous works, it is assumed that nodes always
[12], [13], [15], or with a certain probability [11], [18]–[20],
have a packet to be transmitted (in [17], Poisson distributed
arrivals of packets is assumed). This means that once a node
transmits its packet, it will start the backoff algorithm again,
possibly with a certain probability, which is known. In our
model, on the contrary, the number of nodes competing for
channel access decreases with time. Therefore, according to
the different scenario studied, the aforementioned assumption
is removed here, and the probabilities (of being in sensing and
transmission and of colliding) are evaluated for the different
backoff stages and the different instants of time.

Moreover, one of the most important aims of this paper is
to derive the access delay statistics. Since all the works cited
[11]–[13], [15]–[17] studied the asymptotic behavior of the
network at the equilibrium conditions, evaluating the stationary
probabilities obtained when time tends to infinite, the statistics
of traffic cannot be derived from these analyses.

Finally, it is worth noting that the works present in the
literature do not analytically account for the modeling of GTSs,
the duration of the superframe (which strongly affects perfor-
mance, as shown in this paper), and tree-based topologies. All
these issues, instead, are considered in this paper.

This paper is based on previous works [14], [21], where
the non beacon-enabled mode is analyzed. Even though the
rationale used to derive the metrics is similar, the presence of
the two subsequent sensing phases, characterizing the slotted
CSMA/CA of the beacon-enabled mode, significantly changes
the model with respect to [14] and [21]: A different finite-
state-transmission diagram for modeling nodes states is needed,
and the formulas for deriving the sensing and transmission
probabilities are different. Moreover, in the beacon-enabled
mode, the events of being in sensing in the two different phases
and to find the channel free are not independent (as will be clear
in the following, a node enters in the second sensing phase
only when it finds the channel free in the first phase). This
dependence makes the model developed here very different and
more complex than the one developed in [14] and [21]. Finally,
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here, tree-based topologies are studied, whereas in [14] and
[21], only star topologies are considered since the non beacon-
enabled mode does not allow the formation of trees.

III. IEEE 802.15.4 MEDIUM-ACCESS

CONTROL PROTOCOL

According to the IEEE 802.15.4 MAC protocol in beacon-
enabled mode [1], the access to the channel is managed through
a superframe, starting with the beacon packet transmitted by
the PAN coordinator. The superframe is subdivided into the
following three parts: 1) an inactive part; 2) a contention access
period (CAP), during which nodes use a slotted CSMA/CA;
and 3) a contention-free period (CFP), containing a number of
GTSs that can be allocated by the PAN coordinator to specific
nodes. The PAN coordinator may allocate up to seven GTSs,
but a sufficient portion of the CAP must remain for contention-
based access. The minimum CAP duration is equal to 440 Ts,
where Ts is the symbol time. Here, we consider the 2.45 GHz
band, meaning a symbol rate of 62.5 ksymbols/s, which brings
to have Ts = 16 μs [1].

The duration of the active part and of the whole superframe
depends on the value of the following two integer parameters
both ranging from 0 to 14: 1) the superframe order, denoted as
SO, and 2) the beacon order, denoted as BO, where BO>SO.
The latter defines the interval of time between two successive
beacons, namely, the beacon interval, denoted as TB , which is
given by TB =960·2BO ·Ts. The duration of the active part of
the superframe, containing CAP and CFP, namely, the super-
frame duration, denoted as TA, is given by TA =960·2SO ·Ts.

The inactive part (present when BO>SO) is used for saving
energy (nodes can switch off during this phase) or for exploiting
multihops. Since the evaluation of energy consumption is out
of scope of this paper, we set SO=BO (i.e., TB =TA) in case
of star topologies (one hop) and BO>SO for trees. A proper
setting of the parameters BO and SO in the latter case is
needed: Section IX-B tries to provide some guidelines for this
setting.

The CSMA/CA algorithm used in the CAP portion of the
superframe is implemented using units of time called backoff
periods: A backoff period has a duration, denoted as dbo, equal
to 20 Ts = 320 μs. The backoff period boundaries of every
node in the PAN must be aligned with the superframe slot
boundaries of the coordinator; therefore, the beginning of the
first backoff period of each node is aligned with the beginning
of the beacon transmission. Moreover, all transmissions may
start on the boundary of a backoff period.

Each node maintains the following three variables for each
transmission attempt: 1) NB; 2) CW ; and 3) BE. NB is
the number of times the CSMA/CA algorithm was required
to backoff while attempting the current transmission. CW is
the number of backoff periods that need to be clear of channel
activity before the transmission can start. BE is the backoff
exponent related to the maximum number of backoff periods
that a node will wait before attempting to assess the channel.

The algorithm follows the following steps (see Fig. 1). First,
NB, CW , and BE are initialized to 0, 2, and BEmin, respec-
tively. Upon reception of the beacon, any activity is delayed

Fig. 1. IEEE 802.15.4 CSMA/CA algorithm.

(backoff state) for a random number of backoff periods in the
range (0, 2BE − 1) [step 1)]. After this delay, channel sensing
is performed for one backoff period [step 2)]. If the channel
is assessed to be busy, CW is set to 2, and NB and BE are
increased by 1, ensuring that BE is not larger than BEmax. If
the value of NB is lower than NBmax, the algorithm returns to
step 1); otherwise, the algorithm will unsuccessfully terminate,
which means that the node does not succeed in accessing the
channel. If the channel is assessed to be idle, instead, CW is
decremented by 1 and compared with 0. If CW > 0, the algo-
rithm returns to step 2); otherwise, a transmission may start.

IV. REFERENCE SCENARIO AND MODEL ASSUMPTIONS

We consider a PAN composed of N nodes transmitting
packets that are of size z equal to D · 10 bytes, with D being an
integer in the range [2, 13] according to the minimum and max-
imum possible data packet size [1]. By assuming a 16-bit short
address is used, the data frame has a size of (6 + 11 + n) bytes,
where n is the size of the payload in bytes, and 6 and 11 bytes
are the physical and MAC overheads [1]. Therefore, in the
case D = 2, we will have n = 4 bytes, and with the maximum
packet size equal to 133 bytes, the maximum value of D is 13.
The time needed to transmit a packet will be equal to D · dbo as
a bit rate of 250 kbits/s is used; therefore, each packet occupies
D backoff periods.

We also denote as NGTS the number of GTSs allocated (see
Fig. 2 above part). Therefore, in each superframe, NGTS nodes
will have a GTS allocated and will use the CFP to transmit their
packets, and the remaining N − NGTS nodes will use the CAP
portion.

According to the standard, each GTS must have a duration
multiple of 60 · 2SO · Ts; we denote this duration as dGTS,
which is equal to DGTS · 60 · 2SO · Ts, with DGTS integer
(see the top part of Fig. 2). Since an interframe space between
two successive packets received by the coordinator must be
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Fig. 2. IEEE 802.15.4 superframe, considering (top) the time axis and
(bottom) the number of slots s.

guaranteed, DGTS is derived such that the GTS contains the
packet and the interframe space. The interframe space duration
depends on the size of the MAC protocol data unit (MPDU):
For an MPDU lower than 18 bytes, an interframe space of 12Ts

must be present, whereas 40Ts is needed for an MPDU larger
than 18 bytes [1]. We set the GTS duration equal to the mini-
mum possible duration that allows to contain the packet and the
interframe space. Therefore, by denoting as difs the duration of
the interframe space, we have DGTS = �(D · dbo + difs)/(60 ·
2SOTs)�, and the number of backoff periods occupied by each
GTS is equal to DGTS · 3 · 2SO.

Finally, we denote the beacon size as zB and as dB the instant
in which the CAP starts (see Fig. 2). Since alignment between
the first backoff period of each node and the beginning of the
beacon transmission is required, dB will be equal to the beacon
transmission time only in the case when it is a multiple of dbo;
otherwise, it will be larger.

No hidden terminal problem is accounted for: All nodes com-
peting for the channel can “hear” each other [11]–[13], [15].
The number of nodes competing for the channel that must be
audible one to each other is the number of nodes in the network
in the star topology case and the children of a given parent in the
tree case (see Section VIII). In these conditions, collisions may
occur only in case two or more nodes perform sensing at the
same time, find the channel free, and transmit simultaneously
their packets. For the sake of energy efficiency, no acknowledge
and retransmission mechanism is implemented.

Having fixed the origin of time axis at the beginning of
the superframe (t = 0) and all nodes will start the CSMA/CA
algorithm at t = dB since no propagation delay is assumed due
to short distances. As stated in Section I, we assume that in
case a node does not succeed in accessing the channel by the
end of the superframe, the packet is lost. According to our
application scenario, in fact, it is reasonable to assume that once
a node receives a new query, it takes a new sample from the
environment instead of trying to transmit the old one.

In the model, the resolution time (hereafter denoted as slot)
is set equal to the backoff period dbo, which also corresponds

to the duration of the single sensing phase and to the packet
transmission time in the (ideal) case D = 1.

Therefore, since one of the aims of the model is to derive
the statistics of the traffic generated by nodes in the whole
superframe, we will study the behavior of the network in each
slot. In the following, we will denote as s the sth slot in the
superframe, with s ∈ [0, TA/dbo − 1].

V. PERFORMANCE METRICS DERIVED FROM THE MODEL

The model provides the following metrics:
1) the probability that a node ends the transmission of its

packet in a given slot s, denoted as P{T s}, with s ∈ [0,
TA/dbo − 1];

2) the probability that the coordinator receives the packet
tail, coming from a node in a given slot s, denoted as
P{Zs}, with s ∈ [0, TA/dbo − 1];

3) the success probability for a transmission, i.e., the prob-
ability that a node succeeds in transmitting its packet in
the superframe whatever the slot is, denoted as ps;

4) the average delay Dmean, with which a packet is received
by the coordinator.

We assume that when NGTS GTSs are allocated, the coordi-
nator randomly selects the NGTS nodes to which they should
be allocated. Therefore, no resource allocation strategies are
accounted for. For the scenario considered, this assumption is
reasonable since all nodes transmit packets of the same size
and no priority policy between nodes is needed. Since each
node has only a packet per superframe to be transmitted, it will
use the CAP or the CFP (but not both). In these conditions,
the probability that a node has a specific GTS allocated is
1/N , whereas the probability that a node has whatever a GTS
allocated (i.e., the probability that the node may use the CFP)
is equal to NGTS/N . However, note that the model could be
applied to any GTS allocation strategy by simply changing the
probability 1/N .

To simplify the formulas in the following, we will indicate
with the integer j the slots in the CAP portion and with
P{T j}CAP and P{Zj}CAP the probabilities that a node suc-
ceeds in accessing the channel and in transmitting its packet
in slot j of the CAP portion, with j ∈ [0, TCAP/dbo − 1],
where TCAP is the duration of the CAP portion given by
TCAP = TA − dB − NGTS · dGTS. Therefore, we simply set
j = s − dB/dbo (see Fig. 2).

The probabilities P{T s} and P{Zs} in the CAP portion are
given by

P{T s} = P{T j}CAP · N − NGTS

N
(1)

for s ∈ [dB/dbo, TCAP/dbo + dB/dbo − 1] and j ∈ [0, TCAP/
dbo − 1], and null otherwise, and

P{Zs} = P{Zj}CAP · N − NGTS

N
(2)

for s ∈ [dB/dbo, TCAP/dbo + dB/dbo − 1] and j ∈ [0, TCAP/
dbo − 1], and null otherwise.

In the CFP, P{T s} = P{Zs} = 1/N for s = TCAP/dbo +
dB/dbo + k · DGTS · 3 · 2SO + D − 1, with k∈ [0, NGTS−1],
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TABLE I
DEFINITION OF VARIABLES

and null otherwise. Recall that transmissions are referred to the
last slot in which the transmission occurs and that no collisions
happen in GTSs.

We can also evaluate the cumulative functions FT (s) and
FZ(s), which is defined as the probability that a node transmits
its packet within slot s and that a node transmits correctly its
packet within s, respectively, given by FT (s) =

∑s
v=0 P{T v}

and FZ(s) =
∑s

v=0 P{Zv}.
The success probability ps for a packet transmitted by a

node in a network composed of N nodes organized in a star
topology is

ps(N) = psCAP(N − NGTS) · N − NGTS

N
+

NGTS

N
(3)

where psCAP(N − NGTS) is the success probability for a
packet transmitted in the CAP portion, through the CSMA/CA
algorithm, when N − NGTS nodes compete for the channel.
The success probability for a packet transmitted in the CFP,
instead, is equal to one.

Finally, the average delay Dmean is given by

Dmean = dbo ·
TA/dbo−1∑

s=0

(s + 1)
P{Zs}

ps
(4)

where s + 1 is the delay, in backoff periods, of a packet
correctly received in slot s, and P{Zs}/ps is the probability
that the packet tail is received in slot s, given that the packet
has been correctly received.

The probabilities P{T j}CAP, P{Zj}CAP, and psCAP , which
are related to the CAP portion, are derived in the following
sections, where the mathematical model of the CSMA/CA
algorithm is introduced.

For the sake of clarity, the list of variables used in this paper
is provided in Table I.

TABLE II
BACKOFF STAGES

VI. FORMULATION OF THE MATHEMATICAL

MODEL FOR THE CAP

A. Node States

Generally speaking, a node accessing the channel during the
CAP portion of the superframe can be in one of the following
four states: 1) backoff; 2) sensing; 3) transmission; and 4) idle.
However, if after sensing, the channel is free for two subsequent
slots, transmission immediately occurs, followed by a sequence
of idle states until the end of the superframe. Thus, given the
objectives of this paper, we need to model only the backoff and
sensing states.

The node state is modeled as a 3-D process Q(t̂) =
{BOc(t̂), BOs(t̂), CW (t̂)}, where t̂ is an integer, representing
the time, expressed in number of slots, having set the origin of
this time axis (t̂ = 0) at the instant in which nodes receive the
beacon. Therefore, t̂ = j denotes the jth slot (from j · dbo to
(j + 1) · dbo), after the reception of the beacon, i.e., the interval
of time between dB + j · dbo and dB + (j + 1) · dbo.

BOc(t̂) and BOs(t̂) represent the backoff time counter and
the backoff stage at time t̂, respectively, and CW (t̂) is the
value of CW at time t̂. BOc(t̂) counts the number of slots a
node must wait before sensing the channel, whereas BOs(t̂) di-
mensions the maximum duration of the backoff phase. BOc(t̂)
and BOs(t̂) are time-discrete stochastic processes assuming
discrete values. Therefore, the process is a chain; however,
it is not a Markovian chain [22] because BOc(t̂) is not a
memoryless process as its value depends on its history.

The initial value of the backoff time counter (BOc(0)) is uni-
formly distributed in the range [0,WNB − 1], where WNB =
2BE is the dimension of the contention window, and NB ∈
[0, NBmax]. The value of BE depends on the second process
characterizing the state: BOs(t). We can identify NBmax + 1
different backoff stages obtained by considering the different
possible combinations of the pair (NB,BE). In Table II, the
different backoff stages with the corresponding WNB values
(denoted as W0, . . . ,WNBmax ) are shown.

The 802.15.4 MAC protocol states that at the beginning of
the backoff algorithm, each node sets NB = 0 and BE =
BEmin. Then, each time the channel is sensed busy, NB and
BE are increased by 1. When BE reaches its maximum value,
there is no more increase. The case BOs = NBmax is the last
case, because here, NB reaches its maximum value, and it
cannot be further increased.

Since there exists a maximum value for NB, there will
also be a maximum delay affecting the transmission of a
packet. This maximum is reached in case a node extracts at
every backoff stage the higher backoff time counter and at the
end of each backoff stage it always finds the channel busy.
Therefore, the last slot in which a transmission can start is
t̂max =

∑NBmax
k=0 Wk + k + 1, and the last slot in which a

transmission can finish is (t̂max + D − 1).
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Fig. 3. State–transition diagram of the first backoff stage.

In the following, the generic state will be denoted as Q(t̂) =
{BOc, BOs, CW, t̂}, and the probability of being in a generic
state will be denoted as P{BOc = c,BOs = i, CW = w, t̂ =
j} = P{c, i, w, j}. In particular, the probability of being in a
backoff state will be denoted as P{c, i, 2, j} since in these
states, CW is equal to 2, whereas the probability of being in
the first sensing phase (i.e., when CW = 2) and in the second
sensing phase (i.e., when CW = 1) at the jth slot and in the ith
backoff stage will be denoted as P{S2j

i} = P{0, i, 2, j} and
P{S1j

i} = P{0, i, 1, j}, respectively. Note that when a node is
in sensing, BOc is equal to zero.

B. Steps Followed by the Model

Let us denote as bj
w the probability that in the jth slot, when

CW = w, the channel is found busy after sensing. Since CW is
equal to 2 when a node performs the first sensing phase and to
1 when it performs the second sensing phase, we will denote
as bj

2 the probability of finding the channel busy in the first
phase and as bj

1 the probability of finding the channel busy
in the second phase. Finally, we will denote as f j , the joint
probability of finding the channel free in slots j and j − 1 (i.e.,
the probability that a node starting sensing in slot j − 1 finds
the channel free for two subsequent slots). These probabilities
will be initially left as parameters, and their computation will be
performed in Section VII-C. The model provides P{T j}CAP

and P{Zj}CAP, with j ∈ [0, TCAP/dbo − 1] and psCAP .

The probability P{T j}CAP depends on the probability of
being in the sensing state in slot j − D − 1 (since a packet
occupies D slots) and on finding the channel free for two sub-
sequent slots. To determine the sensing probabilities, we model
the behavior of a single node using a state–transition diagram
[22], describing the relation between all possible states in which
a node can be (see below). From this diagram, we obtain the
probabilities P{S1j

i} and P{S2j
i}, whatever j and i are. This is

made in the remainder of this section. From these probabilities,
we can derive the probabilities P{T j}CAP (see Section VII-A).
The probabilities P{Zj}CAP and psCAP , instead, are derived in
Section VII-B. Section VII-C gives bj

1, bj
2, and f j .

C. Sensing Probabilities

The state–transition diagram of the 3-D process Q(t̂) is
presented through different figures—one for each backoff stage.
The part of the diagram related to the first backoff stage
(BOs = 0), which is obtained when the MAC parameters are
set to the default values (BEmin =3, BEmax =5, NBmax =4),
is reported in Fig. 3 and commented in this section. The part of
the diagram related to the generic backoff stage (BOs = k) is,
instead, reported in Figs. 13 and 14 and commented upon in the
Appendix.

As will be clarified in the following, the different figures
are linked together through transitions that originate from some
states of a figure and terminate in the states of the figure related
to the following backoff stage. Because each figure is related
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to a specific value of BOs, for the sake of simplicity in the
drawings, the generic backoff state (ovals in the figures) is
simply denoted as {c, j}, omitting the value of BOs, as well
as the value of CW , which is equal to 2 for all the backoff
states. The sensing states (squares) are denoted as S1j and S2j

with no pedex i. Finally, the transmission states (triangles in the
figures) are denoted as T j , with no pedex i.

In the following, the part of the diagram related to the first
backoff stage is described. The probabilities of being in the
different states of the chain and the transition probabilities
between the states are provided.

At the beginning of the backoff algorithm, each node extracts
an integer, uniformly distributed between 0 and W0 − 1. At
t̂ = 0 a node enters, with probability 1/W0, one of the states
{c, 0, 2, 0}, with c ∈ [0,W0 − 1]. If the extracted value is 0, the
node in slots 0 and 1 will sense the channel, and in slot 2, it
will transmit its packet because no transmission may occur in
the first two slots, and therefore, the channel will certainly be
found free (f1 = 1). In the case where a value larger than 0
is extracted, the node will decrease its backoff counter at each
slot until the counter will reach the zero value when the node
will start sensing. In case the channel is found free for two
subsequent slots, the node will transmit the packet; otherwise,
it will pass to the following backoff stage, and another value,
which is uniformly distributed between 0 and W1 − 1, will be
extracted. In Fig. 3, the transitions that originated from the
sensing states enter the states of part of the diagram related to
BOs = 1, as shown in Fig. 13, once we set k = 1. For example,
if a node is in state S21

0 and it finds the channel busy, it will enter
state S22

1, or one of the states {c, 1, 2, 2}, with c ∈ [1,W1 − 1],
with the same probability b1

2/W1. The state of arrival depends
on the new backoff counter value extracted.

Denoting as P{BOc = c1, BOs = i1, CW = w1, t̂ = j1|
BOc = c0, BOs = i0, CW =w0, t̂=j0}=P{c1, i1, w1, j1|c0,
i0, w0, j0} the transition probability from the state
{c0, i0, w0, j0} to the state {c1, i1, w1, j1}, the transition
probabilities between the backoff states are given by

P{c, 0, 2, j + 1|c + 1, 0, 2, j} = 1 (5)

for c ∈ [0,W0 − 2] and j ∈ [0,W0 − 2]. This equation ac-
counts for the fact that at the beginning of each time slot, the
backoff time counter is decreased by 1 until it reaches the zero
value, with a probability of 1.

The probabilities of being in a sensing state when CW = 2
are given by

P
{

S2j
0

}
=

{
1

W0
, for j ∈ [0,W0 − 1]

0, otherwise.
(6)

The probabilities of being in a sensing state when CW = 1
are given by

P
{
S1j

0

}
=

{
P

{
S2j−1

0

}
·
(
1− bj−1

2

)
, for j∈ [1,W0]

0, otherwise.
(7)

A node, in fact, will sense the channel for the second time if and
only if it finds the channel free during the first sensing phase.

Similar formulas are achieved for the other backoff stages
and are reported in the Appendix.

VII. PERFORMANCE EVALUATION FOR THE CAP

A. Transmission Probabilities

As stated before, the aim of the model is to evaluate the
probability that a generic node ends its packet transmission in
slot j, P{T j}CAP, with j ∈ [0, TCAP/dbo − 1].

A node finishes its transmission in slot j if in slot j − D − 1,
it starts sensing the channel finding it free for two subsequent
slots. The probability that a node starts sensing in slot j is the
sum of the probabilities of starting sensing in the jth slot and
at the ith backoff stage, considering all the possible backoff
stages. Therefore, we obtain

P{T j}CAP = f j−D ·
NBmax∑

k=0

P
{

S2j−D−1
k

}
(8)

for j ∈ [D + 1, t̂max + D − 1], and null otherwise. Because
a node transmits a packet occupying D slots, we associate
P{T j}CAP with the slot in which the transmission terminates.

P{T j}CAP given by (8) is substituted in (1) to derive the
statistics in the whole superframe.

B. Success Probability

To evaluate the other target probabilities, we have to model
how the number of nodes that compete for the channel varies
with time. We denote as N j

c the number of nodes that have
yet to transmit at the end of slot j − 1 and will compete
for slot j. By passing time, some nodes in the network may
access the channel; therefore, N j

c decreases by increasing j.
In particular, as shown in [14], N j

c is a random variable that
is binomially distributed. However, a precise evaluation of the
statistics of this variable is complex from the computational
viewpoint since it depends on the statistics of N j−1

c whose
determination would depend on the statistics of N j−2

c , and so
on. To reduce such complexity, in [14], different approxima-
tions have been introduced, and compared. Results show that
these approximations bring approximately the same results;
therefore, here, we use the simplest approximation, according
to which we set N j

c = Nc, whatever j is. In the case of star
topologies, Nc is the number of nodes using the CAP; therefore
N − NGTS. In Section IX, simulations are compared with the
mathematical approach. Results show that very good agreement
with simulations is obtained through the model, despite the
approximation introduced. In fact, when N is large, N j

c slowly
decreases, and the approximation is good. When, instead, the
offered traffic is small, the decrease in N j

c is more notable,
but the probabilities of finding the channel busy and colliding
are small since few nodes are competing for the channel.
Therefore, these probabilities are not strongly affected by the
decrease in N j

c .
The probability psCAP that a generic packet is transmitted

successfully on the channel is given by

psCAP =

⎧⎪⎨
⎪⎩

∑t̂max+D−1
j=0 P{Zj}CAP, if t̂max+D−1

≤TCAP/dbo−1∑TCAP/dbo−1
j=0 P{Zj}CAP, otherwise

(9)
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where P{Zj}CAP is the probability that a successful trans-
mission ends in slot j, which means that one and only one
transmission starts in j − D + 1.

As only one transmission starts in slot j − D + 1 if only
one node, over Nc, senses the channel in slot j − D and if the
channel is free in j − D and j − D − 1, P{Zj}CAP is given by

P{Zj}CAP = f j−D ·
NBmax∑

k=0

P
{

S2j−D−1
k

}

·
NBmax∏

k=0

(
1 − P

{
S2j−D−1

k

})Nc−1

(10)

where the second factor gives the probability that one node
senses the channel in j − D − 1, whatever the backoff stage,
and the third factor gives the probability that the remaining
Nc − 1 nodes do not sense the channel in slot j − D − 1.

C. Probability of Finding the Channel Busy

The channel will be found busy in slot j in case a transmis-
sion starts in slot j, or in slot j − 1, up to slot j − D + 1, since
each node transmits a packet occupying D slots. Therefore, by
denoting as P{T j

1 } the probability that at least one transmission
starts in slot j, the probability of finding the channel busy
during the first sensing phase (CW = 2) is given by

bj
2 =

j∑
v=j−D+1

P {T v
1 } (11)

whereas bj
1 is the probability of finding the channel busy,

conditioned on the fact that the channel in j − 1 was free since
a node performs the second sensing phase only if it has found
the channel free in the first slot. Therefore, it is the probability
that slot j − 2 is free and that there is at least one node starting
sensing in this slot. We have

bj
1 =

(
1−bj−2

2

)
·
[
1 −

NBmax∏
k=0

(
1 − P

{
S2j−2

k

})Nc−1
]

(12)

where the second factor (between the brackets) is the probabil-
ity that at least one node starts sensing in slot j − 2.

The channel will be jointly free in slots j and j − 1 if no
transmissions start in slots j, j − 1, up to j − D, and therefore,
the probability f j is given by

f j = 1 −
j∑

v=j−D

P {T v
1 } . (13)

Finally, the probability that at least one transmission starts in
slot j is given by

P
{

T j
1

}
=f j−1 ·

[
1−

NBmax∏
k=0

(
1−P

{
S2j−2

k

})Nc−1
]

. (14)

Fig. 4. Superframe structure used in the tree-based topology.

VIII. TREE-BASED TOPOLOGY

As stated above, when the number of nodes in the PAN
gets larger, star topologies are not suitable and peer-to-peer
or tree-based topologies should be used [2], [23]. An L-level
tree rooted at the PAN coordinator (namely, at level zero) is
considered. Level i nodes receive data from level i + 1 nodes
and forward them to level i − 1 nodes toward the coordinator.
The tree-based topology defined by Zigbee Alliance [2] is
accounted for.

According to the Zigbee specifications, the tree formation
procedure is started by the PAN coordinator, which broadcasts
beacons to nodes. A candidate node receiving the beacon may
request to join the network at the coordinator. If the coordinator
allows the node to join, it will start transmitting beacons to
allow other candidate nodes to join the network.

Nodes work in beacon-enabled mode: Each child node tracks
the beacon of its parent and transmits its own beacon at a
predefined offset with respect to the beginning of its parent
beacon. The offset must always be larger than the parent super-
frame duration and smaller than beacon interval. This implies
that the beacon and the active part of child superframe reside
in the inactive period of the parent superframe: No overlap
between the active portions of the superframes of child and
parent is present (see Fig. 4 as an example). This concept can
be expanded to cover more than two nodes: The selected offset
must not result in beacon collisions with neighboring nodes.
Obviously, a child will transmit a beacon packet only in case it
is a router. Each child will transmit its packet to the parent in
the active part (CAP or CFP) of the parent superframe.

We set the duration of all the active parts of the superframes
generated by the routers and by the coordinator at the same
value (i.e., we set a unique value of SO). Under these condi-
tions, once we set the BO value, the number of routers (in-
cluding the coordinator) that will have a portion of superframe
available to receive data from their children will be equal to
2BO−SO (see Fig. 4). If the number of routers in the network
is larger than 2BO−SO, some routers will not have a portion of
superframe available, their children will not be able to access
the channel, and their packets will be lost. We denote as pframei

the probability that a level i router has a portion of superframe
allocated in which it can receive data from its children.
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We denote as pi the probability that a node is at level i
of the hierarchy and with ps(ni) the success probability for a
level i node competing for the channel with the other ni − 1
nodes connected to the same parent at level i − 1. A packet
coming from a level i node will be correctly received by the
coordinator, in case it is successfully transmitted by the level
i node from which it is generated and by all the routers from
level i − 1 until level one, forwarding it toward the coordinator.
The success probability for a node accessing the channel in the
tree is therefore

pstree =
L−1∑
i=1

pi · pframei−1 ·
i∏

k=1

psk
(15)

where psk
is the average success probability for a node at level

k, which is given by

psk
=

Nk∑
nk=0

ps(nk) · Prob{nk} (16)

where Prob{nk} is the probability of having nk nodes at level k
connected to the same parent at level k − 1, and Nk is the total
number of nodes at level k. According to the channel access
strategy defined above, only the children of a given parent
compete for the channel; therefore, the tree could be seen as a
series of stars, each having a parent and its children, operating
independently (i.e., without collisions). Therefore, ps(nk) is
given by (3), by simply setting N = nk, whereas Prob{nk}
depends on the strategy used to form the tree.

Note that (15) could be used to evaluate the success probabil-
ity for a node accessing the channel when a L-level tree-based
topology is established, regardless of the strategy used to realize
the tree.

Now, the success probability pstree is evaluated in the particu-
lar case of a three-level tree (L = 3). We denote as Ni = pi · N
the number of level i nodes. We assume that each level one
router performs data aggregation: The received packets are
aggregated to that generated by the router itself, resulting in
a packet of the same size of the single aggregated packets.
We also assume that level two nodes select randomly the level
one parent and that the active part of the coordinator super-
frame is used by level one nodes to transmit toward the PAN
coordinator. The remaining 2BO−SO − 1 superframe portions
are randomly allocated to level one routers for receiving data
from their children. Under these assumptions we will have
pframe0 = 1, whereas the probability that a level one router does
not have a portion of the superframe available, pframe1 , will be
given by

pframe1 =
2BO−SO − 1

NR
(17)

where NR is the mean number of level one routers, i.e., the
number of level one nodes with at least one child, which is
given by

NR =
N1∑
i=0

(
N1

i

)
(pchild)i · (1 − pchild)N1−i (18)

where pchild = 1 − (1 − (1/N1))N2 is the probability that a
level one node has at least a child, and 1/N1 is the probability
that a level two node is connected to a given level one node.

Since level two nodes randomly select level one nodes to
which transmit, the number of level two nodes connected to the
same level one node will be binomially distributed. We have

Prob{n2 = i} =
(

N2

i

) (
1

N1

)i

·
(

1 − 1
N1

)N2−i

. (19)

Therefore, the average success probability for a node being
at level two will be

ps2 =
N2∑
i=0

ps(i) ·
(

N2

i

)(
1

N1

)i

·
(

1 − 1
N1

)N2−i

(20)

where ps(i) is the success probability given by (3) when i nodes
at level two are competing for transmitting to the same level one
node. Finally, according to (15), we achieve

pstree = p1 · ps1 + p2 · pframe1 · ps1 · ps2 (21)

where pframe1 is given by (17), and ps1 = ps(N1).
The average delay, denoted as Dmeantree in the case of a

tree, depends on the average delays of the packets coming from
level one and level two nodes, denoted as Dmean1 and Dmean2 ,
respectively.

As stated above, level one nodes use the first portion of the
superframe defined by the coordinator to transmit packets (see
Fig. 4). Since these nodes could be seen as nodes of a star
topology transmitting their packets directly to the coordinator,
according to (4), we obtain

Dmean1 = dbo ·
TA/dbo−1∑

s=0

(s + 1)
P{Zs}(N1)

ps(N1)
(22)

where P{Zs}(N1)/ps(N1) is the probability that the packet
tail is correctly received by the coordinator in slot s when N1

nodes compete for the channel, given that the packet is correctly
received. TA is the duration of the active part of the superframe
defined by the coordinator.

A packet coming from a level two node, instead, must
be transmitted toward the level one parent and then from
the latter to the coordinator. Therefore, two superframes are
needed—one for each hop. Level one routers, in fact, always
transmit to the coordinator the packets received by their chil-
dren in the previous superframe. Therefore, the total average
delay suffered by a level two node packet will be equal to TB

plus the average delay of its parent (i.e., the average delay of
a level one node packet): Dmean2 = Dmean1 + TB . Note that
Dmean2 does not depend on the instant at which the parent
receives the packet within its superframe.

Finally, the average delay suffered by a packet coming from
whatever a node in a tree is given by

Dmeantree = p1 · Dmean1 + p2 · Dmean2 . (23)
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Fig. 5. Cumulative function FT (s) when NGTS = 0 and D = 2.

IX. NUMERICAL RESULTS

A. Star Topology

For the purpose of numerical comparison, a dedicated simu-
lation tool written in the C language has been developed. The
simulator generates a network composed of N nodes and a PAN
coordinator, sending beacons and waiting for the data from
nodes. In case GTSs are used, the PAN coordinator randomly
selects the NGTS nodes to which GTSs are allocated, whereas
the remaining nodes will use the CAP portion. According
to the application scenario, nodes have only one packet per
superframe to be transmitted, and when CAP is used, they start
the CSMA/CA algorithm at the same time. The CSMA/CA
protocol described in Section III is implemented. Ideal channel
conditions are assumed; therefore, all nodes can “hear” each
other and can correctly receive the query at each round. No cap-
ture effect is considered: in case two or more packets collide,
they are all lost. Finally, no acknowledge and retransmission
mechanisms are performed. We consider 104 transmissions in
our simulator, which means that 104 queries and superframes
are simulated.

In the following, we set difs = 12 Ts for the case D = 2 and
difs = 40 Ts for the cases D > 2 and zB = 60 bytes, assuming
that a payload is present in the beacon packet.

In Figs. 5 and 6, the cumulative functions FT , as a function
of time s for different values of N , having set D = 2 when no
GTSs and seven GTSs are allocated, are shown. Both math-
ematical (lines) and simulation (symbols) results are reported
to validate the model: Excellent agreement between the two
cases can be found in all cases. Results are obtained by setting
SO = 1; therefore, TA = 30.72 ms. There is no traffic toward
the PAN coordinator in the first part of the superframe due
to the transmission of the beacon and to the sensing phases.
As expected, by increasing N , the delay with which a node
accesses the channel increases. The curves do not reach the
value 1 since some nodes do not succeed in accessing the
channel by the end of the superframe. The stepwise behavior of
curves is motivated by the move from one backoff stage to the
following. P{T j}CAP, in fact, presents relative maxima at the
beginning of each backoff window (i.e., the interval of time in

Fig. 6. Cumulative function FT (s) when NGTS = 7 and D = 2.

Fig. 7. Success probability ps as a function of N when D = 5.

which transmissions of nodes performing the first, the second,
etc., backoff stage, occur) and is approximately constant inside
each backoff window [14].

In Fig. 6, we can observe the statistics of the traffic in the
CFP, characterized by steps in each GTS. With difs = 12 Ts, we
have DGTS = 1. The reason that the curves in the CAP portion
of the superframe are down scaled with respect to those of Fig. 5
is that, here, the traffic in the CAP is due to the presence of
N − NGTS nodes instead of N . Moreover, nodes use the CAP
only in the case where they do not have a GTS allocated (i.e.,
with probability (N − NGTS)/N ). For these reasons, the traffic
in the CAP portion decreases.

In Fig. 7, ps as a function of N , for different values of
SO, having fixed D = 5, is shown. The cases of no GTSs
and NGTS equal to the maximum number of GTSs allocable
are considered. As explained above, this maximum number de-
pends on the values of D and SO. As we can see, ps decreases
monotonically (for N > 1 when NGTS = 0 and for N > NGTS

when NGTS > 0) by increasing N since the number of nodes
competing for the channel increases. As expected, the use of
GTSs improves performance since fewer nodes compete for the
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Fig. 8. Throughput S as a function of G when no GTSs are allocated.

Fig. 9. Throughput S as a function of G when the maximum number of GTSs
is allocated.

channel. By increasing SO, ps gets larger since the CAP dura-
tion increases, and nodes have more time to access the channel.

Now, we introduce the concepts of throughput, denoted as S,
and offered traffic, denoted as G. We define the throughput as
the number of bytes per unit of time successfully transmitted to
the coordinator, and the offered traffic as the maximum number
of bytes the network was deployed to deliver per unit of time.
G is given by

G =
N · z
TB

bytes/s (24)

whereas S is given by

S = ps · G =
N · z
TB

(
psCAP · N − NGTS

N
+

NGTS

N

)
=

z

TB
[psCAP · (N − NGTS) + NGTS] bytes/s. (25)

Bear in mind that z = D · 10 bytes and TB = TA (since
SO = BO; see Section III) in the star topology case.

In Figs. 8 and 9, S as a function of G, when varying SO (i.e.,
TA), and D, when no GTSs and when the maximum number of
GTSs is allocated, are shown, respectively. When few nodes are

Fig. 10. pstree as a function of N1 for the tree-based topology.

distributed in the network, by increasing G, S gets larger. With
many nodes, an increase in G results in a decrease in S since
many nodes are competing for the channel. This means that in
star topologies, it is not convenient to increase N so much (i.e.,
the cost of the network) since many packets will be lost and
that when N gets larger, star topologies are not suitable (this
outcome was, in fact, expected). Moreover, we can note that
there exists a value of SO maximizing S, which depends on G
and D. As an example, for D = 5 when G is small, an increase
in SO, even if ps increases, results in a decrement of S since
S also depends on 1/TA. When, instead, the offered traffic gets
larger, collisions increase, and larger values of SO are required.
On the other hand, when D = 10, the optimum value of SO is 1
for low G. This is due to the fact that having large packets, when
SO = 0, too many packets are lost due to the short duration of
the superframe.

When no GTSs are allocated (see Fig. 8), S decreases
monotonically since limG→∞ psCAP = 0. When, instead, GTSs
are allocated (Fig. 9), there exists a horizontal asymptote, which
is given by [by using (25)]

lim
G→∞

S =
z · NGTS

TA
. (26)

As an example, when SO = 1 and D = 10, the maximum
number of GTSs that can be allocated is NGTS = 6, and the
horizontal asymptote is S = 19531.25 bytes/s.

B. Tree-Based Topology

Numerical results obtained in the three-level tree are dis-
cussed here and compared with results obtained in the star
topology case. Since pstree , Dmeantree , and P{Zs} depend on
ps obtained in the star topology case that has been validated
above, simulation results are not reported here.

In Fig. 10, pstree as a function of N1, for different values
of N , D, and SO, having set BO = 5, is shown. There exists
an optimum value of N1 maximizing pstree , and this value
obviously increases by increasing N and is approximately equal
to

√
N ; therefore, it is independent of D and SO. This means
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Fig. 11. Success probability as a function of N when “star” and tree-based
topologies are used.

that, once we fix N , there exists an optimum split between level
one and level two nodes, maximizing the probability of success.

In Fig. 11, results related to the two topologies, showing
the success probability as a function of N for different values
of SO and BO by setting D = 5, are compared. For a fair
comparison, the success probability is computed by fixing the
same value of TB and, therefore, by giving to nodes the same
time to transmit the data to the coordinator. To this aim, we
set SO = BO for the star topology, and we compare the case
“star” with SO = BO = 1 with the case “tree,” with BO = 1
and SO = 0, whereas the case “star” with SO = BO > 1 (note
that the cases SO = BO = 2, 3, etc., bring the same ps) are
compared with the cases “tree” with BO > 1, whatever SO is.
In the “tree” case, N1 is set to the optimum value maximizing
pstree obtained from Fig. 10. As we can see, when BO = 1, the
“star” is preferable since in the “tree” only one router has a part
of the superframe allocated; therefore, many packets of level
two nodes are lost. For BO > 1, instead, the “tree” outperforms
the “star.” The difference between the “star” and the “tree”
obviously increases by increasing BO and SO, resulting in an
increase in pframe and ps, respectively.

In Fig. 12, the average delays obtained in case of star and
tree-based topologies as a function of N are shown. The curves
are obtained by setting D = 5 and N1 = 3 in the case of
trees. The delays increase by increasing N since the probability
of finding the channel busy and delaying the transmission
gets larger. A horizontal asymptote is also present due to the
maximum delay that a packet may suffer, which is equal to the
superframe duration TA in the “star” case and to TB + TA in
the “tree” case. As expected, the delays are larger for trees since
packets coming from level two nodes need two superframes to
reach the coordinator. Also note that by increasing BO, delays
get significantly larger. The curves “tree” with SO=0, BO=3
and “tree” with SO = 1 and BO = 3 overlapped since TB

assumes the same value and the delays of level one nodes are
approximately the same (in fact, the curves “star” with SO =
BO = 0 and SO = BO = 1 are also approximately the same).

By comparing Figs. 11 and 12, we can finally deduce that the
choice of the topology depends on the application requirements:

Fig. 12. Average delay as a function of N when star and tree-based topologies
are used.

In case the application requires large success probability and
it can tolerate large delays, trees are preferable. If, instead,
more stringent constraints in terms of delays are imposed,
star topologies are better. However, note that trees allow the
realisation of larger networks distributed in wide areas, whereas
the number of nodes that may directly reach the coordinator
is limited by connectivity problems. However, the study of
connectivity issues is out of the scope of this paper.

X. CONCLUSION

A mathematical model for the beacon-enabled mode of IEEE
802.15.4 has been provided. The model captures all aspects of
the standard air interface, and it allows the evaluation of the
statistical distribution of the traffic generated by nodes toward
the PAN coordinator and of the probability that a node success-
fully transmits a packet. Results show how the distribution of
the traffic, throughput, and probability of success changes when
different loads are offered. The model is validated through
a comparison with simulation results. A comparison between
results obtained when star and tree-based topologies are con-
sidered is also provided. Results show that in terms of success
probability, tree-based topologies are better in most cases but
bring larger delays with respect to star topologies.

APPENDIX

SENSING PROBABILITIES FOR BOs > 0

We consider here the backoff stages BOs = 1, . . . , NBmax,
and we refer to the parts of the state transition diagram il-
lustrated in Fig. 13 for the cases where W0,...,k−1 ≤ Wk and
in Fig. 14 for the cases where W0,...,k−1 > Wk. Note that in
the case of default MAC parameters (BEmin = 3, BEmax =
5, and NBmax = 4), Fig. 13 refers to the cases BOs = 1
and 2, and Fig. 14 shows the cases where BOs = 3 and 4.

As in the case when BOs = 0, the transition probabilities
between backoff states in the kth backoff stage are given by

P{c, k, 2, j + 1|c + 1, k, 2, j} = 1 (27)
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Fig. 13. State–transition diagram of the kth backoff stage in the case where W0,...,k−1 ≤ Wk .

for c ∈ [0,Wk − 2] and j ∈ [k + 2,W0,1,...,k + k − 2], where
W0,1,...,k = W0 + W1 + · · · + Wk. In the following, we will
denote as Wx,y,z the sum Wx + Wy + Wz .

The transition probabilities between the sensing states at
CW = 2 of the backoff stage k and those of the backoff stage
k + 1 are given by

P{c, k, 2, j + 1|0, k − 1, 2, j} =
bj
2

Wk
(28)

for c ∈ [0,Wk − 1] and j ∈ [k + 1,Wk−1 + k − 2]. This equa-
tion accounts for the fact that in case a node is in the k − 1th
backoff stage and the channel at slot j is found busy, the node

will reach one of the states {c, k, 2, j+1}, with c∈ [0,Wk−1]
and with the same probability 1/Wk.

The transition probabilities between the sensing states of two
subsequent backoff stages when CW = 1 are given by

P{c, k, 2, j + 1|0, k − 1, 1, j} =
bj
1

Wk
(29)

for c ∈ [0,Wk − 1] and j ∈ [k + 1,Wk−1 + k − 1].
If W0,...,k−1 ≤ Wk (see Fig. 13), the probabilities of being in

sensing when CW = 2 are given in (30), shown at the bottom
of the page.

P
{

S2j
k

}
=

⎧⎪⎪⎪⎪⎪⎨
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(
P

{
S1v

k−1

}
· bv

1
Wk

+ P
{
S2v

k−1

}
· bv

2
Wk

)
, for j ∈ [k + 2,W0,...,k−1 + k]

P
{

S2W0,...,k−1+k
k

}
, for j ∈ [W0,...,k−1 + k + 1,Wk + k + 1]∑W0,...,k−1+k−1

v=j−Wk

(
P

{
S1v

k−1

}
· bv

1
Wk

+ P
{
S2v

k−1

}
· bv

2
Wk

)
, for j ∈ [Wk + k + 2,W0,...,k + k − 1]

0, otherwise

(30)
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Fig. 14. State–transition diagram of the kth backoff stage in the case where W0,...,k−1 > Wk .

Let us consider the case BOs = 1, when BEmin = 3, and
BEmax = 5. The first equation derives from the fact that until
j ≤ W0, the probability of being sensed in the second backoff
stage depends on the probabilities of being sensed in the first
backoff stage and finding the channel busy the first or the
second time. As an example, a node can arrive in S23

1 if it is
in S12

0 or in S22
0, finds the channel busy, and extracts the value

0 for the second backoff stage (see Figs. 3 and 13). The second
equation accounts for the fact that for j > W0 + 1, there are no
more transitions between the states of BOs = 0 and the ones
of BOs = 1 because the last slot in which a node can sense
the channel in the first backoff stage is j = W0 = 8. Finally,
when j reaches W1 + 3 = 19, the sum starts with v = 3 and

not 2, since if a node is in S12
0 (or in S22

0), it moves (in case of
channel busy) to states {c, 1, 2, 3}, with c ∈ [0, 15]; therefore,
the state {16, 1, 2, 3} does not exist (see the figure).

On the other hand, if W0,...,k−1 > Wk (see Fig. 14), the
probabilities of being in sensing when CW = 2 are given by
(31), shown at the bottom of the page.

Finally, the probabilities of being in sensing when CW = 1,
when BOs = k, and with k > 0 are given by

P
{

S1j
k

}
= P

{
S2j−1

k

}
·
(
1 − bj−1

2

)
(32)

for j ∈ [k + 3,W0,...,k + k] and null otherwise.
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, for j ∈ [Wk + k + 2,W0,...,k−1 + k]∑W0,...,k−1+k−1
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, for j ∈ [W0,...,k−1 + k + 1,W0,...,k + k − 1]

0, otherwise

(31)
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