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Abstract—This paper consists of a categorization of optical
buffering strategies for optical packet switches, and a compar-
ison of the performance of these strategies both with respect
to packet loss/delay and bit error rate (BER) performance.
Issues surrounding optical buffer implementation are discussed,
and representative architectures are introduced under different
categories. Conclusions are drawn about packet loss and BER
performance, and about the characteristics an architecture should
have to be practical. It is shown that there is a strong case for
the use of optical regeneration for successful cascading of these
architectures.

Index Terms— Buffer memories, communication switching,
modeling, optical fiber communication, optical fiber delay lines,
packet switching, photonic switching systems.

I. INTRODUCTION

OPTICAL buffering is fundamental to many optical
packet switch implementations which have been

proposed worldwide to overcome anticipated future problems
with large electronic packet switches (including ATM
switches). Although significant advances have been made in
integration and packaging, electromagnetic interference (EMI)
is nevertheless perceived to be a major problem in electronic
systems, manifesting itself as crosstalk when conductors are
placed close together. Furthermore, interconnecting many
chips, each having a very large number of pins, may be a
major difficulty with future large electronic switch cores;
optics can overcome this problem by a combination of using
wavelength division multiplexing (WDM) and high speeds.
For these practical reasons, optical packet switching is a strong
contender for future telecommunications systems [1].

This paper centers on a discussion of buffering in op-
tical packet switches, in which some representative optical
buffering mechanisms are discussed and compared. Their
fundamental limitations and difficulties will be identified, as
will the performance and relative merits of each scheme.
Packet loss and delay performance will be considered, together
with their optical performance with respect to crosstalk and
noise. The discussion will consider some simple electronic
packet switches and show how these have influenced optical
packet switch design.
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Throughout this paper, the discussion focuses on the im-
plementation of packet buffering by optical fiber delay-line
memories [2] (although silica-on-silicon technology [3] is also
attractive for very high bitrates of 50–100 Gb/s and over,
where the short delay-line lengths implied are compatible
with this technology). The fundamental difficulty facing the
designer of an optical packet switch is that variable-length
buffers must be implemented with delay-lines; by their nature,
these optical delay-lines are of fixed length. The delay-line is
simply a length of fiber, and once a packet has entered it, it
must emerge a fixed length of time later; it is impossible to
remove the packet from the delay-line before that time.

II. I NTRODUCTION TO PACKET SWITCHES

Throughout the paper it is assumed that time is divided into
equal timeslots, each containing one packet. The development
of optical packet switching has involved fixed-length packets,
simplifying the design and operation of the network and its
switching nodes, and allowing transport of larger entities (e.g.,
IP datagrams) by splitting them up into smaller, equal packets.
It is assumed that packets entering the switch are aligned with
respect to their boundaries, so that each packet is aligned with
its timeslot. Such synchronization is generally a requirement
for correct switch operation; approaches to achieving packet
synchronism at the inputs to the switches constitute a topic
in its own right [4] which will not be discussed further. Each
packet consists of a header and a payload. The header contains
(among other things) information pertaining to the packet
destination while the payload carries the information itself. In
an optical implementation, the header may be at a much lower
bitrate than the payload to facilitate the electronic decoding
and interpretation of header information.

Such a packet switch has three principal functions:switch-
ing, buffering and, optionally,header translation. Switching
ensures that each packet emerges at the correct output, de-
pending on the information contained in the packet header.
Although packets arriving on the inputs are synchronized, there
is no coordination between packet streams arriving on different
inputs. Hence one or more packets may arrive during the same
timeslot on different inputs wishing to go to the same output.
For this reason,buffering is required—all but one packet is
held up, and subsequently transmitted to the output.

The last function,header translation, is part of the ATM
(asynchronous transfer mode) standard [5]. ATM switching
is a particular type of packet switching; in a conventional
TDM system, the channel that each timeslot belongs to is
dictated by its position within a frame. In ATM, each packet
(or “cell” in ATM parlance) has its channel identified by
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Fig. 1. An output buffered packet switch. Packets enter the inputs of
the space switch on the left, aligned on timeslot boundaries, but with no
coordination between inputs. They are often directed by the space switch to
the appropriate output buffer, depending on their desired output.

the virtual channel indicator (VCI) in the header. At every
switch in a packet’s route, the VCI value is looked up in
a table, and from the table, the new value of the VCI and
the output port that the packet must go to is determined. The
new VCI is substituted for the old one in the packet header.
While this scheme offers great functionality and flexibility,
it is not used in every optical packet switching system due
to its complexity; less complex but less efficient schemes
with a longer header can be used instead.

Electronic control is assumed throughout. The devices that
make up the architectures are controlled electronically, as
the technology for implementing optical control is as yet
immature. Importantly, the electronic control circuitry need
only operate at the packet rate. For example, if each packet has
1000 bits, and the channel bit rate is 100 Gb/s, the packet rate
will be 100 Mpacket/s, i.e., a control signal bitrate of 100 Mb/s.

III. A PPROACHES TOOPTICAL PACKET SWITCHING

Before detailing the range of optical buffering strategies,
it is instructive to examine techniques originally proposed
for electronic packet buffering, and see how they are either
successful or unsuccessful in mapping onto a photonic imple-
mentation. Buffered packet switches are essentially classified
according to the position of the buffers. Here, the four most
common configurations are examined: output buffering,shared
buffering, recirculation buffering,and input buffering. Each
has particular advantages and disadvantages. Throughout this
paper, a packet switch is assumed to haveinputs and the
same number of outputs.

A. Output Buffering

An output buffered switch consists of a space switch with a
buffer on each output (Fig. 1). On each timeslot, zero or more
packets arrive destined for a particular output (and hence a
particular output buffer), all being placed in the appropriate
buffer simultaneously. If a packet arrives at a buffer, and
the buffer is full, the packet is discarded and packet loss is
said to have occurred. Typical acceptable probabilities for a
specified packet being lost are usually quoted as being 1010

to 10 11, depending on application, although the figure is
correspondingly higher for a circuit or path consisting of many
switch traversals [5]. If the buffer size is arbitrarily large (i.e.,
infinite), then packet loss is zero and the switch performance

Fig. 2. Packet loss in an output buffered switch for different switch sizes
with a load of 0.8. For most practical applications, a packet loss of 10�10

or 10�11 is required. As expected, the buffer depth requirement increases
as the packet loss probability is decreased. There is a slight dependence of
packet loss probability on the number of inputs and outputs, with the former
converging asN becomes very large.

regarding delay and throughput is optimal [6], [7];1 packets are
delayed only by the unavoidable contention caused by more
than one packet being destined for the same output at once.
The delay is simply the average delay experienced in a buffer,
whereas throughput,, is the average number of packets per
timeslot, per input or output (a number between 0–1) which
can be sustained before the delay becomes arbitrarily large.

When first analyzing a packet switch, it is usual to assume
the simplest possible traffic scenario. In this case, there is a
probability (equal to the throughput) that on any timeslot,
any input will be receiving a packet. This probability is
constant and independent of whether there have been packets
on previous timeslots and/or other inputs. With , this
can be likened to repeatedly tossing a coin; the probability
of “heads” appearing is always 0.5, independent of whether
“heads” came up on any previous tosses of the coin. This type
of traffic is known as Bernoulli traffic.

Another simplifying assumption, which is often made si-
multaneously, is that the traffic is uniformly distributed over
the outputs (uniform traffic). In this case, if there is a packet
entering any input, there is a probability of that it will
be destined for any given output.

Such a simplistic model clearly has limitations, since real
traffic (particularly data traffic) is often bursty (i.e., the packets
tend to group together in time), and traffic may concentrate
on a certain output or group of outputs. Nevertheless, it
is amenable to analysis and allows the essential character
of various buffer configurations to be determined relatively
easily. This model will be assumed throughout.

Fig. 2 shows the packet loss in an output buffer switch under
a load of 0.8 with uniform Bernoulli traffic [6], [7]. This packet
loss originates when packets are discarded having arrived at a
full buffer, and it varies according to the number of inputs and
outputs, . A packet loss of 10 11 and a load of 0.8 implies a
buffer depth requirement of 55 packets per output, whereas a
load of 0.9 with the same packet loss requires a buffer depth of
110 packets. For bursty traffic, buffer depths of thousands have
been quoted [8]. The delay/throughput performance is shown

1One could, in a sense, reduce delay by throwing away packets but it is
best to regard the delay of these discarded packets as being infinite since they
never reach their destination.
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Fig. 3. Delay versus throughput performance of an arbitrarily large output
buffered switch. The average packet delay increases as the load increases,
rising indefinitely as the load increases towards one.

in Fig. 3 [6], [7]; the delay tends to infinity as the throughput
reaches unity.

Output buffering is the basis of many optical packet
switches, although it is usual for an optical packet switch
to emulate an output-buffered switch rather than have separate
identifiable output buffers. Once a packet is in a delay-line,
it is not possible to change its delay by removing it before it
reaches the end; this suits output buffering where the delay
in each output buffer can be determined before the packet
enters it.

B. Shared Buffering

Electronic shared buffering may be regarded as a form of
output buffering, where all the output buffers share the same
RAM memory area [9]. Hence, the capacity restriction is not
on the number of packets in each individual buffer but on the
total number of packets in all buffers. Shared buffering is one
of the most common methods of implementing electronic ATM
switches, usually implemented as electronic random access
memory (RAM). It is presently not possible to implement
it optically in this form, because an equivalent optical RAM
does not yet exist, and due to the complexity of the switch.
However, many optical packet switches may be said to use
shared buffering when emulating output buffering, since the
delay-lines are shared among multiple output buffers. This
will be discussed in detail later.

C. Recirculation Buffering

In recirculation buffering (for example, the STARLITE
switch [10]—Fig. 4), a number of recirculation loops from the
output of a space switch feed back into the input. Each loop
has a delay of one packet. If more than one packet arrives at
the space switch input for a particular packet switch output,
all but one are placed into the recirculation loops.

For example, in a 64 64 switch for a loss of 1010,
237 recirculation loops are required if the load is 0.8 [7,
Section III–D]. When implemented optically with unity de-
lays, many recirculations are required, implying high loss
and accumulation of amplifier noise in the loops (see the
multiwavelength fiber loop in Section VI–C). To overcome
these problems, one can have delays of different lengths, which
will be discussed later.

Fig. 4. The STARLITE switch. If multiple packets arrive at the inputs of
the space switch destined for the same output, all but one is sent around to
the single timeslot delay.

Fig. 5. An input buffered switch and head-of-line (HoL) blocking. This
illustrative example has four inputs and outputs. The second packet in the
third queue is prevented from reaching output three, even though it is free,
since the packet ahead of it is experiencing contention for output 1.

D. Input Buffering

Input buffering is the final scheme that will be examined
(Fig. 5) [11]; this consists of a space switch with buffers on
the inputs. The fundamental difficulty with this is head-of-line
(HOL) blocking, which limits the throughput to a maximum of
58% for uniform traffic [6]. For example, in Fig. 5, the second
packet in the third queue (destined for output 3) cannot reach
that output because the packet ahead of it in the queue, going
to output 1, is blocked. This is because the second buffer,
feeding into output 1, is already transmitting to that output.

Input buffering is never proposed for purely optical imple-
mentation, primarily because of its poor performance. It is
possible to improve performance by selecting packets other
than those at the head of a buffer to go to the output, but this
is too complex for optical implementation. It is also not easy
to realize optically since a packet’s delay in an input buffer is
not determined before entering it.

E. Approaches to Optical Packet Buffering

Various approaches are prevalent for optical buffering.

• Imitate Electronics:Here the objective is to implement
large optical buffers, perhaps with header translation. This
approach has been followed in the RACE ATMOS [12],
[13] and ACTS KEOPS [1] programs, and also in an
approach to obtain very deep buffers (SLOB [14]).

• Deflection Routing:Here there is no buffering [15]. If
more than one packet arrives for a given output, all but
one aredeflected, i.e., they are sent to the wrong output
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and must try to reach the correct destination node via an
alternative route. This will not be discussed further, since,
because it does not use optical buffering, it is outside the
scope of this paper.

• A Small Amount of Buffering with Deflection Routing:
This is a compromise between the above two approaches
[16], [17]. If a buffer overflows, the packet is sent to
the wrong output, and must find its way to the correct
destination node (as with deflection routing).

In Section V, specific discussions on optical buffering be-
gin. Various schemes will be compared, with regard to cell
loss/delay but also taking into account optical performance in
terms of crosstalk and noise. This latter topic is introduced in
Section IV.

IV. OPTICAL PERFORMANCE EVALUATION METHODOLOGY

The bit error rate (BER) performance of each optical buffer-
ing scheme is determined using analytical models, evaluated
by computer. The analytical models for each device exist in
the literature. In each case, a path through the packet switch
is traced, and the noise and crosstalk components introduced
in each device are modeled. Multiple interfering terms of low
intensity (60 dB less than the main signal [18]) may be safely
ignored. The gain of each switch architecture is adjusted to
0 dB; one or more extra amplifier stages may be added to
facilitate this.

It will be assumed that fiber delay-line loss may be ne-
glected. As an example to justify this assumption, assume that
a relatively large buffer of 250 packets is to be implemented
at a bit rate of 10 Gb/s. If ATM cells are buffered, then the
buffer must hold 53 8 250 106 000 bits. Since each
bit lasts 0.1 ns, this corresponds to a delay of 10.6s, i.e., a
delay-line length of approximately 2.12 km. Assuming typical
fiber loss, such a delay-line has insignificant attenuation which
does not affect the models, so delay-line loss may be neglected.
Variation in optical path length due to temperature variation
may be overcome by thermal stabilization of the delay-lines.

Power penalties are obtained at a BER of 1014; this
supports virtually error-free transmission and facilitates the
support of a reasonable end-to-end BER. It represents the BER
that would be required of a commercial product, and while
higher BER’s (e.g., 109) might be acceptable for merely
comparing performance, 1014 will certainly be required in
practice if these systems are to be commercially deployed.
Electronic switches fundamentally have a zero BER and hence
any new technology must approach this performance.

Semiconductor optical amplifiers (SOA’s)—used for
switching and amplification—introduce additional sponta-
neous noise [19], [20], that is detrimental and is represented
in the model, resulting in eye closure when compared to the
original signal. Noise power accumulates due to amplifier
cascading, limiting the possible size of each switch and the
number that may be cascaded. Devices such as combiners and
AWG’s (arrayed waveguide gratings—used to route packets
according to their wavelength) introduce crosstalk, which
degrades the signal and, for the worst case, is all assumed
to be at the same wavelength and same linear polarization as

TABLE I
CATEGORIZATION OF OPTICAL DELAY-LINE BUFFERING STRATEGIES

the signal [18]. Several simplifying assumptions are made in
the calculations:

• the SOA’s have uniform gain over the optical bandwidth
[19];

• the input signal to an SOA is centered in frequency over
the passband of the SOA [19];

• second harmonic terms in the SOA’s are neglected in the
derivation [19];

• there is no SOA saturation due to spontaneous noise from
previous SOA’s, but there is gain saturation due to the
signal—this derives from the observation that the signal
power is much greater than the spontaneous noise;

• tunable wavelength converters have zero loss—this is
achievable in reality [21];

• tunable wavelength converters do not add noise—this is
justified since they have zero power penalty; although
they do add noise, they improve the signal shape due to
their nonlinear transfer characteristic [22];

• the AWG filter profile is not important; it is modeled by
the loss when a signal goes to the correct output (2 dB)
and when it goes to a wrong output ( dB); the
device has crosstalk of 35 dB less than the signal [23];

• the lasers are assumed to be stable with respect to
frequency;

• dispersion shifted fiber is used for the delay-lines, avoid-
ing unwanted dispersion effects;

• the input extinction ratio is 20 dB;
• each 1 passive splitter or 1 passive combiner has

a loss of dB (where 2 dB is a pessimistic
value for the excess loss) thus there is a direct correlation
between the number of output or inputsand the loss;

• each SOA has a noise figure of 6 dB and a saturation
power of 10 dBm;

• the combined coupling loss in and out of a SOA is 2 dB;
• the extinction ratio of the SOA’s is 60 dB [24];
• each EDFA has a noise figure of 5 dB.

V. CLASSIFICATION OF OPTICAL BUFFERING

Optical packet switches may be categorized in two funda-
mental ways (Table I).

• First, there can be a single stage of delay-lines or multiple
stages. A single stage is generally easier to control, but as
will be shown later, with multiple stages it is possible to
economize on the amount of hardware required for large
buffer depths.

• Second, the delays may be connected in either a feed-
forward or feedback configuration.
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Fig. 6. An OASIS switch based upon a passive coupler. The tunable
wavelength converters (TWC’s) and the active demultiplexers (1 � (b+ 1)
switches) select the appropriate output and delay line, respectively, for each
incoming packet.

— In the former, each delay-line feeds forward to the
next stage of the switch—traveling from one end of
the switch structure to the other (by whatever route)
involves a constant number of delay-line traversals.

— In a feedback configuration, a delay-line sends each
packet back to the input of the same stage, implying
that the number of delay-line traversals generally
differs between packets.

Two types of single stage feed-forward switches are de-
scribed here, namely, OASIS (from the RACE ATMOS pro-
gram [12]—Fig. 6) and the broadcast-and-select switch (from
ACTS KEOPS [25]—Fig. 9). The latter is a development of
the former, which, as its name implies, allows broadcasting
to take place. There are two single-stage feedback architec-
tures—one (the multiwavelength loop [13]—Fig. 11) uses a
unity delay whereas the other (SMOP-shared memory optical
packet switch [26]) consists of a space switch with feedback
delay-lines of differing lengths.

Multistage feedback architectures have rarely been proposed
and none are considered here. Of the multistage feed-forward
architectures, Wave-Mux [27] uses a central space switch with
surrounding buffers, which schedule packets to be transmitted
at the correct preassigned time over the space switch. A
number of proposals have been published for linear arrays
of cascaded 2 2 switches and delay-lines. These are
discussed here, as is SLOB (switch with large optical buffers
[14]—Fig. 22) which cascades OASIS switches to obtain very
deep optical buffers.

VI. SINGLE-STAGE SWITCHES

A. OASIS (Single Stage, Feed-Forward Delays)

The performance, scalability and cascadability of two types
of OASIS switch [12] are studied here—one has a passive cou-
pler, in conjunction with filters, to provide the routing function
while the other reduces the amount of loss inherent in this
configuration by using an arrayed waveguide (AWG) device.
In common with several of the other switches that follow,
OASIS emulates an output-buffered switch, by delaying each
packet by the same number of timeslots as an output-buffered
switch, and directing it to the correct output. This will be
referred to asoutput buffer simulation,and is described below.

Fig. 7. Power penalty of single OASIS switches based on passive couplers.
Due to greater splitting and combining losses, the power penalty rises with
the number of inputs and outputs.

1) Output Buffer Simulation:In output buffer simulation,
the switch is configured so that each packet entering it can
suffer any delay between 0 andtimeslots, where is the
depth of each output buffer. Each packet may also be directed
to any output, under the condition that no more that one packet
may leave an output at once. To emulate an output-buffered
switch, counters, one associated with each switch output,
calculate the packet delays. Each counter holds the number of
packets in an imaginary FIFO (first-in–first-out) output buffer,
decremented by 1 each time a packet leaves its output, then in-
cremented by 1 for each arriving packet destined for its output.
A packet leaves an output on each new timeslot, unless the cor-
responding counter is already zero, when the imaginary buffer
is empty. If multiple packets arrive for an output on the same
timeslot, they are assigned successive delays, corresponding
to them being put into the output buffer one after another.

The total delay (in timeslots) that a packet experiences is the
value of the designated output counter upon its arrival. When
a counter is already set to, arriving packets are discarded
before entering the switch since buffer overflow has occurred.
By delaying packets in this way, the switch effectively buffers
them, since the same delay would be experienced in a real
output buffered switch. Thus the OASIS switch has exactly
the same performance as an output buffered switch with buffer
depth (Section III–A).

2) OASIS with a Passive Coupler:In this version of OA-
SIS (Fig. 6), the TWC’s (tunable wavelength converters) en-
code incoming packets with the wavelength corresponding to
the filter at the desired output. Each packet then enters an
optical switch (active demultiplexer) with one input and
outputs which directs it to one of the delay-lines having length

timeslots or to the null delay with an effective
length of zero. The output buffer simulation algorithm dis-
cussed above calculates the packet delays; it is then relatively
straightforward to determine the device control signals since
the delay to be experienced by each packet is known.

Using the assumptions of Section IV, the optical power
penalty of this architecture was determined (Fig. 7). Through-
out this paper, it is assumed that the buffer depth is equal to
the number of inputs and outputs, giving a good appreciation
of optical performance without making the discussion overly
complex. Hence, as the switch size (number of inputs and out-
puts) increases, the buffer depth will also increase and hence
the packet loss rate will decrease. Also, this represents a likely
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Fig. 8. Power penalty of OASIS switches based on AWG’s. Again, the power penalty rises withthe number of inputs and bit rate, but is smaller than
for the OASIS without an AWG.

scenario for demonstrator construction. Bit-rate influences the
performance because SOA noise increases rapidly with bit rate.
The performance was evaluated at 622 Mb/s, 2.5 Gb/s, and 10
Gb/s (this is done throughout the paper). Even for a 1616
switch, a BER of 10 14 is not reached at 2.5 or 10 Gb/s, and
the power penalty is unacceptably high (well over 2 dB) at 10
Gb/s for 8 8. Including the SOA already in the signal path
as part of the active demultiplexer, two SOA’s are in the signal
path to overcome splitting and combining losses; these SOA’s
introduce noise, which is detrimental to the performance of
the switch. SOA’s are used throughout rather than EDFA’s
wherever possible, as they permit the possibility of integration,
by means of silicon motherboards, for example. Under the
assumptions of Section IV, they yield a worst-case power
penalty due to the slight difference in noise figure between
EDFA’s and SOA’s. As with all the buffering strategies in
this paper, larger switches yield larger power penalties because
of the greater need for amplification implied by the higher
splitting and combining losses.

3) OASIS with an AWG:This is a modification of the pre-
vious architecture (Fig. 6), the passive coupler and filters being
replaced by an AWG to reduce loss. It operates much as
before, except that the tunable wavelength converters encode
each packet with the wavelength for the desired output,
corresponding to the delay-line that will be traversed (i.e., the
AWG input that will be used). Fig. 8 shows the performance
of this modified version of OASIS, a BER of 1014 now being
reached at 2.5 Gb/s with 16 inputs and outputs, and the power
penalty at 10 Gb/s for an 8 8 switch being less than 1.5
dB. This is because lower ASE results at the lower SOA gain,
required in order to overcome the loss in the signal path, which
is lower due to the use of an AWG device.

With both versions of OASIS, it is not possible to implement
packet priorities since a packet already in a queue (i.e., waiting
in a delay-line) cannot be preempted by one with a higher
priority. The OASIS architecture has the same packet loss and
delay as an output-buffered switch. Other architectures con-
sidered in this paper could also be realized utilizing AWG’s,
although it is not always beneficial to do so. For example, with
the multiwavelength loop switch of Section VI-C, the use of
an AWG actually increases the power penalty, except for 622
Mb/s, where electronic switching would doubtless be a better
option.

Fig. 9. The broadcast-and-select switch. The wavelength of each incoming
packet determines which input it arrived on, so each output can select a packet
on each timeslot corresponding to the correct delay-line (i.e., originating from
the correct timeslot) and the correct input.

B. Broadcast-and-Select Switch (Single
Stage, Feed-Forward Delays)

In the broadcast-and-select switch [25] (Fig. 9) fixed wave-
length converters encode the packet streams entering each
input; so packets on each input are distinguished by a separate
wavelength. The streams are then combined and distributed
to the delay-lines. By means of SOA switches and a passive
combiner, each output can select the signal from one delay-
line. Then the components at each output select, using a bank
of filters, the packet from the correct input. In conjunction with
output buffer simulation, this switch has the same performance
as an output-buffered switch. Moreover, since all packets are
broadcast to all outputs, with all possible time delays, it offers
the possibility of broadcast operation, and implementation of
packet priorities. The latter feature is possible because each
packet is broadcast to all delay lines.

Fig. 10 shows the power penalties for various sizes of this
switch, at bit rates of 622 Mb/s, 2.5 Gb/s, and 10 Gb/s.
There are two SOA’s in each path through the switch, and
an EDFA is placed on each switch output to overcome losses.
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Fig. 10. Power penalty of single broadcast-and-select switches. The switch is only usable with four, eight, or 16 inputs and outputs at and below 10
Gb/s and 622 Mb/s, respectively.

Fig. 11. The multiwavelength loop switch—this particular example has just
two inputs and outputs with four wavelengths. FFPF= fiber Fabry–Perot
filter. Each packet is assigned a wavelength and circulates in the loop until
the required output is free. They are gated by the FFPF and the SOA gates.

For 622 Mb/s and 2.5 Gb/s, the performance is similar to the
splitter/combiner based OASIS. At 10 Gb/s, the performance
is appreciably worse than OASIS with an AWG but better than
the splitter/combiner version of OASIS.

C. Multiwavelength Loop (Single Stage, Feedback Delays)

In this switch, multiple packets are stored on the same
fiber feedback loop at different wavelengths (Fig. 11, [13],
[28], [29]). Each TWC is tuned every timeslot so that the
incoming packet does not contend with other packets when
placed on the loop. Once a packet is to be removed from the
loop, the tunable DFB filter at the relevant output is tuned to
its wavelength, and one of the SOA’s in the loop gate out
the packets. Experiments have demonstrated the validity of a
packet performing over ten recirculations at 622 Mb/s in a
two-input, two-output configuration [28].

In addition to the assumptions of Section IV, it was assumed
that the tunable filters have noise figures of 6 dB with gain
from 21 to 25 dB. Fig. 12 shows the power penalty at both 2.5
and 10 Gb/s, which not surprisingly increases with the number
of recirculations. Even for as few as seven recirculations, the
power penalty is as large as 8 dB at 2.5 Gb/s.

This switch emulates an output-buffered switch, and yields
the same cell loss and delay performance, with a buffer depth
equal to the maximum permissible number of recirculations.
It is possible for incoming packets to preempt those that are
already waiting hence this type of switch can implement packet
priorities.

D. SMOP (Single Stage, Feedback Delays)

SMOP (shared memory optical packet switch) [26] is
a recirculating loop switch with delay-lines of length

, and a central
space switch (compare with Fig. 4 which has unity delays
throughout). Having delay-lines of length greater than one
reduces the number of feedback loops and amplifiers, and
reduces the size of the space switch. When multiple cells
arrive at the space switch destined for a particular output,
all but one are sent round the recirculating delay-lines. The
control algorithm is based upon output buffer simulation, and
proceeds on each timeslot as follows.

• Packets arriving from the delay-lines ready to go to an
output are routed.

• Any packets arriving at the SMOP inputs that can go di-
rectly to the SMOP outputs are routed, providing this does
not, in each case, violate the FIFO queuing discipline.

• If any packets can reach an output after just one recircula-
tion, they are scheduled to go round just one recirculation
and then exit the switch. Priority is given to packets with
the shortest remaining delay.

• The remaining packets are allocated to delay-lines, trying
to avoid having more than one packet destined for a
particular output reaching the space switch at once after
the recirculation.

For full details, refer to [26]. Throughout, packets are kept
in a FIFO sequence, and, based upon simulation, the maximum
number of recirculations required is ten. This architecture
permits packet priorities, since a lower priority packet may
be preempted by sending on another recirculation. The packet
loss probability is close to that possible for shared memory
switches. For and , the packet loss is 106 at
a uniform Bernoulli load of 0.9. At the same load, the same
packet loss is obtained.2 For and . As with

2Figures for packet loss of less than 10�6 are not available [26].
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Fig. 12. Power penalties for an 8� 8 multiwavelength loop switch with differing numbers of recirculations. As expected, the power penalty rises as
the number of recirculations increases.

the multiwavelength recirculating loop switch, it is possible
for higher priority packets to preempt those that are already
waiting in the switch, thus permitting a priority scheme to be
implemented.

In the simulations, one SOA in each loop and one on
each output are required to compensate the losses within a
stage, and throughout. Fig. 13 shows the power
penalty at both 2.5 and 10 Gb/s, increasing with the number
of recirculations. To maximize its practicality, this architecture
must be implemented with a space switch design that has low
noise and crosstalk. The space switch is implemented as a tree
architecture [30], exhibiting excellent crosstalk performance.
Each 1 2 or 2 1 switch has an extinction ratio of35 dB
and a loss of 2 dB. It is clear from these results that carrying
out ten recirculations is entirely practical.

E. Conclusions on Single-Stage Switches

SMOP yields excellent power penalty performance, since
its use of a space switch allows a clever architectural
technique—the tree architecture—to be employed, reducing
crosstalk. With OASIS, the use of AWG’s also yields an
improvement in performance, due to the reduction in loss. All
the switches in this section have the same packet loss and
delay performance as an output buffered switch (Figs. 2 and
3), except for SMOP which allows the delay-line memory to be
shared and performs almost as well as a shared-buffer switch.
Preemption of packets in the switch by higher priority packets
is possible in all of these switches except for OASIS. This is
because OASIS does not use recirculating loops and does not
broadcast all packets over all its feed-forward delay-lines.

VII. M ULTISTAGE SWITCHES

This section is concerned with buffering schemes having
multiple stages of delay-lines. Wave-Mux [27] uses electronics
to perform the bulk of the buffering, with optical buffering
performing the scheduling necessary to facilitate transport
within the switch. The 2 2 packet switches are introduced
[16], [17], [31]–[33] which may have certain specialized appli-
cations, the SLOB [14] being a generalization and extension
of this concept.

(a)

(b)

(c)

Fig. 13. Power penalties for the SMOP switch with differing numbers of
recirculations and with bit rates of (a) 622 Mb/s, (b) 2.5 Gb/s, and (c) 10 Gb/s.
Although only ten recirculations are required with the algorithm described in
the text, the graphs indicate that a much larger number of recirculations is
necessary to obtain a power penalty of over 2 dB.

A. Wave-Mux (Multistage, Feed-Forward Delays)

In Wave-Mux [27], a center-stage switch that changes state
every timeslot, operates in a repeating, scheduled manner
[Fig. 14(a)]. The inputs are divided up into groups, each of
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(a)

(b)

(c)

(d)

Fig. 14. (a) The Wave-Mux architecture block diagram. The central space
between groups of inputs (each represented by an IMG or input group module)
and groups of outputs (each represented by and OGM or output group
module). Because there is no buffering in the central space switch, the IGM’s
must schedule the transmission packets. (b) A complete IGM. Packets are
converted to electronic form prior to header translation and buffering. Sorting
is necessary prior to sending each packet over the central space switch to
avoid contention, since there is no buffering there. (c) A sorter in an IGM.
Each packet is sent by the many-to-one space switch to the correct delay line
so that it arrives at the central space switch at the right time. Wavelength
conversion is necessary so that multiple packets can travel over the same
fiber on the same timeslot. (d) An OGM operates much like an output of a
broadcast-and-select switch. By using the space switch, each output is fed
all the packets from the correct timeslot, and each tunable filter selects the
appropriate packet at the correct wavelength.

which has its own input group module (IGM); likewise, each
group of outputs has its own output group module (OGM).
Each IGM/OGM pair is assigned a particular timeslot and the
IGM’s buffer incoming packets until they are transmitted over

Fig. 15. Power penalty of single Wave-Mux switches. Each IGM has four
inputs and each OGM has four outputs. The architecture does not operate at
10 Gb/s due to an error in flooring.

the center stage switch on the correct timeslot. Each cell on a
given timeslot going over the central space switch on a specific
path is given a different wavelength.

Packets entering an IGM are first converted to electronic
form to undergo header conversion and buffering before be-
ing converted back to optical form [Fig. 14(b)]. Electronic
buffering is used since a large amount of buffering is required
to yield an acceptable packet loss performance. The buffer
memory is organized so that multiple packets from one input
can enter the sorter simultaneously [Fig. 14(c)], overcoming
HOL blocking. The sorter is used to ensure that packets
enter the center stage switch on the correct timeslot to go
to the correct output. Wavelength converters allow multiple
packets to traverse the central space switch over the same route
simultaneously. The OGM [Fig. 14(d)] sends each packet to its
correct output in sequence, by means of delay-lines, a space
switch and tunable filters.

One advantage of Wave-Mux is that the size of space
switches required is fairly small, even for a large packet switch.
With 128 inputs and output, eight inputs on each IGM and 16
outputs on each OGM, 128 packets per line in the electronic
buffers and a load of 0.8, a cell loss ratio of 1010 is achieved.
With these parameters, the cell loss ratio increases very rapidly
for higher loads. Preemption by higher priority packets to
implement packet priorities could be implemented in the
electronic input buffers, however this has not been studied.

When modeling this architecture, one SOA gate and two
EDFA’s (one for 4 4 architectures) are required (per optical
path) to compensate all the losses, and, as with SMOP, all
space switches were assumed to be tree architectures [30].
In each IGM sorter, passive couplers are used at the output
of the space switch to permit many-to-one operation. Fig. 15
shows how the power penalty of this architecture scales with
respect to size and bitrate. The architecture does not yield
a power penalty at 10 Gb/s, due to error flooring, amplified
spontaneous emission (ASE) being the principal contributor
to performance degradation. As expected, the power penalty
increases with bitrate and size of switch.

The Wave-Mux switch uses optics and optical switching to
provide interconnection and switching, rather than buffering.
Due to the amount of optical manipulation (delaying and
switching) required to implement these functions, the power
penalty exhibited is in fact worse than for the other architec-
tures considered here. However, this does not take account of
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Fig. 16. A track changer (TC) module for COD. As many stages as are
required of this module are cascaded, to obtain the desired packet loss. To
preserve packet order, all delay lines must be of unity length; however, longer
delay lines may be used whcih upset packet order, but with fewer stages.

Fig. 17. A twin track changer (TTC) module for COD. The same comments
apply as for Fig. 16, although the TTC yields lower packet loss than the TC
for the same number of stages.

the size of the electronic buffer, which may be as large as
required.

B. Cascaded 2 2 Switches (Multistage,
Feed-Forward Delays)

A number of 2 2 optical buffered switching node
architectures, consisting of cascaded 22 switch devices and
delay-lines have been proposed [16], [17], [31]–[34]. Each
2 2 switch may change state between timeslots, under
electronic control. While being too small to be used in a
conventional telecommunications network, these may find ap-
plication in rings and local area networks. The implementation
of a packet priority mechanism in these switches has not been
studied and would probably be difficult to implement due
to the way packets are scheduled to pass over the switch
at preordained times. Optical simulation results for these
architectures are discussed in Section VII-B5.

1) COD (Cascaded Optical Delay-Lines):In COD [31],
each 2 2 switching device sorts the packets entering it and
is called a “smart crossbar,” implementing distributed control
(Figs. 16 and 17). A smart crossbar sorts packets destined
for the upper output of the architecture to its upper output
whenever possible; likewise for packets destined for the lower
output of the architecture. Each stage is either a track changer
(TC—Fig. 16) or a twin track changer (TTC—Fig. 17). Either
type is connected in a chain, with a smart crossbar on the
input. If the delays in each stage are unity length, then packet
ordering is preserved. However, the buffer depth only grows
linearly with the number of stages.

With nonunity delays, a more economical hardware imple-
mentation is possible, but the packet order is upset. A TTC
chain has a lower cell loss than one using TC’s, even for
the same number of smart crossbars. For example, with 5 TC

Fig. 18. The switched delay line (SDL) switch. If two contending packets
arrive at the inputs, one is placed in the first delay, and if contention persists,
one new packet is delayed in the second delay line.

Fig. 19. The logarithmetic delay-line switch. It emulates an output buffered
switch and the number of the packets in both emulated output buffers must
always totaln � 1.

stages and delays of 1, 7, 49, 686, and 14 406, the packet
loss is 10 11 for a load of 0.8, using a total of 11 smart
crossbars. Four TTC modules, with delay-lines of length 1, 7,
98, and 4116 yield a packet loss of 1024 for a load of 0.8,
using 13 smart crossbars. Thus very few extra crossbars yield
much better performance with TTC. The delay-line lengths
were chosen to yield low values of packet loss and also to
facilitate analysis.

2) SDL (Switched Fiber Delay-Lines):This 2 1 archi-
tecture [32] consists of two stages of delay-lines (Fig. 18),
originally proposed for alleviating receiver contentions in
WDM packet systems. It has been implemented with InP
modal evolution switches and fiber delay-lines. If two con-
tending packets arrive at the inputs, one is placed in the first
delay, and, if contention persists, one new packet is delayed in
the second delay-line. Numerous control strategies exist and
it gives slightly better performance when the FIFO discipline
is disrupted.

It has been proposed for use in the CORD (contention
resolution by delay lines) project, where equal delay-lines of
length 1 are used [32]. However, unequal delays of 1 and 10
have been shown to implement, for example, a packet loss
of 0.0469 at a load of 0.5 on both inputs [33]. All packets
entering both inputs are directed to one output since it is a
2 1 architecture. The packet switch is controlled so as to
avoid more than one packet leaving both delay-lines at once.
This is done by controlling what incoming packets are sent
into the shorter delay-line, in view of what is already in the
longer delay.

3) Logarithmic Delay-Line Switch:This structure [16] of-
fers logarithmic growth of hardware requirements with buffer
depth (Fig. 19). It employs output buffer simulation, and
functions much as a 2 2 output-buffered switch but with
nonoptimal delay; output buffer simulation is used to control
the architecture. If the traffic load is 100% then it can
be proven that it exhibits no internal blocking when used
as an output-buffered switch [16]. However, 100% loading
implies instability (i.e., “infinite” delay under statistical equi-
librium—see Fig. 3). To circumvent this problem, each empty
timeslot entering the switch is placed in the emptiest queue,
forcing the system toward equilibrium and avoiding instability.
The empty timeslots in the queues are responsible for the
nonoptimal delay. Fig. 20 shows the packet loss (deflection)
performance of this architecture.
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Fig. 20. Packet loss (deflection) performance of the logarithmetic delay line switch. Log(W ) is the logarithm of deflection probability, andp is the load.

Fig. 21. Performance of a chain of 2� 2 switches at622 Mb/s, 2.5 Gb/s,
and 10 Gb/s for both SOA and lithium niobate technologies. The performance
of the lithium niobate cascade does not alter with bit rate. The three traces
for semiconductor laser amplifiers (SLA 0.622, SLA 2.5, and SLA 10) also
show that high-performance switches are required to cascade many stages.

4) Single-Buffer Deflection Routing Switch:This switch
[17], [34] is essentially a special case of the logarithmic
delay-line switch, with , consisting of two 2 2
switches and one delay-line. The switch may be controlled
slightly differently3 so that the deflection probability is reduced
slightly, although this effect is only noticeable for .
Deployment of this single-buffer switch in regular networks
has been extensively investigated [17]. Due to its very small
buffer depth, this architecture is only suitable for applications
where a very high deflection probability can be tolerated,
and is hence still more specialized in application than the
logarithmic delay-line switch itself, upon which it is based.
Its performance is shown in Fig. 20, where .

5) Optical Modeling of Cascaded 2 2 Switches:All the
switch architectures proposed in this section involve cascades
of 2 2 switches so the graphs presented here (which
depict the power penalty of such cascades) are helpful in
determining performance. The results for cascading 22
switches are obtained at 622 Mb/s, 2.5 Gb/s, and 10 Gb/s
(Fig. 21), covering both SOA and LiNbO3 technologies. For

3For a discussion, see [16, the Appendix].

SOA’s, each SOA compensates all the insertion loss of 10
dB within each stage (predominantly due to coupling, but
also due to bends, etc.). The input power is20 dBm.
The SOA’s are assumed to exhibit negligible crosstalk, and
perform in keeping with the assumption of Section IV. The
lithium niobate switches have crosstalk varying from20 to

35 dB, but loss is neglected since it may be overcome by
amplification, and crosstalk is being focused upon here. The
graphs show that high-performance switches are required to
cascade many stages.

6) Conclusions on Cascaded 22 Switches:CORD and
the single-buffer deflection routing switch are small switches,
which can only be used for specific applications. COD offers
less efficient hardware usage than the logarithmic delay-line
switch. For example, a packet loss of 1024 requires 13 smart
crossbars in the TTC configuration, whereas the logarithmic
delay-line switch requires only eight 2 2 switches for
similar packet loss (Fig. 20). In addition, CORD introduces a
large packet delay and does not preserve packet order.

C. Switch with Large Optical Buffers (SLOB)
(Multistage, Feed-Forward Delays)

The switch with large optical buffers (SLOB) [14] (Fig. 22)
cascades many small switches, forming a larger switch with
a greater buffer depth. The OASIS switch is chosen as the
basic element, although other switches could be used. SLOB
is electronically controlled but has an optical packet data path,
with inputs and outputs. The delay-line lengths increase
exponentially from left to right along the structure, and each
buffer has a depth of packets, where is the number of
stages in the architecture; hence the number of stages increases
with the logarithm of buffer depth. It emulates an output-
buffered switch, thus exhibiting optimal delay/throughput per-
formance. Studies have shown that buffer depths of thousands
are feasible [14], thus making it feasible to handle bursty
traffic. Implementing a packet switch with a comparable buffer
depth would not be feasible with the other designs discussed in
this paper (apart from Wave-Mux, where the buffering is elec-
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Fig. 22. The switch with large optical buffers (SLOB’s). Each switching element (SE) is an optical packet switch, such as the OASIS switch. Once packets
have experienced the correct delay, they are sent to the relevant output via the output space switches. The switch is controlled by output buffer simulation.

Fig. 23. A cascadability comparison at 2.5 Gb/s. The Wave-Mux switch gives the worst power penalty while the SMOP switch gives the best performance.

tronic). This is due to economic reasons, since cost does not
scale well with buffer depth in these architectures, and also due
to considerations of splitter power loss. SLOB offers logarith-
mic (and hence economical) growth of hardware with buffer
depth, while still being feasible from the viewpoint of optical
performance [14]. It has been shown that the architecture can
be controlled using current technology [14]. Packet preemption
and priorities are not possible with SLOB as it stands.

VIII. C ONCLUSIONS

All the packet switches considered here, except for COD,
CORD, SMOP, and Wave-Mux, simulate output-buffered
switches and as such, have the same delay/throughput
performance. Wave-Mux is essentially an input-buffered
switch. Figs. 23 and 24 show how well these architectures
cascade, when taking crosstalk and noise performance into
account. The number of packet switches that are cascaded
in a path or circuit is highly dependent on the network
architecture and routing algorithm; discussion of this topic
in any detail is outside the scope of this paper. Bearing in
mind that a BER of 10 14 represents a very stringent operating
condition, the results show in many cases that cascading the
architectures is not practical. This provides a strong case for

optical regeneration; indeed, researchers at Alcatel have shown
the feasibility of cascading 40 broadcast and select switches
by experiment [35], in conjunction with optical regeneration.
Operation at 622 Mb/s is not considered, as this is well within
the capabilities of electronics, indeed monolithic electronic
ATM switches operating at 622 Mb/s have been reported [36].
The SMOP and Wave-Mux switches make use of internal
space switches, which allow techniques to reduce crosstalk
within the space switches to be employed, such as the tree
architecture. This implies that SMOP in particular yields a
very low power penalty. The SLOB switch is a technique
for cascading existing optical packet switches, permitting
very deep buffers (thousands of packets) to be produced with
favorable optical performance and hardware utilization.

Table II summarizes the principal characteristics of the
buffering architectures considered in this paper. Priorities and
preemption of packets are not permitted in OASIS or any of the
multistage switches. In many of the multistage architectures
it is not clear how preemption would be implemented, and
this is an area that remains to be studied. Many of the
switches make internal use of wavelength, to facilitate internal
switching and buffering. In this paper, the possibility of
using multiple wavelengths for transport between nodes has
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Fig. 24. A cascadability comparison at 10 Gb/s.

TABLE II
COMPARISON OF OPTICAL PACKET SWITCH ARCHITECTURES.
FOR BUFFER SIZE, “SMALL ” I S LESS THAN 10, “MEDIUM”

IS 10–100,AND “L ARGE” I S GREATER THAN 100

not be considered; this would entail a modification of the
architectures considered here.

For general small to medium buffer depth applications, the
OASIS or broadcast and select switches perform well. (Note
that the AWG version of OASIS was used in the table due to its
superior performance.) Due to its use of space switching, and
the availability of techniques to minimize crosstalk in space
switches, SMOP may be useful when medium to large buffer
depths are required. Wave-Mux is useful for constructing
large switches, with a large number of inputs and outputs,
although the use of electronic buffering defeats some of
the objectives discussed in the introduction. For specialized
applications requiring two inputs and outputs, the logarithmic
delay-line switch (and the single-buffer deflection routing
switch) offer the ability to construct buffers while using
hardware efficiently. SLOB may be useful if very large buffer
depths of thousands are required.

In conclusion, it is clear that many differing proposals have
been presented for undertaking optical packet switching. Many
of the details concerning how these switches might be used,
and what their impact will be on the network topology, routing,
control and services, remains to be studied in depth. Finally,

it is worth remembering that despite the progress described
in this paper, the advances in high-speed electronic packet
switching—both current and projected—are impressive with
single-chip 16 16 ATM switches with 622 Mb/s ports [36],
and three-chip 8 8 switches at 2.5 Gb/s [37], having been
reported.
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