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Abstract 

A new gamma imaging method, Neutron Stimulated Emission Computed 

Tomography (NSECT), is being developed to non-invasively and non-destructively 

measure and image elemental concentrations in vivo. In NSECT a beam of fast neutrons 

(3 – 5 MeV) bombards a target, inelastically scattering with target nuclei and exciting 

them. Decay from this excited state produces characteristic gamma emissions. Collecting 

the resulting gamma energy spectrum allows identification of elements present in the 

target. As these gamma rays range in energy from 0.3 – 1.5 MeV, outside the useable 

energy range for existing gamma cameras (0.1 – .511 MeV), a new gamma imaging 

method must be developed. The purpose of this dissertation is to design and develop a 

near-field (less then 0.5 m) high-energy (0.3 – 1.5 MeV) gamma camera to facilitate 

planar NSECT imaging. Modifying a design implemented in space-based imaging (focus 

of infinity), a prototype camera was built. Experimental testing showed that the far-field 

space-based assumptions were inapplicable in the near-field. A new mathematical 

model was developed to describe the modulation behavior in the near-field. 

Additionally, a Monte Carlo simulation of the camera and imaging environment was 

developed. These two tools were used to facilitate optimization of the camera 

parameters. Simulated data was then used to reconstruct images for both small animal 

and human fields of view. Limitations of the camera design were identified and 
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quantified. Image analysis demonstrated that the camera has the potential to identify 

regions of interest in a human field of view.  
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1. Introduction 

A new imaging modality – Neutron Stimulated Emission Computed 

Tomography (NSECT) – is under development to image elemental quantities and 

distributions nondestructively and non-invasively in vivo. To acquire the elemental 

composition information, a region of interest is illuminated with a beam of 3 – 5 MeV 

neutrons (referred to as “fast neutrons”). Through inelastic scatter, these neutrons excite 

the individual elemental nuclei, which then relax by emitting characteristic gamma 

radiation. Acquiring the gamma energy spectrum of this radiation enables the 

identification of elements within the sample. The purpose of the research presented 

herein is to develop a high-energy gamma camera for use with NSECT imaging. 

Chapter 2 provides a brief introduction on the elemental composition of humans 

and of rats, the clinical significance of elemental composition, NSECT, gamma cameras, 

and the image reconstruction method used in this research. The chapter concludes with 

the research goal of the doctoral thesis.  

Chapter 3 describes the design, development, and testing of a prototype camera. 

The camera is modeled after a space-based imaging system that operates at an infinite 

focus. The challenges of bringing this technology into a near-field (< 1 m) focus are 

discussed, including the inability of existing far-field models to describe the near-field 

behavior of the camera. The chapter concludes with the development of a new model to 
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describe the near-field behavior. This model predicts and explains the near-field 

behavior observed in experiments with the prototype camera.  

Chapter 4 describes the development of a Monte Carlo simulation of the camera. 

This simulation environment is necessary to accurately model high-energy gamma 

interactions with the camera – the near-field model introduced in Chapter 3 can only 

describe ideal situations. Accurate modeling is necessary as iterating on the multiple 

design options through building, testing and rebuilding prototype cameras is expensive 

in terms of both time and monetary cost. Use of a Monte Carlo environment speeds the 

rate of camera design and development. Results from the Monte Carlo simulations are 

verified against experimental data acquired from the prototype camera. 

Chapter 5 describes the optimization of camera parameters using the Monte 

Carlo simulation. The numerous camera configurations are discussed, and the impact of 

each individual factor is assessed to determine an optimal camera setup. 

Chapter 6 first identifies the optimal imaging field of view and explains the 

limits on the camera resolution. It then provides reconstructed images using Monte 

Carlo simulation data for both small animal and human imaging fields-of-view. Image 

quality and camera efficiency are discussed along with feasibility for both imaging 

realms. 

Finally, chapter 7 summarizes the results of this research and discusses future 

directions for the overall project.  
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2. Background Information 

2.1 Elemental Composition 

A review of the literature has found that many elements of biological interest 

have been measured in both humans [1-7] and rats [8-13].  

Certain elements are vital to the body. For example, Cu and Zn are essential to 

central nervous system development [10, 14]. In addition, Cu helps the liver utilize Fe 

for hemoglobin development and plays a role in adrenaline synthesis and oxidative 

phosphorylation [15]. Zn is also essential for enzymatic activity, human growth [1, 16, 

17] and DNA repair (along with Mg). Nucleotide excision repair requires Ni, Cd, Co, 

and As [18]. Other examples include Fe which is essential to humans for oxygen 

transport and neurological health [15] and Mn which stabilizes membrane activity [8, 

15].  

Some elements are essential at low levels but become toxic at high levels (e.g., Se 

and Sb) [17].  Studies have identified elemental imbalances that occur in conjunction 

with different diseases. Elemental composition studies of rat brains have shown that 

ischemia leads to a decrease in K and P [11-13], and radiation exposure leads to a 

decrease in Cl, Fe, and Zn [13]. In a seizure study, there was decreased Cu in the kidney 

and Fe in the brain [8]. Two studies found an increase in trace elements in the lesions 
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and organs of mice with skin tumors [19, 20]. A change in trace element concentration 

was also noted in the kidneys of mice with malignant ascites [21]. 

Several studies have shown that trace element concentrations in human tissue 

may allow differentiation between malignant and benign tissue in the breast (Al, Br, Ca, 

Cl, Co, Cs, Cu, Fe, K, Mn, Na, Rb, Sb, Se, Zn), prostate (Ca, Cu, Fe, Mg, Ni, Zn) and brain 

(B, Ba, Sr, Zn) [1, 16-18, 22-24]. These findings could be due to the elements’ roles in 

DNA and nucleotide excision repair (As, Cd, Co, Mg, Zn) or toxicity at high levels (Cu, 

Se, Sb) [17, 18].  

Several techniques have been utilized for determining the amount of elements 

within tissue samples, including: atomic absorption spectrophotometry (AAS), 

Rutherford backscattering analysis, inductively coupled plasma-atomic emission 

spectrometry (ICPA), inductively coupled plasma-mass spectrometry (ICPM), neutron 

activation analysis (NAA), X-ray fluorescence spectrometry (XRF) and particle-induced 

X-ray emission analysis (PIXE). All of these techniques require tissue samples to be 

prepared in specific ways that are not compatible with in-vivo studies [5, 11, 22, 25-27].  

2.2 Clinical Significance of Elemental Composition 

NSECT has the potential to non-invasively identify and map elemental 

concentrations within the body. As seen above, there are many elements of biological 

interest that would be suitable candidates for NSECT imaging in both human and 
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animal models of human diseases. While cancer detection is a promising application for 

NSECT [28], this thesis focuses primarily on iron and copper. An excess of these 

elements in the liver is a sign of certain diseases, and typically this excess is very large 

(see Table 1) [3, 16]. 

Two specific diseases, hemochromatiosis and Wilson’s Disease, cause elemental 

imbalances in the liver. Hemochromatiosis is a disorder whereby inappropriate amounts 

of iron are absorbed by the body causing an iron overload in certain organs, especially 

the liver. It is brought about by specific genes, and a genetic screen is available. Genetic 

inducement is not the only cause, as patients with blood disorders that require frequent 

blood transfusions can acquire it. Therefore, those receiving multiple transfusions 

should be monitored for early symptoms. Wilson’s Disease is genetically induced and 

causes copper toxicity in both the brain and the liver. There is no practical genetic screen 

for Wilson’s disease. Early detection and treatment is desirable in both diseases, and 

biopsy is the “gold standard” test in both cases. Due to the lifelong nature of these 

diseases, there is a need for long-term monitoring, which makes biopsies less than ideal 

due to their invasive and painful nature [29-32]. 

CT and MR have been explored as non-invasive measurement techniques. CT 

has been shown to be insensitive to mild changes in concentrations, as well as highly 

sensitive to changes in fatty tissue [33]. Several groups have identified MR as a 

promising method [32-34]. However, others have shown that MR detection may not be 
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possible when the iron concentration is great enough to distort the MR signal or when 

fibrosis is present, thereby causing measurement errors in patients with the most severe 

iron overload [35]. Biopsies have also been questioned, since the elements might not be 

distributed evenly, causing variable biopsy results [36] . Development of a non-invasive, 

image-based, spectroscopic measurement technique would improve patient care and 

treatment. 

Long–Evans Cinnamon (LEC) rats have been identified as a disease model for 

Wilson’s disease. They have large amounts of both copper and iron in their livers, and 

they have a healthy counterpart: Long–Evans Agouti (LEA) rats [37-41]. These rats 

would be an appropriate animal model to image with NSECT, allowing the testing of 

NSECT’s ability to detect differences in both iron and copper. Table 1 lists the normal 

and diseased iron and copper concentrations in the livers of both humans and rats.  

Table 1: Differences in measured Fe and Cu content in the liver in both 

humans (µµµµg/g dry weight) [29, 30] and rats (µµµµg/g wet weight) [40]. 

 Copper (μg/g) Iron (μg/g) 

Normal Human 20-50 300-1400 

Wilson’s Disease > 200  

Hemochromatiosis  6000-18,000 

LEA (healthy rat) 2.6 ± 0.5 103.7 ± 37.5 

LEC (diseased rat) 155.3 ± 38.4 188.9 ± 20.8 

2.3 NSECT 

Neutron Stimulated Emission Computed Tomography (NSECT) is a 

spectroscopic imaging technique. Fast neutrons (3 – 5 MeV) illuminate the body of 
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interest and scatter inelastically off of individual nuclei within the body. Inelastic scatter 

results in a transfer of energy from the incident neutron to the target nucleus, leaving the 

nucleus in an excited state. This nucleus then relaxes to its ground state by emitting the 

excess energy as gamma radiation (in NSECT applications the energy range is 0.4-6.5 

MeV). Due to its nuclear composition, each elemental nucleus exists in a unique state 

and has unique excited energy levels; therefore, the energy of the gamma emission is 

characteristic of the nucleus of origin. The elemental composition of the body being 

interrogated can be determined by measuring these emissions. 

These gamma ray emissions are collected by High-Purity Germanium (HPGe) 

detectors, which have an energy resolution of 0.1% FWHM at 1000 keV with little 

change over a large energy range, making them the preferred choice in high-energy 

spectroscopy [42]. These detectors have a large surface area (radius 3.5 cm) and function 

as single pixel elements; thus they provide no spatial information. As an example, an 

energy spectrum from NSECT interrogation of a fixed mouse is shown below (Figure 1). 

Further details of the mouse experiment can be found in [43].  
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Figure 1. Energy spectrum obtained from NSECT interrogation of a fixed 

mouse. Energy peaks from several biologically relevant elements are labeled. 

Currently, tomographic images for NSECT are created through first generation 

CT technology (scan a thin line, detect, translate, repeat). While this method has been 

proven successful (see Figure 2) [44], it limits resolution to the beam size. It is difficult, 

however, to reduce beam size while maintaining adequate neutron flux [45]. A possible 

solution is to illuminate the entire body at once and measure the gamma emissions with 

a position sensitive gamma camera.  
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Figure 2. An 'N' shaped phantom made from iron '\' and copper '|' (A). The 

iron (B) and copper (C) individual NSECT reconstructions. The combined image 

overlaid on the original phantom (D). 

2.4 Gamma Cameras 

2.4.1 Current Technology 

Anger cameras are currently utilized in all single-photon nuclear medicine 

applications including SPECT. They are composed of a large inorganic scintillator 

crystal (NaI) coupled to a grid of photomultiplier tubes (PMT). When a photon interacts 

with the detector the centroid of the PMT pulses is calculated, resulting in an estimate of 

the photon’s interaction location. In order to create meaningful images, the incoming 

radiation must be collimated so that only gamma rays orthogonal to the camera face are 

detected. The most popular collimation pattern is a hexagonal grid, “parallel hole” 

collimator [46].  

Anger camera imaging systems have two design compromises between spatial 

resolution and efficiency. The first compromise involves crystal thickness. Thicker 

crystals increase intrinsic efficiency but reduce spatial resolution. Intrinsic efficiency is 
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the ratio of the number of photons that are detected by the detector to the number that 

are incident on the face of the detector. This ratio is inversely related to incident photon 

energy; therefore, thicker crystals are required to stop higher energy photons, but as the 

crystal thickens the scintillator light spread increases, reducing spatial resolution [46]. 

The second compromise involves collimator design including septal thickness, hole 

diameter, and hole length. Longer and thinner holes provide greater spatial resolution 

but at the cost of reduced system efficiency. Collimator penetration increases with 

photon energy, requiring thicker collimators and thicker septa to maintain spatial 

resolution, which reduces system efficiency. This is an important dilemma as typical 

low-energy collimators only accept about 2/10,000 emitted photons [46, 47]. Most 

modern camera systems come with several different collimators that can be used 

depending on the energy of the radiotracer being imaged and the required spatial 

resolution [46].  

PET utilizes radiotracers that create a 511 keV annihilation reaction. At this high 

energy, Anger cameras are not very effective; instead, PET creates images through 

“annihilation coincidence detection.” Scintillator detectors are placed in a ring about the 

patient and spatial information is gathered by measuring annihilation coincidences and 

assuming that two gamma rays detected at approximately the same time came from the 

same annihilation reaction; therefore, since the photons are emitted at ~180° from each 

other, they are assumed to have originated on the line connecting the two detectors [46]. 
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2.4.2 Experimental Camera Designs 

To reduce costs it would be favorable to have a dual-head Anger camera that 

could perform both SPECT and PET imaging [48, 49]. However, this scenario would 

require a scintillation camera that functions well for 511 keV gamma rays. Several 

groups have proposed using parallel slat collimators with the standard scintillation 

crystal / PMT setup. The slats provide only 1D information about the body being 

imaged. By rotating the slats in front of the crystal/PMT setup, and obtaining count 

patterns at each collimator location, 2D images can be reconstructed. Parallel slats only 

cover one dimension; therefore, when the septa grow thicker, the resultant decrease in 

efficiency is only linear. In contrast, when septa grow thicker in parallel hole collimators, 

the growth is in several dimensions, causing the efficiency to decrease by greater than 

the square of the increase in collimator thickness. Also, due to the wider acceptance 

angle afforded by the slats, oblique rays are accepted, which allows for a longer path in 

the crystal, enhancing attenuation and detection. Thus, as gamma energy increases, the 

crystal thickness does not need to increase to maintain reasonable detection efficiency. 

Consequently, the camera should be more efficient at higher energies and therefore 

should overcome the loss in resolution that occurs when reconstructing a 2D image from 

1D information. So far, this approach has proved fairly successful, especially on smaller 

sources, but it requires more complex circuitry and reconstruction algorithms [47, 50-54].  
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Standard and experimental gamma cameras utilizing scintillation crystals are not 

an option in NSECT imaging because at the higher gamma energies NSECT utilizes, 

there are no solutions to the two design compromises listed above. To effectively stop 

the gamma rays and achieve adequate detection efficiency, the crystals would be too 

thick to achieve any spatial resolution. Additionally, at 511 keV, septal penetration is 

approximately 50% on high-energy collimators, which already has compromised spatial 

resolution and system efficiency [47, 54]. This penetration would only increase with 

gamma energy, requiring even thicker collimators, further reducing spatial resolution 

and system efficiency.  

2.4.3 Semi-Conductors – Superior Energy Resolution  

Several groups have attempted to further improve on camera design by using 

room-temperature semi-conductor devices, specifically Cadmium Zinc Telluride (CZT). 

CZT is a semi-conductor and not a scintillator; therefore, it provides superior energy 

resolution. This approach increases the ability to discriminate between incident photon 

energies allowing the reduction of background noise caused by scattered photons 

(which increases resolution) and the concurrent use of two isotopes (dual-isotope 

imaging) [55-58]. 

CZT is expensive and requires that many little crystals be coupled together to 

form the detector face. To save costs, several groups have arranged the crystals in a 
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single strip with a parallel-slat collimator. The imaging principal is similar to the 

parallel-slat method mentioned above, as rotation of the strip detector provides 

information to reconstruct a 2D image [55-58]. As costs have decreased, several groups 

have begun using full arrays of CZT detectors. These detectors function and image in a 

manner similar to traditional Anger cameras, providing 2D planar images [59-61]. 

While room-temperature semi-conductors are becoming more popular for typical 

nuclear medicine uses, their energy resolution and efficiency at higher gamma energies 

are too poor for NSECT uses [42, 62].  

Other groups have explored the use of segmented HPGe detectors to obtain 

position sensitive information without the use of collimators. This concept was explored 

in the late 1980s to early 1990s [63] and has reemerged recently utilizing pulse shape 

algorithms to provide up to 0.5 mm resolution in all three dimensions. These algorithms 

are very computationally expensive. Crystals segmented into 2 mm to 5 mm squares 

provide an approximate energy resolution of 1.5-2.5 keV FWHM at 1.3 MeV. They also 

provide about 20% efficiency [64-66].  

Segmented HPGe detectors also seem a poor choice for NSECT because of their 

low efficiency and energy resolution equivalent to that of room-temperature 

semiconductor devices. They are also very expensive in both monetary cost and 

computation time required to determine position.   
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In summary, energy resolution between the energies of 50-511 keV is 

approximately 5%-12% FWHM for inorganic scintillators [67] and 2.5% for room-

temperature semi-conductors [68]. At these same energies, HPGe semi-conductor 

detectors have an energy resolution of <1% FWHM. Even though energy resolution 

degrades with increasing incident gamma energy, HPGe detectors maintain their 

superior resolution advantage over the others [42]. This increased resolution comes at 

the cost of poorer detector efficiency. There are other disadvantages to the use of HPGe 

detectors: (i) they are bulky, (ii) they must be operated at low temperatures, and (iii) the 

detector face is a single element approximately 7 cm in diameter, eliminating its ability 

to provide spatial information.  

2.4.4 RMC for spatial information  

In 2002 NASA launched the Reuven Ramaty High Energy Solar Spectroscopic 

Imager (RHESSI), which captures and images high-energy X-rays and gamma-rays at 

energies equivalent to those that NSECT utilizes (RHESSI energy resolution is 3keV –17 

MeV with a spectral resolution of ~1 keV). Here, HPGe detectors (almost identical to 

those used currently in NSECT imaging) are used to obtain spectral information while 

Rotation Modulation Collimators (RMCs) placed in front of the detectors provide spatial 

information. The RMCs consist of 2 parallel-slat collimators with the same phases that 

are placed a distance (20 – 50 cm) apart from one another. As they rotate together in 
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front of the detector, the collimators modulate the number of gamma rays that reach the 

detector (Figure 3). It is possible to reconstruct 2D images by counting the number of 

incident gamma rays at each energy level at each collimator angle. These modulation 

profiles (counts vs. collimator angle) are unique to the source’s position in the imaging 

plane. It is important to note that the collimators do not have to attenuate all the incident 

photons, but rather they only need to provide sufficient attenuation to modulate the 

incident gamma flux [69-73]. 

 

Figure 3. Change in event transmission as collimators rotate about the z-axis. 

Note how after one half a rotation, the collimation is identical to that of the initial 

position. 

The RMC concept will be explained in further detail in Chapter 3. 

2.5 MLEM Reconstruction Method  

A standard Anger camera with a parallel-hole collimator produces 2D planar 

images (2D projection of a 3D object) of the radioactivity within the body. It can also be 

used to create CT slices in SPECT imaging by collecting planar data at many different 

angles around the body. Here, data from each row along the square camera head (for 
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instance: along the axial direction) is used to create a sinogram (signal strength at each 

radial position at each camera angle). Using this data, 2D images of slices along the body 

(i.e. transaxial slices) can be reconstructed using the inverse 2D radon transform or 

filtered back projection (FBP). FBP is an option in this application because the signal at 

each data element at each angle is assumed to be the sum of all data along a 1D line 

orthogonal to that detector element [74]. 

In Anger cameras with rotating slit collimators, the detected signal in each slit is 

assumed to be the sum along a 2D plane orthogonal to that slit. Again, a sinogram is 

formed from the signal strength at each slit at each collimator angle. Here, 2D planar 

images are reconstructed in much the same manner as axial slices are reconstructed in 

CT imaging [47]. By rotating the camera around the body and rotating the collimator at 

each camera rotation angle, axial slices of a 3D volume can be reconstructed [53].  

In the system described herein, the data collected at each angle is the sum of a 3D 

volume of 2D planes orthogonal to the detector face. The goal is to reconstruct 2D planar 

images of activity within the body. At each collimator angle NSECT data is the sum of a 

3D volume, not a 2D plane or 1D line. Here, reconstruction via back projection 

techniques is not an option. To create meaningful images, CT reconstruction techniques 

must be augmented with probabilities describing the system’s behavior. In this thesis 

the Maximum Likelihood Expectation Maximization (MLEM) algorithm [75] is used for 

image reconstruction.  



 

17 

Outlined below is a MLEM implementation with respect to the projections 

obtained by the RMC: 

Observed data, obs (1 x θθθθI): At each energy level, the observed data is a 1D 

matrix consisting of the number of gamma rays counted at each collimator angle, θi, 

where I is the total number of angles. 

Probability Matrix, P (M x θθθθI): The MLEM algorithm depends on a matrix that 

contains the probability that the counts at each collimator angle, θi, originated at each 

pixel, m, where M is the total number of pixels in the imaging plane. This plane is 

perpendicular to the axis of rotation and parallel to the face of the detector. The 

probability matrix can be determined mathematically from the geometry of the system 

or by measuring or simulating the RMC response to a point source located at each pixel 

within the imaging plane.  

Prediction, pn (1 x M): The initial guess at the reconstructed image. This can be 

obtained through an initial “back projection” (multiplying the observed data by the 

probability matrix), or by setting each pixel to the same, non-zero, value.  

The algorithm for iteration n+1 is given by (1): 
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If more than one RMC camera is used, the information from each camera can be 

combined with the following extension of the above equation: 
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There are several advantages to EM reconstructions. First, they are based on the 

Poisson nature of photon counting. When there are many counts, it is not problematic to 

ignore the statistical nature of the noise, but as count rates decrease, iterative approaches 

are more able to accommodate statistical noise, thus providing improved reconstruction 

quality. Second, EM algorithms are better suited to handle imperfect data through the 

use of the probability matrix. Third, the log likelihood of the observations given the 

current prediction is a natural measure of goodness. The concavity of this function 

guarantees that each iteration is a step toward convergence. This property implies that 

care must be taken when choosing the number of iterations as the algorithm is designed 

to converge on a single point. This is especially important for data that is noisy or from 

extended sources, as information may be lost or incorrectly reconstructed [75]. NSECT 

data has very low counts, and the imaging conditions are less than ideal; therefore, 

MLEM is the proper choice for NSECT reconstruction.  

When applying the MLEM algorithm, the number of reconstructed pixels is 

chosen by the user when defining the probability matrix. This is a double edged sword. 
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While it is particularly beneficial for the proposed imaging system as reconstruction can 

be attempted when incomplete data may exist, it is impossible to make something out of 

nothing. Image quality may suffer if reconstruction is attempted in an under-determined 

system. When defining the number of pixels, the user should take into account the 

sources of information, such as the number of collimator angles and the number of 

camera views, to ensure a well conditioned system.  

2.6 Research Goal 

The purpose of this doctoral thesis is to develop a gamma camera suitable for use 

with NSECT imaging. The camera must operate in the near-field (0.5 m or less) at high-

energies (0.5 – 1.5 MeV) while providing high-resolution (1% FWHM) spectroscopic 

images with a planar FOV. This thesis tests the feasibility of the camera for NSECT 

applications in human and small animal imaging. Inherent limitations of the camera 

designs, possible applications to homeland security and future directions for this 

research are discussed accordingly.  
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3. The Rotation Modulation Collimator Camera 

The previous chapter introduced NSECT and its potential for non-invasive 

elemental imaging. It then established a need for a high-energy position sensitive 

gamma camera, as current gamma cameras do not meet the energy resolution 

requirements for NSECT. This chapter introduces and explains the proposed imaging 

solution: a RMC camera adapted from space-based technology. The gamma detector of 

choice (HPGe) is used to obtain the energy spectrum, while the RMC modulates the 

incoming gamma rays to provide spatial information.  

In order to design an optimal imaging system, the functionality of the RMC must 

be understood in the near-field. This chapter first describes the design, development and 

testing of a prototype camera. It then discusses the inability of far-field models to 

describe the near-field behavior of the camera. Finally, a new model is developed to 

describe the observed near-field behavior.1  

3.1 RMC Design 

A schematic of the RMC camera is depicted in Figure 4. The object space x,y,z 

coordinate system is fixed at the detector face with the x,y plane (target plane) flush to 

the detector face and the z-axis extending out of the detector as the axis of rotation. The 

                                                      

1 A majority of this chapter was published in [76, 78] 
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image plane is parallel to the face of the detector and positions of gamma sources on this 

plane are defined by their x,y,z object space location. The z-distance (SID) is measured 

from the face of the detector to the image plane. The z-distance between the two 

collimators is referred to as ‘separation.’ The collimator closest to the image plane is 

large enough in diameter to ensure that it is in the path of all incoming gamma rays. 

Consequently, the field of view is not limited by collimator size. With the collimator 

slats aligned horizontally (parallel to the x-axis), the slats are a certain ‘slat width’ in the 

y-direction and have a ‘slat height’ in the z-direction. The distance between the slats is 

referred to as the ‘slot width.’ The sum of the slat width and slot width is referred to as 

the ‘pitch’ [76].  

 

Figure 4. Schematic of RMC system.  
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As the RMC rotates about the z-axis, a certain number of counts are detected by 

the detector at each collimator angle, θi. The resulting observation matrix contains the 

number of counts at each angle. This information is used to reconstruct a 2D image 

consisting of M pixels by using a probability matrix, P, which contains the probability 

that the counts at each collimator angle, θi, originated at each pixel, m, located at a 

location (x,y or rm,θm) in a plane perpendicular to the axis of rotation in space [77]. Figure 

5 depicts the image plane and several collimator dimensions.  

 

Figure 5. Dimensions associated with the imaging plane and collimators.  

3.2 Prototype Camera 

A prototype RMC was constructed (see Figure 6). Extruded aluminum was used 

to build a rectangular frame. This frame held two collimators composed of lead slats 

separated by plastic ‘slots.’ A piece of plastic PVC pipe was fitted around each end of the 

frame, and the entire unit then rested on rollers. To rotate the RMC, a steel ring gear was 

fitted around the frame and coupled to a gear that was fixed to a computer controlled 
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rotational stage. The prototype RMC was designed for flexibility: the distance between 

the collimators can be varied, and the collimator slats and slots can be exchanged for 

ones with different widths and heights [76].  

 

Figure 6. Prototype RMC. A rectangular frame (A) holds the 2 collimators (B), 

which are made of lead and plastic. These slats and slots can be switched out or slid 

along the frame to test different configurations. The frame (A) is fitted inside PVC 

pipe (C) which allows the RMC to roll on rollers (D). A metal ring gear (E) is coupled 

to a plastic gear (F) mounted to a rotational stage to provide controlled rotation.  

To test the RMC’s ability to modulate gamma rays, a 17.9 µCi point source of 

22Na (which emits both 0.511 MeV and 1.274 MeV gamma rays) was positioned at 

various locations within the x,y image plane. Measurements were taken with an HPGe 

detector located directly behind the rear collimator of the RMC. The RMC orientation 

and point source locations are listed in Table 2. For each RMC orientation, modulation 
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profiles were obtained for four different point source locations by recording the number 

of gamma rays detected in a two-minute timeframe at 10° intervals between 0° and 180°, 

resulting in 19 measurements per location. Figure 7 is a picture of the experimental 

setup [76].  

 

Figure 7. Experimental setup including, HPGe detector, RMC and point source 

on an imaging plane (the poster board).  

The prototype camera successfully modulated the incoming gamma rays. The 

following behavior was observed. There was no modulation when the point source was 

located at the axis of rotation; when the radius between the point source and the axis of 

rotation increased, the modulation profiles thinned. The modulation profiles for the 

1.274 MeV gamma rays were less distinct than those for the 0.511 MeV gamma rays. This 

is due to an increased gamma ray penetration of the lead slats. Figure 8 depicts 
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modulation profiles from RMC orientation 4 (SID 50 cm, separation 20 cm) for the four 

different point source locations and is representative of the results obtained from the 

four different RMC orientations [76]. 

 

Figure 8. Modulation profiles obtained for 0.511 MeV gamma rays (left) and 

1.274 MeV gamma rays (right) with the RMC at SID 50 cm and separation 20 cm. To 

aid visual comparison the 0.511 MeV counts have been halved. Error bars are 

approximately the same height as the markers.  

Table 2. RMC orientations. Constant parameters were: slat width: 0.5mm, slot 

width: 1.0mm, slat height: 15mm and point source energy: 0.511 MeV and 1.274 MeV. 

The point source was always located along the y-axis, so the y-axis location was also a 

measure of the source’s radius from the axis of rotation. 

RMC 

Orientation 

Distance to 

Detector (cm) 

Separation 

Between 

Collimators 

(cm) 

Point Source 

Location 

(radius, cm) 

1 40 10 0, 4, 5 and 6 

2 40 20 0, 3, 4 and 5 

3 50 10 0, 5, 6 and 7 

4 50 20 0, 4, 5 and 6 
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3.3 Near-Field Models 

3.3.1 Schnopper and Hurford Model 

A geometric model for the far-field application of the RMC was developed by 

Schnopper, et al. [73] and Hurford, et al. [69]. Fim describes the probability of a signal 

being generated from a point source located at position, m, when the collimator is at 

angle, θi. 
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where rm is the radius of the point source from the axis of rotation on the imaging plane, 

SID is z-distance between the imaging plane and the detector, θm is the angular position 

of the point source on the imaging plane, pitch is the slat and slot width added together, 

and separation is the distance between the two collimators [78].  

An initial study was performed using the Schnopper and Hurford model to 

conduct a near-field simulation and reconstruction of images [77]. Figure 9 depicts near-

field modulation as predicted by this model.  
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Figure 9. Schnopper and Hurford predicted near-field modulation profile for 

camera configuration 4 (SID 50 cm, separation 20 cm, pitch 0.15 cm). 

It is apparent that the near-field behavior predicted by (3) does not match the 

behavior observed from testing with the prototype camera. This is because many 

assumptions that are valid for a focus of infinity (as is assumed in space-based imaging) 

are no longer valid in the near field. In the near-field the incoming gamma rays cannot 

be assumed to be in parallel. The model becomes invalid in the near-field when the 

angular pitch of the collimator (tan-1(rm/SID)) becomes less than the angular distance 

between the source and the detector (tan-1(pitch/separation)). When this occurs, the 

bottom of the cosine expression in (3) is less than the top, causing rapid fluctuations in 

the calculated value of Fim over a 180° collimator rotation [78]. A new model is necessary 

to accurately describe the near-field behavior. 
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3.3.2 Proposed Near-Field Model 

This section proposes a new near-field gamma camera model. This model was 

developed for this thesis to accurately describe the geometry of the proposed RMC 

imaging system and it is used to verify experimental and simulated behavior.  

First, let us assume a point source located on the axis of rotation. Gamma rays 

can penetrate the entire length of the collimator in the vertical direction, but only a 

certain distance, 2l, in the horizontal direction. The parameter l is calculated as shown 

below (4), by adding a similar triangle created by the first collimator to that created by 

the second collimator. Essentially, l is the distance dictated by the geometric angle of 

acceptance defined by the collimator’s slots and slats [78]. 

heightslat

widthslot
separation

heightslat

widthslot
separationSIDl +−= )(         (4)  

This distance, 2l, and the vertical distance, 2v, define a rectangle of acceptance (ROA). 

Figure 10 illustrates the model geometry. The top picture shows the front-on 

view of the collimator, as seen from the perspective of a point source. The rectangle of 

acceptance is drawn overtop. The bottom picture shows the point source, collimators 

(light color indicates slots, dark color indicates slats) and HPGe detector as seen from the 

side. The geometric acceptance angle dictates the distance in the horizontal direction, l, 

that the rays can pass through the collimator. In a non-ideal model, the distance 2l 

would be affected by high energy gamma rays penetrating the slats [78].  
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Figure 10. Top: front view of collimator. Bottom: Side view of collimator 

depicting point source, collimators and detectors. 

As the collimators rotate, this ROA continues to have the same area, and rotates 

like a propeller pinned to the collimator. The same area of the detector is visible to the 

point source at all collimator angles. Thus, no modulation occurs for point sources 

located along the axis of rotation [78].  
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Let us also assume that the length of the ROA extends to infinity in the vertical 

direction, 2v, but remains fixed at 2l in the horizontal direction. As the collimator rotates, 

the ROA sweeps out an area of acceptance in space. An off-axis point source will only be 

able to “see” the detector when it is inside the ROA. The farther away the point source is 

(in terms of either SID or radial distance on the imaging plane), the less time it will 

remain inside the ROA because each angular step translates into a larger arc. The above 

concept is illustrated in Figure 11A which shows the rectangle of acceptance sweeping 

out an area of acceptance in space. The further away the point source is, the less time it 

will remain inside the ROA. At 0° points A and B are inside the rectangle, at 20° only 

point B is inside and at 45° both points are outside [78].  

 

Figure 11. Illustrations of the geometry of the rotating ROA. 

This view is binary, as either the point source “sees” the detector or it does not. 

The resulting modulation profile would be a square wave, with cutoffs at zero once the 
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point source is outside the ROA. However, this is not the case. Once a source is located 

inside the rectangle of acceptance, the modulation profile begins to slope upward from 

baseline, reaching its maximum when the angle of the collimator (θi) is equal to the angle 

of the point source (θm) [78].  

For such a profile to occur, let us assume that the axis of rotation of the ROA is 

pinned to the point source, instead of to the center of the collimator. This is akin to 

rotating the point source and leaving the camera fixed, rather than rotating the 

collimator and leaving the point source fixed (Figure 11 A vs. B). This alternate view 

depicted in Figure 11B shows the area of the detector the point source can “see” as the 

ROA rotates about the point source. Figure 11C shows the geometry determining the 

area of the detector face “seen” when the collimator is aligned with the point source 

(maximum area). Finally, Figure 11D shows the model geometry as the ROA rotates [78].  

The number of gamma rays detected from the point source is proportional to the 

area of the detector face that is covered by the ROA and can be calculated in the 

following manner: 
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2cos-1[(q+l)/r] if (q+l) ≤ r 

α =            (7) 

 0 otherwise 

 

2cos-1[(l-q)/r] if abs(l-q) ≤ r 

β =           (8) 

 2π otherwise 

 

Fim = πr2 – ½ r2(α-sinα) – ½ r2(β-sinβ)                             (9) 
Note: area of a semicircle defined by angle φ and radius r, is defined: ½ * r2 * (φ-sinφ) 
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where Sim is the area (in terms of the solid angle) that can be “seen” by a point source 

located at pixel, m, (which is defined in the imaging plane by radius, rm, and angle, θm) 

when the collimator is at angle θi. Fim is equal to the area of detector face minus the area 

of semicircle A minus the area of semicircle B. SID is the z-distance between the detector 

face and imaging plane; θ is the relative angle between the point source and the RMC; q 

is the distance between the centerline of the rectangle of acceptance and center of the 

detector; α and β are the angles that define the semicircles A and B (Figure 11 C & D) 

[78].  

The modulation profiles predicted by the geometric model confirm trends that 

were observed in the experimental data. Moving the point source further away in the z-

direction will increase the area of detector that the point source can see, but this is 

negated by the decrease in solid angle (see Figure 12 A vs. B) resulting in a modulation 
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profile with a smaller peak when the source is farther away. Additionally, by keeping 

the angular location (θm) the same but changing the radial distance (rm) of the source 

from the axis of rotation, the modulation profile becomes thinner as the radius increases 

(Figure 12C). When the radius is kept the same but the angular location of the source is 

changed, the modulation profile shape remains the same, but the location of peak 

changes to correspond with θm (Figure 12D) [78].  

 

Figure 12. Modulation profiles predicted by the geometry of the collimator. (A) 

The area of the detector seen by a source 40 and 50 cm away and (B) the matching 

solid angle seen by each source. Note how more area is seen by the SID 50 cm source, 

but less solid angle. (C) Shows the effect of keeping the angular location the same and 

changing the radius from 4 to 6 cm, while (D) shows the effect of keeping the radius 

the same and changing the angular location of the point source.  
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Using the above observations, four characteristics of the modulation profile have 

been identified: peak location, FWHM, maximum and minimum value (see Figure 13). 

These vary depending on the point source’s location in space, causing a modulation 

profile to be unique to a location. As reconstruction of images depends on the ability to 

distinguish between neighboring pixel’s modulation profiles, a profile with a thin 

FWHM and large maximum to minimum value would provide both differentiation and 

signal strength.  

 

Figure 13. Modulation profile with four distinguishing characteristics labeled: 

peak location, FWHM, maximum value and minimum value. These characteristics 

will vary depending on the location of the gamma source.  

The geometric model is an idealized model and not a prediction of absolute 

modulation profile shape. It addresses only the basic pattern of modulation by only 
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accounting for the distance from the source to the detector, the source’s location on the 

imaging plane, and slot width and slat height. A more definitive model would take into 

account all RMC design parameters including slat width, collimator separation, 

collimator alignment, and high-energy gamma ray penetration of the collimator slats. 

However, the development of a near-field model is necessary in order to understand the 

geometric basis of RMC functionality in the near-field. Figure 14 shows a comparison 

between the near-field model and the experimentally collected data. As shown, taking 

into account all the other variables does not change the overall modulation profile 

behavior as the peak number of counts will occur where predicted by the model, and the 

basic modulation profile curve will remain the same.  The largest difference between a 

modulation profile predicted by this model and one generated by an actual RMC is 

caused by penetration of the slats by the high-energy gamma rays. This penetration 

causes the “floor” of the modulation profile to rise while the peak counts remain 

essentially the same. Thus, as the gamma energy increases, the peak in the modulation 

profile is lost in the background noise [78].  
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Figure 14. Experimentally collected data compared to near-field model 

prediction from camera orientation 4 (SID 50 cm, separation 20 cm, pitch 1.5 cm). 

3.4 Summary  

This chapter presented a basic overview of the RMC camera. Then the design, 

construction, and testing of a prototype was covered. While the modulation profiles 

were wide and barely visible for the 1.274 MeV gamma rays, it is encouraging that any 

modulation profile was visible when using slats 0.5 mm in width by 15 mm in height. 

These slats were comprised of a small amount of lead and should be easily penetrated 

by high-energy gamma rays. To reconstruct images, however, absolute collimation of 

the incident gamma rays is not necessary, only adequate modulation. If some 

modulation was achieved using those slats, it should be possible to identify reasonable 

collimator parameters that provide adequate modulation for reconstruction and 
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maintain reasonable camera efficiency within the expected energy range of NSECT (0.3 

and 1.5 MeV) [76]. 

Once an adequate RMC orientation is identified, future generations of cameras 

can be constructed taking into account the lessons learned from the prototype camera. 

Specifically (i) the aluminum frame and steel ring gear were too bulky and attenuated 

some the gamma rays and (ii) the small area of the first collimator limited the field-of-

view. The distance of the source from the axis of rotation is limited by the ratio of SID to 

separation multiplied by the difference between the radius of the collimator and radius 

of the detector face. Gamma rays from sources located greater than this distance away 

from the axis of rotation would come over the top of the first collimator and only be 

attenuated by the second. Many modifications can be incorporated into the next 

generation RMC design such as a less bulky, less attenuating frame and drive 

mechanism and a larger first collimator that permits an adequate FOV [76]. 

Experimentally acquired data did not match far-field models presented in the 

literature, and these existing models fail in the near-field. A new near-field model to 

explain RMC behavior in the near-field was developed. Due to the model’s inability to 

account for septal penetration, this model should not be used to determine the 

dimensions of a functional RMC, as the largest design challenge will be to determine an 

RMC design that provides enough stoppage so that the modulation profile peak remains 
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visible above the background. Chapter 4 will describe the development of a Monte Carlo 

model that can overcome the near-field model’s shortcomings. 
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4. Monte Carlo Simulation 

The previous chapter described near-field data acquired from experimental 

testing of the RMC and the geometric model to justify the modulation behavior. 

However, this geometric model is unsuitable for use in identifying useable RMC 

parameters, as it cannot account for septal penetration. This chapter describes the 

development of a Monte Carlo simulation of the RMC in GEANT4. This simulation 

environment will facilitate careful optimization of the RMC parameters for NSECT 

applications.2  

4.1 GEANT4 

GEANT4 is a Monte Carlo simulation package developed by CERN for 

applications in high-energy physics, specifically the modeling of interactions between 

high energy particles and matter [79]. GEANT4 is used for NSECT Monte Carlo 

modeling because of its ability to track interactions of high-energy neutrons in matter. 

Our research group recently published a manuscript verifying GEANT4’s ability to 

successfully model the NSECT interrogation environment [80]. Modeling of the RMC 

camera involves a different set of parameters than the typical NSECT setup consisting 

of: neutron source, target and HPGe detectors. For the research described in this thesis a 

                                                      

2 Note: a majority of this of this chapter is drawn from [76] 
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GEANT4 model world is developed that consists of a gamma ray source, RMC and 

HPGe detector. The gamma ray source produces gamma rays between 0.5 and 1.5 MeV 

which interact with the material in the RMC and the HPGe. GEANT4’s particle 

interaction libraries will be able to simulate septal penetration and allow for accurate 

RMC modeling.  

The GEANT4 toolkit is a collection of C++ class libraries and data libraries [79]. A 

common C++ code base was established for all NSECT applications to build upon [80]. A 

flexible model world is built on top of this code base consisting of the gamma ray 

source, RMC collimators (modeled as slats floating in space) and an HPGe detector 

(Figure 15). The collimators are modeled simply as slats to reduce simulation complexity 

and run-time. In reality, a collimator support structure would be necessary, but it will be 

constructed from a material with low attenuation properties. The advantage of this 

flexible model is that it only has to be compiled once. The user can specify and change 

specific variables at run time without re-compiling the model. This simulation allows for 

changes to the following collimator dimensions (slat width, slot width, slat height, 

collimator separation, distance to source (SID), slat material and collimator offset), as 

well as point source location and gamma ray energy. To ensure no gamma rays go over 

the top of the first collimator the outer radius of the collimators has been expanded. The 

image plane is not physically limited by the outer dimensions of the collimators [76].  
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Figure 15. Schematic of the GEANT4 simulation with the point source, two 

collimators and HPGe. 

The simulation proceeds as follows:  

An ideal gamma point source emits gamma rays in all directions, with only a 

small fraction reaching the detector. To save simulation time, the gamma rays emitted 

from the point source are aimed only in the direction of the detector. However, if they 

were aimed solely at the detector face, the solid angle of the emitted gamma rays would 

decrease as the SID increased. This solid angle inconsistency would prevent comparison 

of modulation profiles obtained for gamma sources at different locations. The solid 

angle is held constant by aiming the gamma rays at an expanding target plane located at 

the face of the detector (see Figure 4 in Chapter 3). This target plane increases in size as 

the point source moves away from the detector and gamma rays follow a path from the 

source to a randomly selected location on the target plane. This expanding target plane 
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ensures that a detector located 5 cm away sees four times the number of gamma rays as 

one located 10 cm away [76]. 

4.2 GEANT4 Verification 

To compare the GEANT4 simulations to the experimental data, simulations were 

conducted with both 0.511 MeV and 1.274 MeV point sources generating 100,000 counts 

at each collimator angle from 0° to 180° in 10° increments. The simulations were 

conducted in the same configurations as used to test the prototype (see Table 2 in 

chapter 3) [76].  

The Monte Carlo simulation produced similar modulation profiles to those 

obtained experimentally. Accurate modeling of both 0.511 MeV and 1.274 MeV gamma 

rays was achieved (see Figure 16 and Figure 17) [76].  
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Figure 16. Experimental vs. Monte Carlo results for RMC orientation 4 (SID 50 

cm, separation 20 cm, gamma ray energy 511 keV) at four different radii. There were 

more experimental counts than simulated data counts resulting in error bars located 

inside the data marker for the experimental data.  

 

Figure 17. Side by side comparison of modulation profiles obtained by 

experiment (*) and Monte Carlo simulation (o) for both 511 keV (left) and 1.274 MeV 

(right) gamma energies. The data is from RMC orientation 1 (SID 40 cm, separation 10 

cm) with the point source located at a radius of 5 cm.  
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In Figure 16 and Figure 17 visual comparisons of the experimental and Monte 

Carlo results show that similar profiles are obtained. Septal penetration in both the 

experiment and simulation results in less distinct modulation profiles for the 1.274 MeV 

gamma rays. In Figure 17 the distinct peak seen in the 0.511 MeV data is hardly visible 

for the 1.274 MeV data [76]. 

The modulation profiles from the experimental, Monte Carlo and geometric 

model [78] are shown in Figure 18. The figure shows modulation profiles for SID 40 cm 

and SID 50 cm, normalized to the SID 40 counts. Note how the peaks of all three profiles 

are aligned, but that only the experimental and Monte Carlo data are similar because the 

geometric model is unable to account for penetration of the lead slats. The figure also 

reflects the decrease in counts that occurs when the source is moved farther away from 

the detector. From 40 cm to 50 cm, 1/r2 decreases 36%; correspondingly, the peak counts 

decrease about 30% [76].  
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Figure 18. Modulation profiles obtained by experiment (*), Monte Carlo 

simulation (o) and geometric model (--) of a point source located at a 5 cm radius and 

an SID of 40 cm (left) and 50 cm (right). The data from each SID 50 data set was 

normalized by the maximum counts from the SID 40 cm data. The RMC geometry: 

separation 10 cm, slat height 1.5 cm, slat width 0.05 cm and slot width 0.1 cm.  

The geometric model predicts that no modulation will occur when a point source 

is located on the axis of rotation. This is also the maximum number of counts that can be 

obtained from a point source located anywhere on a plane parallel to the front face of 

the detector located a certain SID away. For each RMC orientation in Table 2, the counts 

were recorded for a point source located on the axis of rotation and the average of these 

counts were used to normalize the modulation profiles obtained from other point source 

locations at that RMC orientation. This allowed numerical comparison between the 

simulation and experimental data. The counting error was propagated through 

normalization resulting in normalized experimental counts: E ± σE and normalized 
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simulated counts: S ± σS. Count rates are considered to have an error of ±σ where σ is 

defined as the square root of the counts [76]. 

The number of overlapping data points (defined as a point plus or minus its 

error) was counted for each data set and the percentage of overlapping points 

calculated. For point source locations not on the axis of rotation there were 19 data 

points (1 every 10°) while for sources on the axis of rotation there were only 10 data 

points (1 every 20°).  Better agreement was seen for the 1.274 MeV data than for the 0.511 

MeV data with only 2 data sets matching below 68% (one standard deviation). Results 

are shown in Table 3 [76].  

Table 3. Comparison between Monte Carlo simulation and experimental data. 
Percent overlap over 68% (i.e. greater then one standard deviation) is highlighted in gray. 

SID 

(cm) 

Separation 

(cm) 

Radius 

(cm) 

% Overlap 

0.5 MeV 

% Overlap 

1.2 MeV 

40 10 0 80 80 

  4 73.7 84.2 

  5 63.2 89.4 

  6 21.1 15.8 

40 20 0 70 70 

  3 36.8 94.7 

  4 52.6 68.4 

  5 57.9 78.9 

50 10 0 80 90 

  5 63.2 84.2 

  6 78.9 84.2 

  7 52.6 47.3 

50 20 0 100 70 

  4 52.6 89.4 

  5 68.4 78.9 

 6 52.6 89.4 
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 4.3 Summary  

This chapter described the development of a Monte Carlo simulation. In order to 

determine an adequate RMC geometry, the simulation must accurately model real-

world performance. The Monte Carlo simulation produced similar modulation profiles 

to those obtained experimentally. In both the experimental and simulated data, the 

modulation profiles were less distinct for the 1.274 MeV gamma rays than for the 0.511 

MeV. This is expected because higher energy gamma rays have greater penetrating 

power. Additionally, a decrease in overall counts was observed as the source was 

moved farther away from the detector, as expected [76].   

While there was a visual similarity between the Monte Carlo and experimental 

data, the data analysis found that the data sets for a wide range of implementation 

parameters matched below one standard deviation. This indicates a less than ideal 

match. There are many factors that would prevent a closer match between the 

experimental and simulated data. In the prototype the slats and slots were not perfectly 

aligned, the slots were comprised of plastic and not air, the aluminum frame and ring 

gear attenuated some of the gamma rays. Additionally, the 0.511 MeV gamma rays from 

22Na were not from a specific point, but were instead generated by the annihilation 

reaction which causes an inherent blur. Separately, all these discrepancies are expected 

to have minimal effects on the measured modulation profiles. The next chapter will 

discuss the system tolerance for slat alignment and initial results show a high tolerance 
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for offset. High-energy gamma rays and not significantly attenuated by plastic. The 

frame and gear were not in the flight path of a majority of the incident gamma rays. The 

inherent annihilation blur is on the order of millimeters. However, when all of these 

discrepancies are combined, the net result will be experimental modulation profiles that 

are slightly different from those generated in an ideally configured simulation. A large 

majority of the mismatched camera orientations and point source locations were with 

the 0.511 MeV gamma rays. These gamma rays are more likely to be modulated than the 

higher energy 1.274 MeV gamma rays. Thus, camera orientation inconsistencies are 

more likely to be significant factors for the 0.511 MeV gamma rays than the 1.274 MeV 

gamma rays [76].   

Despite these disparities, the Monte Carlo simulation environment is an 

adequate tool for use in identifying RMC parameters that can be used to image gamma 

rays in the near field. The RMC has eight parameters (SID, separation, slat height, slat 

width, slot width, field-of-view, slat alignment and slat material) that all affect 

modulation profiles and consequently, image reconstruction quality. Iterating through 

these parameters in a simulation environment is a more practical and efficient technique 

to establish a RMC design that functions in the energy range of interest and provides 

images feasible for clinical applications. Chapter 5 will cover the optimization of the 

above parameters using this Monte Carlo simulation [76].  



 

49 

5. Optimization of RMC Parameters 

The last two chapters described experimental RMC testing, the development of a 

geometric model and then the development and verification of a Monte Carlo simulation 

environment. In this chapter, the geometric model and the Monte Carlo simulation will 

be used to determine an optimal RMC design.  

Before determining an optimal design, the advantage of the two collimator 

system is addressed. Then, six system parameters are optimized: height, slat offset, slat 

material, slat height, slot width and slat width.1  

5.1 Two Collimator Design 

Before addressing the rest of the RMC design, it is important to understand how 

two separated collimators function differently from a single collimator. In the geometric 

model, the calculation of the region of acceptance does not depend on one or two 

collimators. It appears that a one-collimator design with slat height, x, will have the 

same angle of acceptance as a two-collimator design with slat height, x/2, (thereby 

having the same overall slat height). However this is not the case. Figure 19 shows the 

possible collimator intercepts for a gamma originating on the axis of rotation. These 

intercepts were adapted from [54]. For a one-collimator RMC there are two possible slat 

                                                      

1 Several optimization techniques were presented at [82]. 
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orientations: the gamma ray source can be on axis with a slat or a slot. For a two-

collimator RMC there are four possible orientations, with the gamma ray source on axis 

with a slot or slat coupled with aligned or unaligned slats. As the illustration 

demonstrates, the angle of acceptance fluctuates depending on the location of the 

gamma ray source, the location of the collimator slats, and the number of collimators. In 

the two-collimator design, if the gamma ray passes through the first collimator, it then 

must also pass through the second. As the first collimator is closer to the gamma ray 

source than in a one collimator system, the angle of acceptance through the first 

collimator is smaller. Additionally, the gamma ray must be on the proper trajectory to 

pass through the second set of slats. This effectively tightens the angle of acceptance and 

allows fewer gamma rays to reach the detector face; therefore, a two collimator design 

should produce modulation profiles with a smaller FWHM.  

 

Figure 19. Angle of acceptance for various collimator slat orientations. Note 

how allowable gamma paths fluctuate depending on orientation.   
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To determine the impact of two collimators vs. one collimator of twice the slat 

height, a Monte Carlo simulation was run with the parameters listed in Table 4. 

Table 4. One collimator vs. two collimator Monte Carlo simulation parameters. 

Parameter Value 

Collimator angles 0° to 180° in 2° increments 

Gamma events at each 

angle 

10,000 

Point source location x = 0, y = 5 cm 

Point source strength 1 keV, 500 keV, 1 MeV 

Slot width 1.5 mm 

SID 10 cm 

Slat width 1.5 mm 

Separation 0 cm 5 cm 

Slat Height 3 cm 1.5 cm 

 

Three different set of simulations were run. Each time varying one of three RMC 

parameters as the rest were held constant to the dimensions listed above. The SID was 

varied at 10, 15 and 20 cm; the slat width was varied at 1, 1.5 and 2 mm; the slat height 

was varied at 1, 1.5 or 2 cm (2 collimators) or 2, 3 or 4 cm (1 collimator). The maximum 

number of counts (max), peak to valley height (PV) and FWHM was measured for each 

modulation profile (see Figure 13 in Chapter 3). Then, the difference between the two 

collimator and one collimator data was calculated. In Table 5 below: 
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where 1 denotes the one-collimator RMC and 2 denotes the two-collimator RMC. The 

Δcounts and ΔPV are calculated in the above manner to take into account counting errors 

caused by the Poisson nature of counting noise.  

Table 5. Change in modulation profile shape at different RMC configurations.  

1 keV 500 keV 1 MeV Changing 

RMC 

variable 

Δ 

counts 

Δ PV Δ 

FWHM 

Δ 

counts 

Δ PV Δ 

FWHM 

Δ 

counts 

Δ PV Δ 

FWHM 

SID (cm) 

10 -2.22 -2.22 -4 1.18 1.22 -14 0.78 0.97 -26 

15 -2.98 -2.98 0 -0.79 -0.80 -2 -0.08 0.06 -34 

20 -3.42 -3.80 2 -0.68 -0.88 4 0.05 0.0 14 

Slat width (mm) 

1 -0.81 -0.81 -10 1.67 1.59 -12 0.35 0.59 -12 

1.5 -2.22 -2.22 -4 1.18 1.22 -14 0.78 0.92 -26 

2 -4.48 -4.48 -6 0.60 0.93 -18 0.43 0.98 0 

Slat Height (cm) 

2 -3.69 -3.69 -7 0 0.28 -2 -1.0 -0.34 -2 

3 -2.22 -2.22 -4 1.22 1.22 -14 0.78 0.94 -26 

4 -1.58 -1.58 -10 3.38 2.73 -20 1.83 1.49 -12 

 

At 1 keV when there is no septal penetration, the one-collimator design is more 

efficient (ΔPV and Δcounts are negative – indicating more gamma rays reached the 

detector with the one-collimator design) and has a larger FWHM. However, as gamma 

energy increases and septal penetration increases, ΔPV and Δcounts become positive 

indicating that the two-collimator model allows more gamma rays to reach the detector. 

This increased efficiency occurs while the FWHM remains thinner for the two-collimator 

design. This finding indicates a more efficient camera, with a tighter peak in the 
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modulation profile which is preferable in collimator design. The above results can be 

seen in Figure 20 below. Note in the 1 MeV case that the modulation profile for the two-

collimator design is more distinct than those from the one-collimator design. In 

summary, a two-collimator model behaves differently then a one-collimator model and 

is preferred for NSECT imaging due to its superior performance at higher gamma 

energies.  

 

Figure 20. Simulated modulation profiles. Left column plots are from a RMC 

with one collimator twice the slat height as the two collimator design on the right 

column. Top row plots are with 1 keV gamma rays and bottom row plots are with 1 

MeV gamma rays.  
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5.2 Separation 

The experimental data obtained from the prototype camera showed an apparent 

trend that the collimator separation had no real effect on modulation profile.  To 

examine this further the Monte Carlo simulation was run with parameters listed in Table 

6 below. 

Table 6. RMC configuration for Monte Carlo experiment on affect of 

separation on modulation profile. 

Parameter Value 

Collimator angles 0° to 180° in 10° increments 

Gamma events at each 

angle 

10,000 

Point source location x = 0, y = 4, 5, 6 cm 

Point source strength 500 keV 

Separation 5, 10, 20 cm 

SID Height + 5 to 30 cm in increments of 5 cm 

Slat height 2 cm 

Slat width 1, 2, 3 mm 

Slot width Slat width to 4 mm in increments of 1 mm 

Offset between slats Offset, aligned 

 

The above parameter range provided 594 modulation profiles consisting of 19 

data points each. Of these, 108 RMC configurations were identical except for a variation 

in separation between 5, 10 and 20 cm. These grouped data sets were then compared to 

determine similarity. For each grouped data set the number of points that overlapped 

within one standard deviation (where standard deviation is the square root of the 

number of counts) was calculated for each modulation profile comparing separation 5 to 
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separation 10, separation 10 to separation 20, and separation 20 to separation 5 

individually and finally all three separations together. If greater then 68% of the points 

in a modulation profile set overlapped, the sets were considered a match. Results are 

shown in Table 7 below. 

Table 7. Results of modulation profile comparisons between RMC 

configurations with different separations. 

Sets # Match at > 68% % total 

5 to 10 108 100 

10 to 20 97 89.8 

20 to 5 97 89.8 

All 3 match 71 65.7 

 

A larger number of data points overlap between any two modulation profiles 

than between all three; however, a majority of the grouped sets had overlapping 

modulation profiles. Figure 21 is an example of modulation profiles from grouped RMC 

configurations. Due to both visual and numerical comparison, the conclusion is reached 

that the distance between collimators has little effect on modulation profile shape. Using 

this knowledge, a separation of 5 cm is chosen so that the SID may be as close as possible 

to the detector to increase efficiency.  
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Figure 21. Modulation profiles from matching RMCs that only vary in 

separation (5, 10 and 20 cm). Pictured at left is data from RMCs with offset slats and at 

right is data from aligned slats.  

5.3 Slat Offset 

Using the data set generated for section 5.2, the effect of offset vs. aligned slats 

was also studied. There were 297 pairs of RMC configurations that varied only slat 

alignment (offset or not). Again, for each modulation profile pair the number of 

overlapping data points was calculated. The total number of pairs with over 68% 

overlapping data points was found to be 284 of 297, or 95.6%, indicating a similarity 

between the pair. This similarity is noticeable when comparing the left and right plots in 

Figure 21. It is concluded that slat offset has minimal effect on the modulation profile 

shape. Offset slats are chosen to more realistically mimic imperfections in collimator 

construction.  
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5.4 Collimator Material 

There are several low-melting point lead alloys available. One use for these 

alloys is in radiation oncology to build custom fitted patient shielding. As these 

materials are readily available, easily molded and already used in shielding, they were 

tested against solid lead as possible collimator slat materials. There is the possibility they 

may improve and simplify construction of future RMCs.  

The following materials, shown below in Table 8, were tested: 

Table 8. Properties of possible collimator materials. 

Name Composition Equivalent Z Density (g/cm^3) 

Low 158 Bismuth – 58% 

Lead – 26.7% 

Tin – 13.3% 

Cadmium – 10% 

81.5 9.57 

Low 203 Bismuth – 52.5% 

Lead – 32% 

Tin – 15.5% 

77.6 9.69 

Low 217-440 Bismuth – 48% 

Lead – 28.5% 

Cadmium – 14.5% 

Antimony – 9% 

74.76 10.13 

Low 255 Bismuth – 55.5% 

Lead – 44.5% 

82.5 10.43 

Lead Lead – 100 % 82 11.34 

 

A Monte Carlo simulation was run with the parameters listed below in Table 9: 
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Table 9. RMC configurations for test of different collimator materials. 

Parameter Value 

Collimator angles 0° to 180° in 5° increments 

Gamma events at each angle 10,000 

Point source strength  500 keV 

SID  (cm) 11, 19 15 

Point source location (x,y) (cm) (4,4) (4,12) (12,4) (12,12) (8,8) 

Separation (cm) 5 

Slat height (mm) 15 15 20 

Slat width (mm) 1 1.5 2 

Slot width (mm) 3 4 2 

Offset between slats aligned 

 

 Twenty-seven modulation profiles were generated for each collimator material 

and the peak to valley and FWHM were calculated for each. Additionally, the number of 

overlapping data points from each material’s modulation profile to the lead’s 

modulation profile was calculated.  

Figure 22 shows a comparison between the average FWHM and peak to valley 

for each material. While lead appears to have a smaller FWHM and a higher peak to 

valley, which is advantageous, all fall within the error of the other materials. However, 

when the number of overlapping data points were calculated, only the low 255 

modulation profiles matched those from lead (70% of the profiles matched within one 

standard deviation). The rest of the materials produced no overlapping profiles. This 

finding is expected as none of the tested materials had a higher density than lead and 

only low 255 had a higher equivalent Z. Gamma stopping power is directly proportional 
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to both the Z and the density of the material. For these reasons, lead will remain the slat 

material of choice; it appears to perform better, is denser and is only 0.5 lower in 

equivalent Z.  

 

Figure 22. Average FWHM (left) and peak to valley (right) of modulation 

profiles obtained testing various collimator slat materials.  

5.5 Slat Height, Slat Width and Slot Width 

Initial testing demonstrated that there was no simple way to distinguish between 

the individual effects of slat height, slat width and slot width on modulation profiles. 

For example, reconstructing images from RMCs where only the slat height was varied 

resulted in different trends when another variable was changed and then the slat height 

variance repeated. These results suggest that the slat height, slat width, and slot width 

are correlated variables.  Thus, these variables need to be optimized simultaneously.  

First, the effect of modulation profile shape on reconstruction quality had to be 

determined. A complete probability matrix (modulation profiles from each pixel in the 
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entire 10 x 10 imaging plane) was generated for 15 different RMC orientations. They are 

listed in Table 10 below.  

Table 10. 15 different RMC configurations used to determine effect of slat 

height, slat width and slot width on image quality. 

Parameter Value 

Collimator angles 0° to 180° in 5° increments 

Gamma events at each angle 10,000 

Point source strength  500 keV 

SID  (cm) 13 

Separation (cm) 5 

Offset between slats unaligned 

Field of View 3-13 cm x 3-13 cm (1 cm pixels) 

Setup Number Slat height 

(mm) 

Slat width 

(mm) 

Slot 

width 

(mm) 

1 10 2 2 

2 20 1 2 

3 20 2 2 

4 20 2 3 

5 20 2 4 

6 20 1 4 

7 20 3 4 

8 20 4 4 

9 25 2 3.5 

10 25 2 4 

11 25 3 4 

12 30 1 1.5 

13 30 1.5 1.5 

14 30 2 2 

15 30 2.5 3 

 

Point source reconstructions were done at four locations within the image plane: 

(4,4) (4,12) (12,4) and (12,12). For each reconstructed image, three variables were 
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measured: (i) range, the minimum pixel value subtracted from the maximum pixel value, 

(ii) spread, an average of the point spread function in both the x and y direction, and (iii) 

rank, position of point source in sorted list of reconstructed pixel values (i.e. if the point 

source was located at (4,4) and that corresponding pixel in the reconstructed image was 

the brightest, its rank was 100). Each image was given a score based on the range, spread 

and rank of each reconstructed image and the score was directly proportional to the 

image quality. 

For each full data set, the FWHM, maximum value and minimum value were 

measured in the modulation profiles from points (4,4) (4,12) and (12,12). A series of 

regressions were performed in Matlab [81] to determine which combination of 

modulation profile parameters best predicted the score of the reconstructed image. Only 

two parameters (average peak to valley and the ratio of the minimum values of (12,12) 

to (4,4)) were necessary to produce an accurate regression. The computed R2 term for the 

regression was 0.88 and the two-tailed p-value < 0.01; indicating a good regression. For 

the 1 MeV data, three parameters (average peak to valley, minimum of (12,12) and 

minimum of (4,4)) were necessary to produce an accurate regression. Here R2 was 0.76 

and the p-value was <0.01, again indicating an accurate regression.  

Second, with the regression model that predicted image quality based on 

modulation profile shape completed, Monte Carlo simulations were run producing 
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modulation profiles for three points, (4,4), (4,12) and (12,12) at 160 different RMC 

configurations, listed below in Table 11.  

Table 11. Parameters producing 160 different RMC configurations. 

Parameter Value 

Collimator angles 0° to 180° in 5° increments 

Gamma events at each angle 10,000 

Point source strength  500 keV, 1 MeV 

SID  (cm) 11, 19 

Separation (cm) 5 

Offset between slats unaligned 

Slat Height (mm) 10 by 5 to 30 

Slat Width (mm) 0.5 by 0.5 to 3 

Slot Width (mm) Slat width by 0.5 to 4 

 

Using the regressions developed above, the predicted image quality score was 

calculated for each RMC setup. Figure 23 depicts the predicted score vs. the peak to 

valley (PV) measurement of the modulation profiles (a measure of efficiency) for the 500 

keV data. There is a clear inverse relationship between the two, which is expected, as the 

relationship is the standard collimated gamma camera tradeoff [46]. Further data 

analysis was performed to determine an acceptable tradeoff between the two.  
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Figure 23. Image quality score vs. peak to valley for 500 keV gamma rays. 

There is a clear inverse relationship between image quality and camera efficiency.  

Figure 24 depicts the average predicted scores sorted by slat height, slat width 

and slot width for both 500 keV and 1 MeV data. There is a distinct trend in the slat 

height data and while a trend is seen between score and slot width, it is within the error 

bars. Both trends confirm that as efficiency decreases, by either increasing the slat height 

or decreasing the slot width, the score increases. Due to the distinct correlation between 

slat height and predicted image quality score, images and modulation profiles were 

visually inspected to confirm findings. Visual inspection of the 1 MeV gamma energy 
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data found that modulation profiles from RMCs with less the 25 mm slats were 

unrecognizable and mainly noise. Using this input, the field was narrowed to RMC 

designs from either 25 or 30 mm slat heights. Figure 25 shows the score vs. efficiency 

plots for both the 500 keV and 1 MeV data for only 25 mm and 30 mm slat height RMCs. 

Many designs with reasonable efficiency and predicted scores for one energy level 

performed poorly for the other. After sifting through the results, a design was chosen 

that provides a reasonable tradeoff between efficiency and the predicted image quality 

score for both 500 keV and 1 MeV gamma rays (slat height 30 mm, slat width 3 mm, slot 

width 3.5 mm).  

 

Figure 24. Average predicted score sorted by RMC dimension. Top: 500 keV 

data, bottom: 1 MeV data. Left: sorted by slat height, middle: sorted by slat width, 

right: sorted by slot width.   
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Figure 25. Predicted image quality score vs. efficiency for 25 or 30 mm slat 

height RMCs. Left: 500 keV data. Right: 1 MeV data. The arrow points to the point 

from the chosen design.  

5.6 Summary 

An RMC design was chosen by systematically testing each of the individual 

RMC parameters. In testing two collimators versus one, it was found that at low 

energies one collimator is preferable, but in the energy range of interest (500 – 1000 keV) 

two collimators provide a more distinct modulation profile. This is because the first 

collimator initially thins the incident gamma rays before they are able to reach the 

second. 

A second collimator is necessary, but the distance between the two does not 

matter if that separation is between 5 and 20 cm. A separation of 5 cm was chosen to 

allow for the camera to be placed closer to the object of interest. Additionally, the slats 

can be aligned or offset. This is most likely due to the high-energy gamma rays. Septal 

1 MeV Regression Data 500 keV Regression Data 
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penetration blurs the slight difference in acceptance angle between aligned and 

unaligned slats. An offset alignment was chosen as this seems more easily achievable 

goal in manufacture then perfect alignment.  

Several different low-melting point lead alloys were tested as the slat material. 

All except for one had a lower equivalent Z and all were less dense. As both Z and 

density affect stopping power, tests confirmed that lead was the most effective 

collimator material. This is acceptable as new slats will not have to be made on a regular 

basis, eliminating the need for using the easily moldable alloys. Lead is the collimator 

material of choice.  

Finally, slat height, slat width and slot width were determined. Using a 

regression analysis between modulation profile shape and predicted image quality score 

it was apparent there is a trade off between image quality and detector efficiency. This is 

the same tradeoff conventional gamma cameras face. Further data analysis identified a 

set of parameters that provide reasonable image quality and efficiency for both 500 keV 

and 1 MeV gamma rays.   

In the next chapter the chosen RMC design will be used to reconstruct images for 

both a small animal FOV (10 cm x 10 cm) and a human FOV (25 cm x 25 cm). 
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6. Imaging Limits of Near-Field RMC Camera  

Preliminary image reconstructions indicated that planar images could not be 

reconstructed without first performing a systematic study to determine the imaging 

limits on the RMC system. This chapter investigates the optimal FOV for imaging, 

addresses the limits of the imaging system and finally provides reconstructed line 

images generated from Monte Carlo simulation data. The quality of the reconstructed 

images is assessed based on three figures of merit: (i) signal-to-noise ratio (SNR), (ii) the 

FWHM of the reconstructed line, and (iii) a measure of the linearity of the imaged line 

source.  

As mentioned in Chapter 2, reconstruction with the MLEM algorithm allows the 

user to choose the number of pixels in the reconstructed image without regard for the 

amount of information in the system. However, an under sampled system is a concern 

for image quality. Herein, two different image sizes were chosen, 10 x 10 pixels and 25 x 

25 pixels. To test the resolution limits, pixel size was decreased while keeping the 

number of pixels the same. This removed the sampling rate variable from the problem. 

The amount of information in the system remained the same, and only the reconstructed 

pixel size changed. In a typical FOV approach, the FOV remains the same, and the 

number of pixels increases as the pixel size decreases. Given that the limits on the 
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system depend on the amount of unique information available for reconstruction, 

keeping the number of pixels constant was deemed the best approach.  

6.1 Field of View for Small Animal Imaging (10 x 10 pixels) 

6.1.1 Visual Inspection 

To provide a rough estimate of image quality, point source images were 

reconstructed using the near-field model to provide observation profiles and probability 

matrices. The near-field model is used instead of a GEANT4 simulation for two reasons: 

(i) only a rough image approximation is necessary (there is no need to simulate septal 

penetration), and (ii) improved time and efficiency (the near-field model generates the 

probability matrix, observation matrix and reconstructed image in seconds, whereas 

GEANT4 generates a probability matrix in hours). Point sources were reconstructed in a 

10 pixel by 10 pixel FOV at various pixel sizes and FOV positions in order to determine 

where the FOV should be located in space for each pixel size. The RMC permutations 

listed in Table 12 were explored. 
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Table 12. RMC configurations for testing 10 x 10 FOV. 

Parameter Value 

Collimator angles 0° to 180° in 1° increments 

Pixel size 0.5 cm to 1.5 cm in 0.25 cm 

increments 

Center of FOV (radial 

location from z-axis) 

2 cm to 24 cm in 2 cm increments 

SID 19 cm 

Separation 5 cm 

Slat Height 2 cm and 3 cm 

Slot Width 0.1 to 0.4 cm in .05 cm increments 

Slat Width n/a for model 

  

The reconstructed point source images for each radial FOV location were 

visually inspected. As the slat height increased and the slot width decreased, the image 

quality improved across all radial FOV locations and different pixel sizes. For each pixel 

size, a different radial location of the FOV provided the best image quality. Additionally, 

as pixel size decreased, image quality decreased, regardless of FOV location. As 

demonstrated in Figure 26, there appears to be a limit to the system’s ability to 

reconstruct images. Further analysis of the probability matrix revealed the causes of this 

limit, which is discussed in the next section.  
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Figure 26. Point source reconstructions for a 10 x 10 pixel four camera system at 

the optimal radius for each pixel size. Note how the image quality decreases with 

pixel size. 

6.1.2 Data Analysis  

The optimal location of the FOV is related to the uniqueness of the probability 

matrix. Generally, as the uniqueness of the matrix increases, the MLEM algorithm better 

identifies the pixels the observed signal originated from. The probability matrix from 

each radial FOV was examined in detail for the specific case of 0.1 cm slot width and 3.0 

cm slat height (see Table 12 above). As the trend of improved image quality for 

increasing slat heights and decreasing slot widths was seen at all radial locations and 

pixel sizes, it was unnecessary to examine more then one probability matrix from each 

radial location and pixel size. This specific case was chosen as it produced the best 

overall images. Four parameters of the probability matrix were measured. The first 

parameter, delta max, is the difference between the peak height of the maximum valued 
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modulation profile and the peak height of the minimum valued modulation profile. A 

high delta max implies a more unique matrix. The second parameter, correlation all, is 

defined as follows. Each modulation profile is correlated against all other modulation 

profiles in the probability matrix. For each profile, the number of profiles significantly 

correlated with a two-tailed p-value of < 0.05 is recorded. The average number of 

correlated profiles for each profile within the probability matrix is defined as correlation 

all. A high correlation all implies a less unique matrix. The third parameter, correlation 

close, measures the number of correlated profiles that have peaks within 45° of one 

another. Finally the fourth parameter, percent overlap, measures the number of pixels that 

overlap from one FOV to another when using multiple camera views. The lower the 

percent overlap is, the more unique the information in the system is. Figure 27 below 

depicts the four measured parameters based on the radial location of FOV and the 

reconstructed pixel size. 
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Figure 27. Probability matrix parameters for a 10 by 10 pixel FOV using 4 

cameras (A) delta max (B) correlation all (C) correlation max (D) percent overlap. The 

circled points indicate the radius at which best visual image quality occurred.  

Several trends are notable in Figure 27.  

1. The radius where best image quality occurred is at or one data point away 

from the radius of the maximum delta max point for each pixel size. 

2. Delta max increases with increasing pixel size.  

3. All radii of best visual quality occur when the percent overlap is 0%. 

4. Both correlation close and correlation all decrease with increasing pixel size.  
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5. Close inspection of plots B and C show that the correlation all and correlation 

close values intersect once the radius is sufficiently far away from the axis of 

rotation.  

Trends 4 and 5 are consistent with the geometry of the system. As the FOV 

moves farther away from the axis of rotation, the polar angle between pixels decreases. 

This effect is compounded by smaller pixel size. For example, a point at (2,2) is located at 

a polar angle of 45°. For a 1 cm pixel size the nearest neighbor at (2,3) has a polar angle 

of 56.3°, while a 0.5 cm pixel neighbor at (2,2.5) has a polar angle of 51.34°. As the radius 

increases, this effect increases. A pixel at (9,9) has a polar angle of 45°; its 1 cm pixel 

neighbor (9,10) has a polar angle of 48.0°, while the 0.5 cm pixel neighbor (9,9.5) has a 

polar angle of 46.5°. The radius of intersection between correlation close and correlation all 

is at the radius of best visual quality for pixel sizes 0.75, 0.5 and 0.25, while it is one after 

the radius of best visual quality for pixel sizes 1.5, 1.25 and 1.0.  

All four parameters have an effect on the uniqueness of the system; therefore, 

they affect the reconstruction quality. Results showed that as the delta max increased, 

image quality increased. Conversely, as the correlation between matrix elements 

increased, image quality decreased. Based on the above noted observations, the system 

must be within the following boundaries to allow acceptable reconstruction for small 

animal imaging:  

1) The FOV must fall at a radius were the maximum delta max occurs. 
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2) This radius of maximum delta max must also occur before the correlation close 

merges with correlation all. 

6.1.3 Effect of additional cameras on reconstruction quality 

The four cameras in the above system were centered in each Cartesian quadrant 

(Figure 28). This experimental setup led to symmetry of the system on either side of the 

45° line (Figure 29). If eight cameras were used, centered at 22.5° and 67.5° in each 

quadrant, each camera’s FOV would overlap its neighbor more than in the four-camera 

system. However, the individual probability matrices would not be symmetric (Figure 

28 and Figure 29).  

 

Figure 28. FOV locations for 4 camera views (left) and 8 camera views (right) 
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Figure 29. FOV modulation profile symmetry for 4 camera FOV (left) and 8 

camera FOV system (right). The 4 camera FOV lies on the 45 degree line, creating 

symmetry (pixels 2, 3, 4, 6, 7, 9), while the 8 camera FOV is off centered, and in this 

case only pixel 4 crosses the plane of symmetry.  

 Figure 30 shows a schematic representation of a FOV from both the four and 

eight-camera systems. The two systems should have similar delta max values as the FOV 

is within the same radial distance away from the axis of rotation resulting in similar 

extreme values. As demonstrated in Chapter 3 (Figure 13), two things affect modulation 

profile shape. Radius affects the modulation profile height and shape, while angle affects 

the peak location. As shown in Figure 30, more pixels from the eight-camera system 

exist along the same radial line. In general, these pixels cover a larger angular spread as 

compared to the four-camera system; therefore, this geometry indicates that correlation 

all will remain about the same because the radii will be similar between pixels.  

However, correlation close will decrease in the eight-camera system as compared to the 
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four-camera system because the angular location of different pixels will be less similar. 

Adding twice the amount of information into the system from an additional four 

cameras and reducing correlation close has the possibility enhance image reconstruction 

quality over the four-camera system.   

 

Figure 30. A FOV from the 4-camera (top) and 8-camera (bottom) system. The 

angular spread between the two outside pixels is listed. Note how the radial lines 

cover more pixels inside the 8 camera FOV, but that the angular spread is on average 

larger. 

To test the effect on image quality, point source images were reconstructed as in 

section 6.1.1, except that eight-camera views were used. The center of the FOVs were 

located the same radii away as before, but now centered at 22.5° and 67.5° in each 

quadrant. Visual inspection of the results yielded a new optimal radial location for each 
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pixel size. Image quality was affected based on FOV radius and RMC setup as before 

(Figure 31). 

 

Figure 31. Point source reconstructions for a 10 x 10 pixel eight camera system 

at the optimal radius for each pixel size. Note how the image quality decreases with 

pixel size. 

Visual inspection shows that, compared to the four-camera system, the 1.5 cm 

and 1.25 cm pixel images are improved, while the rest remained about the same. To 

determine the cause, the properties of the probability matrices were measured for each 

camera view and then averaged together as in section 6.1.2. Figure 32 shows the 

probability matrix parameters for both the four and eight-camera systems at the 1.25, 1.0 

and 0.75 cm pixel sizes. As expected, the delta max values remained about the same. In 

the 1.5 and 1.25 cm pixel data, there was a significant drop in correlation close. 

Additionally, correlation all merged with the correlation close value several radii after the 

ideal FOV location. This observation explains the marked improvement for the 1.5 and 
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1.25 cm images. However, as the pixel size decreases so does the change in correlation 

close. This small drop in correlation close from the four to the eight-camera system was not 

enough to improve the quality of images comprised of smaller pixel sizes.  Not enough 

unique information was added to the system to increase image quality. 

 

Figure 32. Probability matrix parameters for 1.25 cm pixels (A), 1.0 cm pixels 

(B) and 0.75 cm pixels (C) for both the 8 camera (solid lines) and 4 camera (dashed 

lines) systems. The vertical lines indicate the optimum FOV radius for each system. 
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6.2 Field of View for Imaging Humans (25 x 25 pixels) 

The system was also explored for a 25 x 25 pixel FOV – large enough to view a 

region of interest in a human. Again, point source images were reconstructed as in 

section 6.1.1, except that eight camera views were used as in section 6.1.3 and the FOV 

was increased to 25 x 25 pixels. A four-camera system was also evaluated; however, 

preliminary results demonstrated that this system was unable to reconstruct acceptable 

images. Visual inspection identified a FOV radial center of choice and showed 

diminishing image quality as the pixel size decreased (Figure 33). 

 

Figure 33. Line source reconstructions for a 25 x 25 pixel eight camera system at 

the optimal radius for each pixel size. Note how the image quality decreases with 

pixel size. 

As in section 6.1.2, the probability matrix properties were measured. Due to the 

increase in the FOV, delta max was expected to be higher and the correlation close and 

correlation all measures were expected to be less then the 10 x 10 pixel systems. More 
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pixels covering a larger region should have less in common with one another. Finally, 

percent overlap, was expected to increase as the large FOVs would overlap more of one 

another. Figure 34 shows the plots of the properties.  

 

Figure 34. Probability matrix parameters for a 25 x 25 pixel FOV using 8 

cameras (A) delta max (B) correlation all (C) correlation max (D) percent overlap. The 

circled points indicate the radius at which best visual image quality occurred. 

As expected for the 25 x 25 pixel system, delta max is higher, correlation max and 

correlation close are lower and percent overlap is higher than in the 10 x 10 pixel system. 

The 25 x 25 pixel system provides more unique probability matrices, as correlation close 

and correlation all do not intersect for any pixels larger then 0.5 cm. Although percent 
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overlap is significantly raised, this does not seem to have much of an adverse effect on 

image quality. The modulation profiles from individual pixels provide different 

information relative to their encompassing FOV. This indicates that despite pixels 

overlapping between FOVs, each FOV provides unique information to the system. 

However, due to the overlap, increasing the number of FOVs does not linearly increase 

the unique information in the system. Overall, image quality was acceptable for the 1.5 

cm to 0.75 cm pixel sizes. This finding is also supported by the improved probability 

matrix properties for the 25 x 25 pixel system as opposed to the 10 x 10 pixel system.  

6.3 Reconstructed Image Quality Metrics 

Once the effect of both probability matrix composition and FOV placement on 

image quality had been determined, images were reconstructed. To measure the 

reconstruction quality of images, a large Monte Carlo simulation was performed, 

obtaining a modulation profile for point sources every 0.5 cm over a vast FOV using the 

optimal RMC parameters chosen in chapter 5. The Monte Carlo simulation parameters 

are listed below in Table 13.  
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Table 13. Monte Carlo parameters to test image quality. 

Parameter Value 

Collimator angles 0° to 180° in 3° increments 

Gamma events at each 

angle 

10,000 

Point source strength 500 keV 

SID 19 cm 

Separation 5 cm 

Slat Height 3 cm 

Slat Width 3 mm 

Slot Width 3.5 mm 

 

This large data set was used to create smaller probability matrix data sets for the 

10 x 10 four-camera, 10 x 10 eight-camera, and 25 x 25 eight-camera configurations at 0.5 

cm, 1.0 cm and 1.5 cm pixel sizes. The locations of the FOVs were placed at the optimal 

positions identified above. Three types of reconstructions were performed for each 

camera / FOV configuration.  

1. Math, a reconstruction using the geometric model (this is the best case with 

no blur, counting fluctuations or septal penetration).  

2. Exact, where the probability matrix was formed with the point source located 

exactly in the center of the pixel and observation matrices were created from 

the probability matrix. This reconstruction tested the effect of septal 

penetration but not blur or counting fluctuations.  

3. Random, where the probability matrix was formed by averaging the 

modulation profiles from the center of the pixel and its eight closest 
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neighbors located 0.5 cm away in the x or y direction. The observation 

profiles were then formed by randomly choosing one of the 9 component 

modulation profiles. This accounted for septal penetration, counting 

fluctuations and blur.  

It was expected that the math reconstructions would perform the best followed 

by the exact and finally random, because at each step more uncertainty and noise are 

added into the system. 

For each camera configuration a line was reconstructed at every horizontal and 

vertical position within the image. This method resulted in 20 reconstructed images for 

the 10 x 10 FOV and 50 for the 25 x 25. For each line three image quality metrics were 

calculated. The first metric, SNR, is defined as the maximum value on the line divided 

by the mean background of the image. SNR is expected to increase with increasing 

image quality. The second metric, FWHM, is the FWHM of the line spread of pixels 

perpendicular to the line at each pixel of the line. A thin line will have a low FWHM. The 

third metric, linearity, is the root mean square of the difference between the pixel 

location of the maximum value to the expected location of the maximum value. A low 

linearity value indicates a straight line.  
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6.3.1 10 x 10 Image Reconstructions 

Figure 35 depicts the reconstructions for the 10 x 10 FOV for a vertical line in the 

center of the image and a horizontal line one row from the top of the image. Visual 

inspection shows that as the pixel size grows the line becomes thinner and more distinct. 

Additionally, the image quality decreases as the system becomes more unknown and 

variable, with the math reconstruction performing the best and the random performing 

the worst. Of note, there is inconsistency in reconstruction performance between the 

different images. For example, the vertical line reconstruction is located in the same spot 

as the true image, however the horizontal line is located at the top line and its true 

image is one line below the top. The eight-camera system seems to outperform the four-

camera system for the 1.5 cm pixels, while the four-camera system performs better for 

the 0.5 cm pixels. Both systems perform about the same on the 1.0 cm pixels.   
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Figure 35. Images of a horizontal line (left) and vertical line (right) in a 10 x 10 

FOV. On the top is the four camera system, and on the bottom is the eight. In each 

group of nine the rows are 0.5 cm, 1.0 cm and 1.5 cm pixels and the columns are the 

math, exact and random reconstructions.  

Figure 36 shows the image quality measurements for the 10 x 10 images. The left 

column is the mean of all 20 images, while the right column is for just the vertical lines 

from Figure 35. The four-camera and eight-camera data are listed next to one another for 

each pixel size. As pixel size increases, the SNR measure increases while the FWHM and 

linearity measures decrease indicating improved image quality. Careful inspection of the 
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numbers confirms both visual evidence and the conclusions reached in section 6.1.3. 

Namely, the eight-camera system out performs the four-camera at larger pixel sizes, 

there is no apparent difference at middle pixel sizes, and the four-camera system is 

better at low pixel sizes.  

 

Figure 36. Image quality measurements comparing the different 10 x 10 image 

systems. The left column shows the mean of the measurements for all 20 

reconstructions, while the right shows the measurements for the vertical line.  

6.3.2 25 x 25 Image Reconstructions 

Figure 37 shows the reconstructed image of a vertical and horizontal line in the 

25 x 25 pixel FOV. As with the 10 x 10 pixel systems, image quality improves as pixel 
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size increases and image quality degrades as the system becomes more variable. 

However, image reconstruction quality varied with the location of the line source. 

Reconstructed images of lines located in the center of the image were well-defined and 

straight; whereas, images of lines located near the edges were ill-defined and curved. 

Additionally, artifacts begin to appear in the 1.0 cm pixel images and become very 

apparent in the 1.5 cm pixel images.  

 

Figure 37. Images of a vertical (right) and horizontal (left) line in a 25 x 25 pixel 

FOV. The rows delimit 0.5 cm, 1.0 cm and 1.5 cm pixels (top to bottom) while across is 

the math, exact and random reconstruction methods.  

Figure 38 depicts the image quality measurements for the 25 x 25 FOV. The left 

column depicts averages across all 50 images, while the right column shows the 

measurements for the vertical line depicted in Figure 37. For the average of the 50 

images, the SNR improves from the 0.5 to 1.0 cm pixel images, and remains about the 

same for the 1.5 cm pixel images. For each pixel size, the SNR decreases as system 

variability increases. Very little difference is noted with respect to FWHM while linearity  
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has a sharp increase from 1.0 to 1.5 cm pixels. This is due to the appearance of artifacts. 

Measurements for a line at the center of the image show an improvement in SNR and 

FWHM as compared to the average across all images. These increased image quality 

metrics are indicative of the trend that reconstruction quality of lines in the center of the 

image is superior to that of lines toward the edge.  

 

Figure 38. Image quality measurements comparing the different 25 x 25 image 

systems. The left column shows the mean of the measurements for all 20 

reconstructions, while the right shows the measurements for the vertical line.  

 6.4 Summary 

There is a fundamental limit on the reconstruction ability of the RMC camera 

system. This limit is dependant on the uniqueness of the probability matrices needed to 
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reconstruct the FOV. A more unique probability matrix will result in better image 

quality. This is apparent as image quality improves from the 0.25 pixel size up to the 1.5 

cm pixel size.   

The number of cameras needed to reconstruct a 10 x 10 pixel FOV varies 

depending on pixel size, and larger pixels benefit from a greater number of cameras. 

With the larger pixel size, more unique information is captured in each FOV when using 

eight cameras. As the pixel size reduces, there is less unique information and adding 

four more cameras to the system does not improve reconstruction quality.  

For the 25 x 25 pixel FOV system, many 1.0 cm pixel images achieved reasonable 

reconstruction quality; however, artifacts are noticeable in several of the reconstructed 

images.  

Regardless of the number of cameras or pixels, images comprised of pixels less 

than 1 cm in size have poor resolution. Therefore, use of this camera for small animal 

imaging is not feasible. 1.0 cm pixels reconstructed consistently for both the 10 x 10 and 

25 x 25 pixel FOVs. It appears that 1.0 cm pixels may be acceptable for gross human 

imaging. 

Despite some favorable results, the overall results suggest that while some 

images may reconstruct well, the system is not sufficiently robust for use in NSECT 

imaging of humans or small animals due to chronic under-sampling. As explained in 
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Chapter 2, MLEM allows reconstruction of under-sampled systems; in this case, the 

under-sampling is too severe. 

It is difficult to determine the exact sampling of this camera system. Chapter 3 

discussed that increasing the collimator angles from 180 to 625 had no impact on image 

quality. The conclusion reached was that adding more interrogation angles did not 

increase the amount of unique information in the system. However, it would be wrong 

to assume that the modulation profile only counts as one piece of information. An 

acceptable estimate is to divide 180° (full camera rotation) by the average FWHM of the 

profiles in the probability matrix and multiply that number by two to determine the 

optimal angular sampling rate. Additionally, it is known that increasing the number of 

camera views does aid image reconstruction, so this must add to the amount of unique 

information in the system. Multiplying the angular sampling rate by the number of 

cameras provides a rough estimate of the sampling of the system. 

For the four-camera 10 x 10 system, the average FWHM was 30°, providing a 

sampling measure of 48. This number is well below the 100 pixels that were 

reconstructed. For the eight-camera 10 x 10 system, the average FWHM was also 30°. 

This system has a sampling measure of 96, which is close to the 100 pixels. Finally, the 

eight-camera 25 x 25 system has an average FWHM of 14°, which provides a sampling 

measure of 224, well below 625 pixels. This constant under-sampling in all systems 

could account for the inconsistencies in reconstruction. While some images are in a 
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location that allows reasonable image reconstruction, some are not. Adding more 

cameras to the system would add more information, but not in a linear fashion. Each 

new camera FOV does not add completely different information, as FOVs overlap and 

modulation profiles within the FOVs are similar to one another. This camera system is 

unable to reach an adequate sampling rate; therefore, image reconstruction ability is not 

robust enough for the proposed NSECT use. 
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7. Summary, Conclusion and Future Work 

NSECT is a promising interrogation imaging method with the potential to 

identify and map elemental concentrations within the body. This modality has potential 

applications for both identifying cancerous regions and monitoring patients with 

various liver diseases.  

Current position sensitive gamma cameras do not operate in the energy range of 

interest. This thesis focused on exploring a space-based gamma imaging technique in 

order to develop near-field, high-energy, position-sensitive gamma camera for use with 

NSECT.  

7.1 Summary 

Chapter 3 explained the concept of using a RMC coupled with a solid-state HPGe 

detector. The detector provides superior energy resolution while the RMC provides 

spatial information through gamma ray modulation. To understand the behavior in the 

near-field, a prototype camera was constructed and tests showed a behavior different 

from that expected in the far-field. A new geometric model was developed to explain the 

gamma ray modulation in the near-field. This model explains general modulation 

behavior but does not account for septal penetration. 
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Chapter 4 discussed the development of a Monte Carlo simulation environment 

to explore aspects of the RMC design. Results from the simulation matched 

experimental data collected with the prototype camera. Unlike the geometric model 

from Chapter 3, this environment simulated all aspects of the camera and gamma ray 

interactions. A Monte Carlo simulation is necessary to speed camera development as it 

is time and cost prohibitive to determine a camera design using the prototype camera.  

Chapter 5 described the systematic testing and identification of optimal RMC 

parameters. Six parameters were tested. First, slats comprised of lead outperformed slats 

comprised of low-melting-point alloys. Second, the differences between various 

collimator separation and slat offset configurations were found to be minimal. A 

separation of 5 cm was chosen to allow for increased efficiency and offset slats were 

chosen to mimic construction imperfections. Finally, slat height, slat width and slot 

width were tested together by fitting a regression to various modulation profile 

properties. As with other gamma cameras, there is an inverse relationship between 

camera efficiency and image quality. Based on the above findings, a design was chosen 

that was a reasonable compromise between efficiency and image quality. 

Chapter 6 determined the fundamental limits on the imaging system by 

analyzing the uniqueness of modulation profiles that comprise a probability matrix. This 

uniqueness is affected by the location of the FOV and the size of the pixels. 

Reconstructions were performed on data obtained from a Monte Carlo simulation. 
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While some acceptable imaging configurations existed, the system’s behavior was 

inconsistent for both small animal and human fields of view. 

7.2 Conclusion 

The functionality of the RMC in the near-field was explored, analyzed and fully 

explained. The effect of various RMC parameters on gamma modulation was 

determined. Despite the identification of optimal RMC and image plane parameters, the 

quality of the reconstructed images does not currently support the application of NSECT 

for either small animal or human imaging. This inconsistency is due to the severe under-

sampling of the system. While MLEM can account for under-sampling, there is just not 

enough unique information in the system to ensure reasonable image reconstruction for 

near-field NSECT imaging.  

7.3 Future Work 

While camera functionality is too uncertain in the near-field for use with NSECT, 

it may be acceptable in the mid-field. NSECT has potential to be applied to monitoring 

of cargo containers for homeland security. In order to scan a large object (several meters 

across), the camera would have to be located at least several meters away. This increased 

SID would narrow the modulation profiles significantly. Thinner modulation profiles 

result in an increased angular sampling rate, adding more information to the system. 
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Increased information has the possibility to provide a correctly sampled system and 

more accurate image reconstructions.  

This hypothetical scenario was tested in a Monte Carlo simulation with the 

following parameters. The HPGe detector was expanded to a radius of 35 cm to simulate 

the bank of HPGe detectors needed for this sort of operation. The parameters listed in 

Table 14 were used in the simulation: 

Table 14. Monte Carlo simulation of hypothetical Homeland Security 

application. 

Parameter Value 

Collimator angles 0° to 180° in 3° increments 

Gamma Ray Energy 500 keV 

Gamma Ray Events 20,000 per angle 

Pixel Size 40 cm 

Pixel Number 25 x 25  

FOV Radial Center 10 m 

SID 10 m 

Separation 0.5 m 

Slat Height 5 cm 

Slat Width 0.3 cm 

Slot Width 0.35 cm 

 

Figure 39 depicts four different reconstructed images obtained from the above 

simulated data. These are indeed acceptable image reconstructions. At this mid-range 

distance, the average FWHM is 3°, resulting in an approximate sampling measure of 960 

for an eight-camera system. This measure is 50% greater than the 625 pixels in the 

reconstructed image. Although these results are highly preliminary and a rigorous study 
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is necessary to establish feasibility, the knowledge gained in this thesis supports the 

hypothesis that mid-field NSECT interrogation may provide the correct amount of 

unique information needed to reconstruct images. 

 

Figure 39. Four reconstructed images obtained from mid-field simulated data.  

While NSECT imaging of humans is not possible using this camera system, other 

possibilities exist to obtain images. Currently, the first-generation CT technique is being 

used, and is a valid, yet time-consuming, option [44]. Additionally, as detector and 

crystal technologies improve, it may still be possible to design a position-sensitive 

gamma camera for use in the near-field at high gamma energies.
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