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1 Introduction

In open multi-agent systems such as grid-based virtual organizations [1], agents typically need to rely on
others for the delivery of information or resources or for the execution of tasks. Since trustworthiness can
not be taken for granted, however, an agent needs to build up a measure of her trust in other agents in her
environment, and to update it on the basis of her experiences with those other agents.

Many different computational trust models have been proposed in the literature, based on a wide variety
of techniques (see, e.g., [2] for a review of computational trust models in multi-agent systems). In the current
paper, we let the agents use Bayes’ rule to update beliefs about other agents’ capabilities. Once an agent
has established a trust or reputation value for other agents, resources, services, etc., the agent needs to act
on the basis ofthose values. This typically involves estimating the value of a certain, often binary, random
variable. If different agents are providing conflicting information about this value, and some are trusted
(highly) and some are not, then how should one combine these trust values with the information provided?
Which of the agents are more important, and how should conflicting claims be weighted? We investigate the
relative effectiveness of a variety of methods for combining trust values.

2 Establishing and Combining Trust Values

For establishing trust values, we let agenti assume that each other agentj’s behavior (j = 1, . . . , J) consists
of a sequence of Bernouilli trials with ‘success’ and ‘failure’ as possible outcomes, and is governed by an
agent-specific parameterθj : the ‘bias,’ or probability of success. Agenti’s trust in agentj refers toi’s
beliefs about the value ofθj , which i updates using Bayes’ rule. Wheni uses the Beta(a, b) distribution as
a (conjugate) prior distribution forθj , then the posterior distribution given our binomial likelihood is also a
Beta distribution. Trust is then usually taken as the expected value of this posterior Beta distribution which
is easily expressed using its parametersa andb asE[θj ] = a

a+b . Updating is then simply accomplished by
takinga = u + 1 andb = v + 1, whereu andv are the previous positive and negative experiencesi has
had withj, and where the values of1 are the parameters of the Beta(1, 1) distribution, the uniform prior.
Some example Beta distributions with different numbers of positive and negative experiences are shown in
Fig. 1(a), with the corresponding expected values depicted using vertical lines.

We propose3 methods for combining trust values when the observations of the valuea ∈ {0, 1} of a
binary variableA, by all J observers in the collectionJ need to be combined.

majority (m) This method lets agenti simply report the value forA which is observed by the majority of
agents inJ . (We only allow odd values forJ .)
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evidence (e)Agenti adds her positive and negative experiences across all agents claiming each of the values
a ∈ {0, 1} and estimates the expected capability in each of the2 groups of agents.

E(θJa
) =

∑
j∈Ja

positivej
i + 1∑

j∈Ja
positivej

i +
∑

j∈Ja
negativej

i + 2

She chooses the value fora which maximizesE(θJa
).

likelihood (l) Using this method, assuming each value in turn to be correct, agenti calculates the joint
probability of the observations, which is the same as the likelihood of each of the two values fora,
given the observations. For each value ofa ∈ {0, 1} (whereā = 1− a), the likelihood of it being the
true value ofA is equal to

L(A = a|observations) = p(observations|A = a) =
∏

j∈Ja

trustj
i

∏
j∈Jā

(1− trustj
i )

whereJb (for b ∈ {a, ā}) is the subset ofJ claimingA = b. Agenti reports the valueb ∈ {a, ā}
which maximizes the likelihoodL(A = b|observations).

3 Results

Figure 1(b) shows a sample of our results. In this case, allJ = 7 observers have the same probability of
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Figure 1: 1(a): example Beta distributions; 1(b): performance of the methods.

success,θj , shown on thex-axis. The graph shows the performance at timet = 1000 of agenti using
each of the3 methods, averaged over1000 replications of each experiment (the crosses and plusses). In
this simple case, each method’s expected performance can be calculated analytically (the solid lines). More
interesting results arise when different values forθj are distributed less evenly across the different observers.
The various methods show differential sensitivity to such changes, but the likelihood method is typically
optimal.
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