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Principles of phosphorescent organic light
emitting devices

Boris Minaev,*ab Gleb Baryshnikovb and Hans Agrena

Organic light-emitting device (OLED) technology has found numerous applications in the development

of solid state lighting, flat panel displays and flexible screens. These applications are already commer-

cialized in mobile phones and TV sets. White OLEDs are of especial importance for lighting; they now

use multilayer combinations of organic and elementoorganic dyes which emit various colors in the red,

green and blue parts of the visible spectrum. At the same time the stability of phosphorescent blue

emitters is still a major challenge for OLED applications. In this review we highlight the basic principles

and the main mechanisms behind phosphorescent light emission of various classes of photofunctional

OLED materials, like organic polymers and oligomers, electron and hole transport molecules,

elementoorganic complexes with heavy metal central ions, and clarify connections between the main

features of electronic structure and the photo-physical properties of the phosphorescent OLED

materials.

1. Introduction

The phenomenon of electroluminescence (EL) by which mate-
rials emit light in response to an applied voltage is widely used

in modern lighting technology. This electroluminescence
should be distinguished from black body radiation when light
results from heating by an electric current (incandescence).
Usually EL results from radiative recombination of electrons
and holes in a photo-electrofunctional material, typically a
semiconductor. The first traditional inorganic EL device, based
on gallium arsenide (GaAs), was developed and become avail-
able in the 1960s in the form of light-emitting diodes (LEDs).1

In such inorganic LED devices the electrons and holes may be
separated prior to recombination by doping the material to
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form a p–n junction. The EL phenomenon was observed for the
first time in ZnS phosphors as early as 1936.2 Other typical
inorganic EL materials comprise indium phosphide, powdered
zinc sulfide doped with manganese (producing an orange–red
color), with copper (greenish light) or with silver dopants
(producing bright blue color).1 Thus white light can be provided
with LED technology.

Beside these inorganic EL devices and fluorescent lamps,
new organic light-emitting diodes (OLEDs) have increasingly
become popular in recent decades; these are progressive tech-
niques incorporated into lighting industry being important
alternatives to incandescent lamps. Nowadays, it is widely
assumed that phosphorescent OLEDs, based on organic com-
plexes with heavy metals, are required to reach sufficiently high
efficiencies. However, still some problems exist, such as good
quality blue emission light, and the search for better photo-
functional materials for OLEDs remains a great challenge.

In connection to a historical analysis of OLED development
one should mention the discovery in 1947 concerning a trans-
parent anode constructed by depositing a layer of indium tin
oxide (ITO) onto a glass surface.1 This discovery opened the
possibility to obtain the light-emitting planar surfaces used
in all modern OLED applications. The fact that many organic
p-conjugated molecules and dyes possess intense lumines-
cence3,4 indicated their potential use in EL devices and the
first observation of organic electroluminescence came already
in the early 1950s: Andre Bernanose et al.5 applied high-voltage
alternating current fields to the acridine orange dye, deposited on
cellophane thin films and detected EL as the dye fluorescence.

Another important observation of organic EL based on
molecular single crystals was made by Martin Pope et al. with
the first fabrication of a monolayer EL device.6,7 They observed
for the first time a direct current electroluminescence applying
a high voltage to the pure single crystal of anthracene under
vacuum. While the double injection mechanism and correct

explanation of the anthracene single crystal EL as an electron–
hole recombination was given as long as a half-a-century ago,8

the organic EL phenomenon remained unexploited for a long
time because the anthracene single crystals used that time were
expensive and difficult to process.7,9 Practical applications of
this scientific achievement were hindered by the need for high
voltage (about 400 V) and a large size of the high-quality single
crystal. Thus large scale applications of the organic light-
emitting diode (OLED) technique based on monolayer single-
crystal EL were not developed at that time.

The first efficient organic electroluminescent diode was
fabricated by Tang and VanSlyke10 at Eastman Kodak in 1987.
It was constructed as a double layered organic thin film
sandwiched between two electrodes. One layer consisting of
aromatic diamine was capable of only hole transport, while the
second organic layer composed of a tris(8-hydroxyquinoline)
aluminium (Alq3)10 film was used as a light emitter (Fig. 1)
being in the micro crystalline form with a nano grain size. The
Alq3 microcrystal provides, besides emission, an efficient elec-
tron transport from the cathode.

Such an emissive layer has proven to be very useful11 and
boosted further progress in OLED technology accompanied by
the development of new polymers and doping materials.9 This
novel two-layer structure with separated hole transporting and
electron transporting layers leads to the result that electron–
hole recombination and light emission occurs in the middle of
the organic layer. This provides a reduction in the operating
voltage and improvements in the device efficiency.10 It led
finally to the current era of OLED research and production.

Nowadays the display market is still dominated by liquid
crystal displays with amorphous silicon thin-film transistor
backplanes processed on glass.9 Within the last years, active-
matrix OLED displays have rapidly expanded their market.9b

The incorporation of different polymers in the interlayer, like
parylene and polyphenylene vinylene (PPV), has been optimized
in terms of their deposition and patterning in order to use a low
temperature process for making organic backplanes for OLED
displays.9b

The OLED research is thus growing due to their potential for
future flat panel displays and solid state lighting applications.
The first OLEDs were commercialized in 1997 as flat displays in
the form of organic polymers in which only singlet excitons are

Fig. 1 Structure (a) and (b) 3D model of the Alq3 complex.
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light emitting. Spin–orbit coupling (SOC) effects are very weak
in organic molecules and electrically generated triplet excitons
(in ratio 3 : 1 to singlets) are then not emissive. Full use of all
singlet and triplet excitons and 100% of internal quantum
efficiency in OLEDs are possible when SOC effects provide
strong mixing of spin multiplets. This is in fact realized in
heavy element (Ir, Pt) complexes with organic ligands when the
triplet state emission harnesses all electro-generated excitons.
This approach has begun to develop since 1998 and the first
such phosphorescent red OLED has already been used in
mobile phones in 2003 as sun-displays. Recently red, green
and blue (RGB) platforms of highly efficient phosphorescent
dyes have been achieved and OLEDs TV is now undergoing
commercialization.

Since the SOC effects play a crucial role in modern OLED we
present in this review a general introduction of basic principles
of electroluminescence in organic semiconductors in order to
illustrate how the spin of many electron systems provides
control of OLED efficiency. We then consider the nature of
atomic multiplet splitting with the method of SOC calculations
and how the results of this can be used in the explanation and
rational design of efficient photofunctional materials for modern
OLED devices.

2. Principles of organic
electroluminescence
2.1. Operation principle of organic light emitting diodes

Organic unsaturated molecules in the form of polymers and
crystals are electrically conductive because of the delocalization
of p electrons, which can provide conjugation over the whole

species.6 The corresponding materials exhibit various conductivity
levels ranging from insulators to conductors, and are therefore
considered as organic semiconductors. The highest occupied and
lowest unoccupied molecular orbitals (HOMO and LUMO) of
such organic semiconductors are analogous to the valence and
conduction bands of inorganic species like GaAs.9

To illustrate the principles of polymeric OLED operation
we present a simple scheme (Fig. 2). In this scheme the
monomer molecules, denoted by a circle with the HOMO
(fi) and LUMO (fu) inside, present the polymer chain. This
can be PPV, for example, representing one layer, as it was
realized by Burroughes et al.12 in the first polymeric OLED.
In the ground state of the polymer, Fig. 2a, all conjugated PPV
molecules have closed-shell structure (the HOMO is doubly
occupied) each being in the singlet ground state (S0). The
homogeneous and dense PPV film (100 nm thick) formed on
a bottom electrode (indium oxide deposited by ion-beam
sputtering), is typically used as the anode (left side in Fig. 2),
in the fabricated OLED device.12 In the form of the cathode
(electron-injecting contact) alkali-earth metals, or aluminum,
magnesium silver alloys and amorphous silicon hydrogen
alloys, are suitable (right side in Fig. 2). Usually a number of
layers of different electron- and hole-conductive materials
are implemented in modern multilayer OLEDs. The electron
conductive layers can be introduced near the cathode for
more effective electron transfer to the emissive layer; the
additional hole-conductive film, such as CuI, can also cover
the ITO-anode for better transfer of the injected holes.13 Fig. 2
just represents one emitting layer of the organic thin film,
or molecular single crystal in the experiments of Martin Pope
et al.,6,7 which oversimplifies the real structure of a modern
multilayer OLED.

Fig. 2 Scheme of EL generation in a polymer chain.
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Electrons and holes are injected by applying a bias, Fig. 2b.
The threshold for substantial charge injection in the OLED
device of Burroughes et al. was just below 14 V and the light
output was almost linear with current.12 This means that the
charge carriers migrate through the polymer being driven by
the applied voltage right from the beginning, Fig. 2c. At shorter
distances between electrons and holes they start to attract each
other and form excitons, Fig. 2d and e. This is analogous to
ion–radical pairs in solvents,14 but with a rather different type
of diffusion mechanism. One should note that both electrons
(LUMO) and holes (singly occupied HOMO) have arbitrary spin
from the beginning of the injection processes, and are not
spin-correlated. If the spin-down electron is transferred to the
anode (and spin-up hole is created), as shown in the left side of
Fig. 2b, any spin orientation is possible for the injected electron
from the cathode. On the right side of Fig. 2b the spin-up
electron is shown: thus the electron–hole (e–h) pair is present
in the common triplet (T) spin state by addition of the two
parallel spins. At the same time, the spin-down electron at the
cathode can also be injected. In this case, the electron–hole pair
will have singlet (S) spin state (zero total spin). This is schematically
shown as (d) and (e) examples in Fig. 2, for the T and S e–h
pairs, respectively. Since we do not deal with spintronic devices
in this review,11 the electrode materials considered are not able
to inject spin-polarised charge carriers. Furthermore, since the
cathode- and anode-injective processes are not spin-correlated,
the T and S pair formation events are equally probable. In order
to describe S and T states in terms of a HOMO–LUMO approach
one can consider their wave function C as a product of the
spatial (Fi�u) and spin (O) parts:15

C = F�O, (1)

1;3Fi�u ¼
1ffiffiffi
2
p fið1Þfuð2Þ � fið2Þfuð1Þ½ �; (2)

where sign ‘‘+’’ corresponds to the singlet state 1F and sign ‘‘�’’
corresponds to the triplet spatial state 3F, fi(1) means HOMO,
which depends on the spatial coordinates x1, y1, z1 of the first
electron, fu(2) means LUMO, which depends on the spatial
coordinates x2, y2, z2 of the second electron. In general, all spin
functions are determined through the S2 operator:

S2O = S(S + 1)�h2O, (3)

where O is a spin eigen-function and S is the total spin
quantum number, respectively. For the triplet state S = 1 and
for the singlet state S = 0; O is also an eigen-function of the Sz

operator; this is a projection of the total spin on the z-axis (in the
case of external magnetic field directed along the z-axis):

SzO = MS�hO, (4)

where MS quantum number is equal to zero for the singlet state;
MS = �1, 0 for the triplet. For two electrons the triplet state spin

functions 3O can be determined in a form of the |S,Szi eigen-
functions for three substates like the following:

1; 1j i ¼ að1Það2Þ; 1;�1j i ¼ bð1Þbð2Þ;

1; 0j i ¼ 1=
ffiffiffi
2
p� �

að1Þbð2Þ þ bð1Það2Þ½ �
(5)

and for the singlet state

1O ¼ 0; 0j i ¼ 1=
ffiffiffi
2
p� �

að1Þbð2Þ � bð1Það2Þ½ �; (6)

where a and b are eigenfunctions of the single electron Sz

operator, eqn (4), with MS =�1/2 quantum numbers, respectively,
and S = 1/2 in eqn (3).

For OLED applications it is important to stress that the triplet
state consists of three spin-sublevels, eqn (5), and that the S state
is a single one, eqn (6). Thus, the statistical ratio for the triplet and
singlet excitons induced by the applied voltage is 3 : 1. One should
mention that the simple configurations with spin-arrows in Fig. 2
cannot represent proper spin states, eqn (5) and (6), with zero spin
projection, MS = 0. In accordance with the Pauli principle all
states, eqn (1)–(6), are antisymmetrical with respect to coordinate
permutation of two electrons; the S and T states differ in such
symmetry for the spatial and spin parts. The electric dipole
moment operator for the two electrons M = er1 + er2 is symmetrical
with respect to their permutation. Thus the electric dipole transi-
tion moment between triplet and singlet states is equal to zero
because of integration by both the spatial and spin parts (for
example for the T1 - S0 transition). Such double prohibition
leads to a rather strict selection rule. Any perturbation which
depends on electrostatic interaction (the most important one
in chemistry) cannot overcome this double prohibition for
S–T transitions. In the absence of an external magnetic field the
only possible perturbation which can overcome the S–T selection
rule is spin–orbit coupling (SOC). Its analysis (chapter 4) indicates
that SOC is very weak for the first row elements and depends on
spatial properties of the wave functions, eqn (2). When electrons
and holes are localized at the neighboring molecules (Fig. 2d
and e) they have overlapping HOMO wave functions with close-
lying energy levels. This leads to a high probability of an electron
‘‘jump’’ from the right to the left molecule, or to an electron–hole
recombination (Fig. 2). Vibrations of the nuclear core contribute
also to the probability for such an electron ‘‘jump’’. Here we need
to consider in some detail the relative energy and radiative
properties of the S and T states which are generated inside one
molecule after the electron–hole recombination.

When the recombination occurs for the singlet electron–
hole pair the excited singlet state (S1) of one molecule is formed
and fluorescence emission is produced by the S1 - S0 spin-
allowed transition (Fig. 2). Accounting for the wave function for
the ground singlet state:

CðS0Þ ¼ 1Fi;i
1O ¼ fið1Þfið2Þð1=

ffiffiffi
2
p
Þ að1Þbð2Þ � bð1Það2Þ½ �;

(7)

one can derive the S1 - S0 transition dipole moment as

Mg
1;0 ¼ S1 M̂g

�� ��S0� �
¼

ffiffiffi
2
p

e fih jrg fuj i ¼
ffiffiffi
2
p

mg
i�u; (8)
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where g A {x,y,z} are Cartesian projections. The single-electron
integral mg

i�u depends on the properties of fi and fu MOs and
on their ability to be concentrated in the same parts of the
space. If the HOMO and LUMO are delocalized simultaneously
in far separated moieties of the polymer stretched along the g
axis, the S1 - S0 transition dipole moment, eqn (8), will be
large and proportional to this separation. This is an actual
situation for many conjugated organic polymers.

The rate constant for spontaneous emission n - m (kr) and
radiative lifetime (tr) can be determined by eqn (9):4

kr ¼
1

tr
¼ 64p4 DEn�mð Þ3

3h4c3
Mn�mj j2; (9)

where DEn–m is the transition energy, Mn–m is the transition
dipole moment, which is equal for fluorescence. For fluores-
cence

Mn�mj j2¼M1;0
2 ¼

X
g

S1 M̂g
�� ��S0� �2

(10)

A typical tr value is of the order of nanoseconds for fluorescence
of the p-conjugated organic chromophore.

Usually the first excited triplet state (T1) is lower in energy
than the singlet counterpart (S1). This is a molecular analogue
of the atomic Hund’s rule.15a In the HOMO–LUMO approach,
eqn (2), the singlet–triplet splitting is equal to

DES–T = E(S1) � E(T1) = 2Ki,u, (11)

where

Ki;u ¼
ðð

fið1Þfuð1Þ
e2

r1;2
fið2Þfuð2Þdv1dv2 (12)

is the exchange integral.15a It can be easily estimated for a
simple typical example. For the pp* excited state in the planar
ethylene molecule within the zero differential overlap approxi-
mation

fi ¼
ffiffiffiffiffiffiffiffi
1=2

p
j1 þ j2ð Þ fu ¼

ffiffiffiffiffiffiffiffi
1=2

p
j1 � j2ð Þ ; (13)

where j1 is the 2pz atomic orbital (AO) at the first carbon atom,
one can get

Ki;u ¼ 1
2
½ð11j11Þ � ð11j22Þ� (14)

ð11j22Þ ¼
ðð

j1ð1Þj1ð1Þ
e2

r1;2
j2ð2Þj2ð2Þdv1 dv2 (15)

Eqn (15) presents an example of a Coloumb repulsion integral
between two electrons at two atoms. The intra-atomic repulsion
integral (11|11) analogue can be estimated from spectral data
for the carbon atom. Accounting (11|11) = 10.98 eV and (11|22) =
7.22 eV by semiempirical estimations, one can get Ki,u = 1.88 eV.
The energy gap between S and T vertically excited pp* states in
planar ethylene is quite big (3.76 eV) in agreement with observa-
tions.4 This is a typical result for pp* excitations in planar
hydrocarbons.3 In ethylene molecule the pp* excitation is strongly
localized on the CQC bond, therefore the exchange interaction is
relatively high; it goes down upon delocalization and reaches
an order of about 1 eV for many p-conjugated chromophores.

As follows from the above simple example, the exchange inter-
actions, eqn (14), are weaker than the Coloumb forces, eqn (15);
both have the same electrostatic nature, but the former have
numerous important consequences for the OLED operation.

The S1 - S0 (p–p*) transition dipole moment, eqn (8), for
the planar ethylene molecule with the HOMO–LUMO wave
functions, determined by eqn (13), is equal to mz

i�u ¼ 1
2
eRC¼C,

where z is the CQC axis. For longer polyene chains the HOMO–
LUMO p–p* transition dipole moment is also proportional to
the chain length and is characterized by the chain direction
z-polarization. In fact, for polymers of the PPV type the excita-
tions are polarons (polaron excitons) which are delocalized on a
few units of the chain.16–26 The transition dipole moment,
eqn (8), is large (about 10 Debye); therefore light absorption
and fluorescence of such polymers is quite intense. Thus, in
Fig. 2e the situation with electron–hole recombination is over-
simplified for conjugated organic polymers, but is more reli-
able for molecular crystals, nanoparticles, glasses and other
molecular materials bound by van-der-Waals forces. It can be
applied also for non-conjugated organic polymers. In contrast
to singlets, emission from the triplet state of organic chromo-
phores has a very low rate constant (because of strong spin
prohibition for T–S transitions) and cannot compete with non-
radiative quenching at room temperature. By statistical reasoning
there are three triplet e–h pairs and only one singlet counterpart for
each four electron–hole collisions. In the volume of such material
(close to the central part of the layer) a huge part of the charge
carriers – about 75% of all electron–hole pairs – recombine to
produce triplet exited states which cannot emit light. At ambient
temperature they are quenched by intramolecular vibrations and by
phonons; thus 75% of the applied electric power are spent for
heating of the device. This leads to the assumption that the
emission quantum yield has an upper statistical limit of 25% in a
pure organic polymeric LED.31,32 In order to compel the triplet
excitons to emit light (to compete with non-radiative deactivation at
room temperature) and to do useful work in OLEDs it is necessary to
incorporate special organometallic dyes into the organic polymers,
containing heavy transition metals, which will participate in the
charge carrier recombination and provide a strong SOC in order to
overcome spin-prohibition of the T1 - S0 transition. Therefore, the
problem of SOC-induced mixing of the triplet and singlet states is a
crucial one for efficient OLED devices.

Fig. 2 provides an additional oversimplification since it does
not account explicitly for the driving force of charge injection
and transport – the applied bias; it concentrates attention on
the spatial organization of molecules in the material (polymer
chain), spin behavior and direction of charge migration. This
process is induced by the applied voltage and the simple
scheme (Fig. 2) should be modified as is shown in Fig. 3, which
accounts for more energetic details including the dependence
of the MO levels on the bias.

A single layer OLED is shown in Fig. 3 with an applied bias
voltage V and a vacuum energy level Wvac. Cathode and anode
materials are characterized by their Fermi levels WF and work
functions j. It is known that the bias provides a lowering of all
MOs levels of the molecules close to the anode and increases
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the energy of all MO levels for the molecules at the cathode
junction (Fig. 3). These can be easily checked by self-consistent
field (SCF) simulations. For example, SCF calculations of the
benzene molecule at a distance of 3.6 Å from a positive proton
charge (anode model) provides a down shift of about 4.5 eV for
all MO energy levels; for a similar benzene complex with the H�

anion all MO levels are shifted up by 3.7 eV. Various modifica-
tions of the charged anode and cathode materials by metal and
halogen ions (and by their clusters), respectively, do not change
the qualitative results for the ‘‘up-and-down’’ shifts of the MO
energy levels. The electronic polarization and MO energy shifts
depend on the donor–acceptor properties of the organic spe-
cies. Such microscopic simulation of the applied bias by the
charged ions corresponds to a high voltage; at the same time
it simulates coordination bonding of the adjacent organic
species to the electrode surface. Quantum mechanics/molecular
mechanics QM/MM calculations27 of these models with long
PPV chains (n = 5) have demonstrated the importance of inter-
molecular vibrations in the charge injection process. Calcula-
tions of the metal–molecular junction within the many-body
Green’s function framework could reproduce successfully the
observed conductance switching behavior.27 The latter is
induced by conformation changes of the intercalated oligomers
in the junction. It was revealed in that study that the bonds
between the terminal oligomer atom and the Pd electrodes are
quite weak.27 Modern OLEDs already meet many requirements
for practical applications in portable electronics (for example, in
mobile phones or digital cameras) and large area displays,
however, a continuous effort to improve charge carrier injection,

light emission and morphology changes to suppress various
quenching processes, is still in progress.27,28

Since the triplet states are generated in a great excess and
therefore are very important for OLEDs we need to consider
their properties in more detail. If the triplet electron–hole pair
recombines, as is shown in Fig. 2d, the lowest triplet excited
state (T1) of the molecule is produced, which can emit sponta-
neous radiation in the form of a T1 - S0 spin-forbidden
transition under special conditions, which are determined
mostly (or even entirely) by SOC.

Photoluminescence of organic molecules and dyes exhibits
behind the fast fluorescence (S1 - S0 transition) a delayed
emission of a rather long lifetime. It can be of two types:
emission of the same wavelength like the S1 - S0 transition
(delayed fluorescence), and a new-type afterglow shifted to the
red side of the photoluminescence spectrum. Both types of
emissions occur during seconds. The latter phenomenon was
observed in viscous and frozen solid solvents of organic mole-
cules at low temperature and has, since the 1890s, been called
phosphorescence.3,4 Half of a century proceeded with numer-
ous discussions3,4 before the first true interpretation of the
phosphorescence phenomenon appeared. It was assigned to
the T1 - S0 spin-forbidden transition by the Russian academi-
cian A. N. Terenin in 1943 for the first time.29 In spite of very
convincing proof,29 this interpretation was not generally
accepted until the sixties when the first EPR measurements
recognized definitely the paramagnetic properties of the triplet
state.4 Terenin established the triplet state nature in a very clear
way by analysis of various examples of phosphorescent emis-
sions with a reference to the first calculation of benzene spectra
by Goeppert-Mayer and Sklar, where the triplet 3B1u and 3B2u

states were predicted naturally by configuration interaction (CI)
calculations for excitations between degenerate molecular orbi-
tals of the e1g and e2u types30 in the D6h symmetry group of the
benzene molecule.30 Terenin had generalized these results for
all known luminescence spectra of a large series of conjugated
molecules and dyes and proposed the so-called modified
Jablonsky diagram, where the role of the metastable state had
been ascribed to the lowest T1 triplet excited state. Fig. 4 represents

Fig. 3 Position of MO levels in OLED depending on the applied bias.

Fig. 4 The modified Jablonsky diagram.
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these ideas in the form of the modified Jablonsky diagram and
illustrates the main photoprocesses following light absorption
(1) by organic molecules. A fast internal conversion (2) takes
place after absorption of the incident light and excitation of the
molecule into excited singlet states Sn. This thermal relaxation
of an electronically and vibrationally excited molecule is quite
rapid through transfer of excess energy from the solute mole-
cule to the solvent. It occurs also in the gas phase because the
intramolecular electron–vibrational interaction is generally
found to be the main driving force. This process occurs
in 10�13 s.4

When the molecule relaxes into the lowest singlet excited
state S1, the further non-radiative transition into the ground S0

state (3) is hindered by a large energy gap and cannot compete
with the fast S1 - S0 emission (fluorescence, 4). The typical
radiative fluorescence lifetime (tf = k4

�1) is on the order of
1–100 ns for organic dyes.4 The radiationless process (3) is
called internal conversion, that is when molecules in the S1

excited singlet state may return to the ground state without
emission of a photon and convert all the excitation energy into
heat. It is an inefficient process in aromatic hydrocarbons and
polymers, which are used in OLEDs.

In terms of the HOMO–LUMO approach, the T1 state is lower
in energy than the S1 counterpart by the double exchange
integral 2Ki,u, eqn (13). This energy gap is not big (comparable
with few vibrational quanta) and the non-radiative S1 T1

transition (intersystem crossing, ISC, k5) provides an effective
electronic energy conversion into nuclear movement. The SOC
between the S1 and T1 state is enhanced by nuclear vibrations,
which generally play a crucial role in the ISC process (one can
remember that spin prohibition for ISC is not very severe). The
singlet–triplet processes in organic molecules are generally less
probable than the singlet–singlet processes by a factor of 106.
Accounting that radiationless vibrational processes (such as
internal conversion between excited states) occur in approxi-
mately 10�13 s, the time required for a spin-forbidden vibra-
tional relaxation process would be approximately 10�7 s, which
is of the same order of magnitude as the reciprocal lifetime of
an excited singlet S1 state. Thus the ISC rate (k5) can be, in
principle, competitive with the fluorescence rate (k4). In such
a case the T1 state can be populated with relatively high
quantum yield.

The further fate of the triplet excited molecule is determined
by the fact that the non-radiative T1 S0 transition (6) strongly
depends on temperature and aggregate conditions. The intrin-
sic spontaneous T1 - S0 radiative rate constant (kr

7) in
p-conjugated organic molecules, being a factor of 106 smaller
than the k4 rate, could be expected in the range 10–103 s�1,
which thus corresponds to a phosphorescence lifetime (tp =
1/k7) of a fraction of a second. At ambient temperature in liquid
solution a molecule experiences millions of collisions with the
solvent species during this lifetime and is definitely quenched
by the effective collisional deactivation before emission can
occur. In molecular crystals and in polymers the triplet exciton
can migrate through the lattice core and encounter other
T excitons because of their long lifetime. Upon collision of

two triplet molecules singlet, triplet and quintet (S = 2 in
eqn (3)) states are possible. Statistically, for nine collisions we
have one singlet, three triplets and five quintet states (MS = �2,
�1, 0 in eqn (4)). The singlet state of the collision complex with
the energy 2E(T1), which is usually higher than the E(S1) energy
of one molecule (Fig. 4), can easily relax to the first excited
singlet state S1 and then produce a delayed fluorescence with a
lifetime equal to tp/2:3,4

1(T1 + T1) = S1 + S0; S1 = S0 + hn. (16)

The process described above is referred to as P-type delayed
fluorescence and is one of the processes which is important in
OLEDs because of the large concentration of triplet states
generated in the emissive layer at high voltage. In the case of
a low DE(S1 � T1) energy gap the thermally activated reversed
ISC (5) process is possible which leads to delayed fluorescence
of the E-type.3 It is found recently to be important in a new type
of highly efficient OLED.28

In photoluminescence of organic solvents the delayed
fluorescence of the P-type is a common phenomenon at high
concentrations.3 In frozen and viscous solvents, where colli-
sions are suppressed, the non-radiative quenching rate k6

is also suppressed and spin-forbidden phosphorescence
(intrinsic spontaneous T1 - S0 radiation, 7, in Fig. 4) can be
observed with its long natural lifetime (tp = 1/k7). In this
explanation of all known photoluminescence phenomena
Terenin employed for the first time the important notion of
electron spin for phosphorescence and spin statistics (spin-
allowed character) for the delayed fluorescence of the P-type.29

Besides the first phosphorescent assignment there are other
important findings about the role of the triplet states in organic
photochemistry (including the role of molecular oxygen in the
triplet state quenching).29 Tribute to these discoveries4,29

should be certainly made when discussing the modern OLED
development, since triplet states and the phosphorescence
phenomenon are extremely important for all types of electro-
luminescence – they are especially important for the modern
generation of OLED devices based on implementation of
metallo-organic complexes.9,31–35 It is worth mentioning that
A. N. Terenin was probably the first who studied photoconduc-
tivity of organic dyes in the solid state36 and sensitized phos-
phorescence in organic solutions at low temperature, which led
to the discovery of energy transfer between triplet states.37

From this brief historical note we return back to the role of
singlet and triplet states created by charge carrier recombina-
tion, Fig. 2, and the luminance efficiency of OLEDs. For all
OLED applications the energy of the triplet T1 state is of great
importance since it is this state that is mostly populated during
electron–hole recombination. The rate of intersystem crossing
(k5) in most conjugated organic molecules and polymers is
apparently rather low with some exceptions like fullerenes and
anthracenes. Deuteration of organic molecules often sup-
presses the k5 and k6 rate constants; the C–H vibrational
frequency is much higher than that of the C–D bond vibration
and higher overtones should be excited in the deuterated
species in order to accept the excess energy E(T1) � E(S0) and
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transfer it into vibrational relaxation. From this example one
can realize that the nonradiative energy transfer is determined
by electron–vibrational (vibronic) interaction to a large
extent.34,44 This notion can also be applied to the electron–hole
injection, migration and recombination processes.9a,44c We will
analyze vibronic and other corresponding problems of organic
electroluminescence starting with popular OLED materials like
p-conjugated polymers.

2.2. The nature of excitons in p-conjugated polymers and in
organic crystals

Most polymers employed in organic photovoltaic cells and in
the first efficient OLEDs26 have p-conjugated backbones. Since
we have started our review with such OLEDs12 some more
comments about PPV and similar polymers, like polyfluoren
(PF) and polythiophene (PT), are necessary. We need here to
analyze more the nature of the lowest excited S1 and T1 states in
the conjugated polymer of the PPV type, since it rules the
former OLED emission.12,26 In the case of PPV this problem
has been extensively discussed in the literature with supporters
of the idea that the S1 state defines the true band gap as when
electron and hole is separated,19 and those who consider the S1

state as an exciton with tightly bound electrons being addition-
ally stabilized by Coulomb attraction (the order of this stabili-
zation energy was debated).26 In fact, an exciton is a bound
state of an electron and a hole, which are attracted to each
other by the electrostatic Coulomb force with a particular
contribution of exchange interaction depending on their spatial
distribution and ranging from as little as 0.01 eV up to as large
as 0.2 eV.22

In spite of some deviations from planarity, the p-conjugated
backbones still exist and embrace almost the whole polymer. It
was shown for a number of polyfluorene (PF)20–24 and PPV
oligomers26 that some additional planarization occurs in the
excited state across a long region. The binding energy can be
quite small and the exciton size much larger than a molecule.
This is because of the screening of the Coulomb force by other
electrons in the semiconductor, determined by its dielectric
constant, e. One can introduce the critical radius RC for the
mutual interaction inside the electron–hole pair, which is defined
as the distance at which the Coulomb attraction is equal to the

thermal energy, kT ¼ e2

4pee0RC
, where e0 represents the dielectric

constant of vacuum.9 In materials with a small dielectric constant,
the Coulomb interaction between an electron and a hole may be
strong and the capture radius RC can embrace a long chain. From
the above equation one obtains for a typical organic polymer,
with e = 3 at room temperature, a big critical radius value of about
RC = 19 nm. At this separation the Coulomb interaction binds
the charge carriers together and they are no longer able to escape
one another by thermal diffusion. In comparison to inorganic
semiconductors, like silicon (e = 11.68), this attraction is much
stronger, enabling instantaneous exciton formation. Starting
from this distance, the evolution of the electron–hole pair is
determined by its own dynamics and by internal Coulomb

and exchange interactions being slightly different for the S and
T pairs. The time evolution leads to formation of a stable exciton
which involves 3–5 molecular blocks in the conjugated polymer.20

The triplet states are more localized than singlets. In materials
with small molecules (and in non-conjugated polymers) the
excitons tend to be small, of the same order as the size of the
unit cell (one monomeric unit in the polymer chain). Molecular
excitons may even be entirely located on the same molecule, as it
is shown in Fig. 2.

For PPV and similar materials it was shown that the optical
absorption and emission spectra of the polymer and oligomers
present clear manifestations of strong vibronic effects.12,22–26

From analysis of the vibronic progressions in few oligomers the
relaxation energy in the long chains has been estimated to be of
the order of 0.15–0.2 eV.26 Just the presence of the vibronic
progressions in such polymers show that the electronic excita-
tion produces a localized geometry relaxation across the exci-
ton. Semiempirical AM1/CI calculations of the five-ring PPV
oligomer indicate that the distortion region can extend over
20 Å;23 of course such electronic excitation cannot be related to
a pure band gap transition.26 This value represents a lower limit
for the delocalization length of the electronic wave function of
the exciton. A detailed analysis of the PPV oligomers wave
functions suggests that most of the delocalization takes place
over 5 monomer units (approximately 30 Å).23 Similar results
have been obtained for other polymers of the polyfluorene type
by TD DFT calculations.20,21

Vibrational effects in molecular optical spectra are usually
considered within the Born–Oppenheimer adiabatic approxi-
mation: the total wave function is presented as a product
of electronic, eqn (1), and nuclear (w) wave functions. The
former one is an eigenfunction of the adiabatic Hamiltonian:
H(e,Q)Cn(e,Q) = En(Q)Cn(e,Q) were e and Q represent all electro-
nic and nuclear coordinates and C(e,Q) is solved by the
Schrödinger equation at a particular nuclear configuration Q
with fixed atomic positions. There are 3N � 6 vibrational
coordinates for a molecule with N atoms and the same number
of normal modes Qi. The potential energy surface (PES) En(Q)
has a particular global minimum En(Q0) at the equilibrium
molecular structure for each quantum state Cn. For the excited
S and T states these minima are usually shifted from the
ground state equilibrium with a particular displacement di

along each normal mode. In the harmonic approximation the
nuclear wave functions are presented by Hermit polynomials
for each mode wv(Qi) and the total nuclear wave function is
presented by their product. The vibrational energy ev = hn(v + 1/2)
has to be added to the En(Q0) value. The Hessian matrix
(q2E/qQiqQj)0 can be diagonalized and with account of the
reduced masses (mi) it determines vibrational frequencies ni

and normal modes.
The vibronic progressions in molecular spectra can be calcu-

lated in terms of the linear coupling model (LCM). It assumes
that the excited-state normal modes are identical to those of the
ground state, apart from a displacement di from the equili-
brium for i-th vibrational mode, which is estimated by the
excited-state energy gradients (qEn/qQi)0 computed at the
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equilibrium geometry Q0 of the ground singlet state.18 The
electronic transition dipole moment, eqn (8), depends, in
general, on the nuclear coordinates Q. This dependence will
be taken into account in Section 4 in terms of Herzberg–Teller
theory. The LCM procedure is able to give a reasonable descrip-
tion of the low-resolution spectra which are available for PPV
and other polymers. At this stage we use the Condon approxi-
mation which assumes that the electronic transition dipole
moment M is independent on the nuclear coordinates.

A number of theoretical20–23,26 and experimental stu-
dies16,17,24,25 have been carried out in order to investigate the
chain length dependence of the energies of the singlet S1 and
triplet (T1 and Tn) excited states of a homologous series of
conjugated fluorene oligomers, and similar systems. In all
these polymers the primary photoexcitations have been found
to be singlet excitons. The excitons decay either radiatively
in the form of fluorescence emission or by nonradiative
quenching.

For p-phenylene vinylene and many other p-conjugated
organic molecules this radiation is characterized by a relatively
large electric-dipole transition moment (EDTM) hS1|M̂g|S0i,
determined in eqn (8); here M̂g ¼ e

P
i

gi is the electric-dipole

moment operator, g A {x,y,z} and summation include coordi-
nates of all electrons. With account of nuclear coordinates one
can write the EDTM for a particular vibronic v–v0 band of the
i-th vibrational mode in the form:

MS1;S0

�� ��2¼X
g

wvi
1C1

� ��Mg
1C0wvi
�� ��� ��2

¼
X
g

Mg
1;0

��� ���2 wvi
��� wv0iD E��� ���2 (17)

where wvi
�� wv0i� ��� ��2 is a Franck–Condon (FC) factor. The FC factor

of the 0–0 transition can be calculated analytically while the
other FC factors can be computed through the recursion
relationship proposed by Doktorov et al.18b For a given vibra-
tional mode Qi, the dimensionless electron–vibration coupling
strength called the Huang–Rhys parameter enters the FC factor

determination Si ¼
oidi

2

2�h
, where oi = 2pni and di is a displace-

ment.18c From electroluminescence of PPV it was expected that
the delocalization of the exciton in longer chains has to be
accompanied by a slight redistribution in the amplitude of the
lattice relaxations taking place in the central part of the
oligomer accompanied by appearance of weak geometry distor-
tions in the additional PPV units. Thus it was shown that the
relaxation energy continuously evolves as a function of the
chain-length.23 Similar relaxation evolves the Huang–Rhys fac-
tors for the active vibrational modes. The displacements from
equilibrium structure (di) on going from the S0 ground state to
the lowest excited S1 state reduce successively along the series
of increasing oligomer units in the polymer chain. The Huang–
Rhys factor is proportional to (di)

2 and should thus decrease
with the chain length. In the experimental luminescence spectra
of PPV and of some substituted oligomers the intensity of the

0–0 transition is found to be higher in the longer chain.23,24

This means that the Huang–Rhys factor for the active modes,
which determines the vibronic progression of photolumines-
cence really gets smaller with the prolongation of the oligomer.

A number of studies of the chain-length evolution of the
calculated vertical transition energies both by semiempirical
INDO/S type22,23 and by TD DFT/B3LYP levels20,21 have been
published associated with the absorption and emission pro-
cesses. Both processes are primarily described by an electronic
transition between the HOMO and LUMO levels, as in most
conjugated systems. However, the relative weight of the addi-
tional electronically excited configurations contributing to the
description of the lowest excited state increases as the chain
grows.9,17,18a,23 In general, configuration interaction studies
provide the electronic wave function which includes the local
excitations inside one block of the polymer, as well as charge-
transfer contributions: C = c1C(AB*) + c2C(A*B) + c3C(A�B+) +
c4C(A+B�) + c5C(A*B*) + c6C(A**B). Here A* indicates the
excited A molecule, and A and B refer to different polymer
blocks. The wave function can describe polymers with different
distortion in various blocks, as well as heterogeneous materials
including dopants and heterojunctions. If the ionic terms
dominate (c4, c3 c c1, c2) the above wave function describes
a charge-transfer exciton. The opposite example (c4, c3 { c1, c2)
corresponds to exciplexes or excimers. In the latter case the
expansion corresponds to the Frenkel exciton in a molecular
solid if the two molecules are identical (A = B). In some cases
the double excitations (c5, c6) have to be taken into account
(triplet–triplet annihilation, long polyene chain). The bipolaron
contributions, c7C(A�B�) + c8C(A+B+), are important under
particular conditions which violate the number of particles by
electron transfer from the neighboring chains.

2.3. Luminescence polarization measurements in stretched
polymers

The results of King et al.17 who measured optical polarization of
fluorescence, phosphorescence, and absorption in oriented
polymer films in the polyfluorene homopolymer (poly-9,9-
diethylhexylfluorene) are very important for analysis of the
nature of the exciton wave functions. When the stretched
polymer film was oriented parallel (AJ) and perpendicular
(A>) to the polarizer the polarised S0–S1 absorption and
fluorescence spectra show a high dichroic ratio (AJ/A>). The
S0–S1 absorption has been successfully polarised with a
dichroic ratio of approximately 10. Similarly, the fluorescence
emission is even more strongly polarised showing a dichroic
ratio of 20 at the maximum of the emission band. The phos-
phorescence in this polyfluorene homopolymer, however, has
its dominant component orthogonal to the chain orientation.28

The polarised photoinduced triplet–triplet T1–Tn absorption
shows that the higher excited triplet transitions have a dipole
moment along the chain with a high dichroic ratio. Thus the
T1–Tn transition is more like a transition of singlet character,
with the change in electron distribution during the transition
being along the chain. However, the phosphorescence in this
polyfluorene homopolymer has its dominant component
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orthogonal to the chain orientation.28 King et al.17 made
interesting conclusions about the nature of the exciton wave
functions in polyfluorene and the peculiar behaviour of the
triplet excitons with respect to the singlet ones.

There are two directions that are orthogonal to the polymer
chain; these are the short axis of the molecule and the out of
plane axis. As the chains are only aligned in one dimension and
the polymer backbone adopts a helical structure it is not
possible to differentiate between the two orientations ortho-
gonal to the backbone. Thus, while the phosphorescence
transition dipole moment has a dominant component ortho-
gonal to the chain backbone, without alignment of the polymer
in two dimensions, it is difficult to predict accurately the
precise direction of the dipole moment from experimental data.
We will return to the discussion of the results of King et al.17 for
polyfluorene later in Section 5.

3. Phosphorescent OLEDs
3.1. Electron–hole recombination and spin statistics in
OLEDs

The triplet state has three projections of the total spin and the
singlet has only one microstate, eqn (5) and (6). By statistics the
S and T excitons are produced in the ratio 1 : 3. The phosphor-
escence from the triplet excitons in organic polymers and
crystals composed mostly from hydrocarbons is much less
intense than the fluorescence.3,4 The spin-allowed S1 - S0

transition in hydrocarbons has typically a 106 times higher
radiative rate constant than the T1 - S0 spin-forbidden transi-
tion.38 The phosphorescence gains the dipole activity through
spin–orbit coupling (SOC) perturbation. SOC is very weak in
p-conjugated hydrocarbons and typical organic polymers since
the lowest T1 and Sn states (which determine the intense UV-vis
absorption) all possess pp* spatial character.4 The matrix
elements of the orbital angular momentum between the spatial
parts of pp* states are negligible. In a way, this is one of the
most important reasons for very weak phosphorescence in
p-conjugated chromophores and hydrocarbons, as one can
see from the theoretical treatment presented below. Thus the
triplet excitons in such organic polymers cannot provide useful
work in polymeric OLEDs in the form of bright light emission.
Their energy is spent by de-excitation through vibrational
relaxation and heating the polymer. Thus the quantum yield
in such OLEDs based on organic polymers has an upper
statistical limit of 25%.22,39 For this reason, pure organic
polymers have been substituted during the last decade by other
materials, which are able to involve the triplet excitons in the
useful game of light production.

In order to compel the triplet excitons to emit light and to do
useful work in OLEDs, one needs to increase dramatically the
radiative rate constant of phosphorescence in order to enhance
competition with the nonradiative deactivation rate constant.
The second way is to compel the triplet excitons of the organic
host to share their excitation energy with other species, which
are able to emit light.

3.2. Principles of electro-phosphorescence in multilayer
devices

Electro-phosphorescent organic light-emitting devices (PhOLEDs)
have been shown to harvest 100% of the excitons (singlet and
triplet) generated by electrical injection, corresponding to a four-
fold increase in efficiency compared to that achievable in
singlet-harvesting fluorescent polymeric OLEDs.32 In modern
OLED devices a large number of layers are used.10,31 Different
materials may be chosen to aid charge injection at electrodes as
well as improve the conductive properties. Multilayer devices
with doping by cyclometalated complexes including heavy ions
provide high external quantum efficiency by utilizing both the
singlet and triplet excitons.31–35

Electro-phosphorescent organic light-emitting diodes have
been shown to harvest 100% of the excitons (singlet and triplet)
generated by electrical injection, corresponding to a four-fold
increase in efficiency compared to that achievable in singlet-
harvesting fluorescent polymeric OLEDs.24 In modern OLED
devices a large number of layers are used.9,31 Different materials
may be chosen to aid charge injection at electrodes as well as
to improve the conductive properties. Multilayer devices with
doping by cyclometalated complexes including heavy ions
provide high external quantum efficiency by utilizing both the
singlet and triplet excitons.32

Since the ratio of singlet and triplet excitons formed under
electrical excitation is approximately 1 : 3,22 the phosphorescent
organic light-emitting diodes (PhOLEDs) based on metallo-
organic phosphors can approach 100% internal quantum effi-
ciency (in principle) because they harvest both the singlet and
triplet excitons simultaneously.31 All 75% of the generated
triplet excitons can be light-emitting because of the strong
SOC on the metal ion and huge enhancement of the T1 - S0

transition probability. The singlet excitons (25%) can emit light
independently or transfer their energy to the triplet through
intersystem crossing (ISC). Thus the heavy-metal phosphor
overcomes the limitation of 25% efficiency of the conventional
polymeric fluorescent OLED and approaches 100% harvesting.
However, the relatively long lifetime of metalloorganic triplet
phosphors (about 1 ms) provides additional difficulties: they
need to survive before emission. Thus an attempt to increase
luminance by high voltage leads to new limitations in PhO-
LEDs.31–33 At high current the long triplet lifetime may lead to
dominant triplet–triplet annihilation (TTA) and corresponding
quenching.

The general scheme of multilayer OLED devices is presented
in Fig. 5. The width of each layer is variable depending on the
experimental conditions and required luminescence features.
Usually the anode material consists of tin-doped indium oxide
(ITO) which is deposited into the transparent glass. The oppo-
site cathode is responsible for electron generation and should
be characterized by a low electron work function. Such materials
include alkaline earth metals and other active metals such as
aluminum. To promote efficient electron and hole injection
towards the emission layer, thin inorganic materials layers are
usually used. In Fig. 5 the hole-injection and electron-injection
materials are made of molybdenum trioxide (MoO3) and lithium
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fluoride, respectively. The diversity of OLEDs is mainly due to the
different materials of electron-transfer (ETL), hole-transport
(HTL) and emission (EML) layers. In general, ETL and HTL are
organic materials, containing carbazole, fluorene or arylamine
moieties. As can be seen from Fig. 5 the 4,40-bis[N-(1-naphthyl)-
N-phenylamino]biphenyl (NPB) is an example of the frequently
used HTL material, whereas the most popular ETL material is
Alq3 which is also an effective emitter. In order to prevent the
hole migration into the ETL the hole-blocker layer (HBL) of
2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline (BCP) can be used.

The emission layer is the most important material of the
OLED. Usually, the EML consists of two components: a host
material as the solid matrix and a guest material (implemented
into the host volume) as the emitter. One example of a host
material is 4,40-N,N0-dicarbazolebiphenyl (CBP), which is fre-
quently used in OLED technologies and is presented in Fig. 5.
In general, all host materials are characterized by a long
phosphorescent lifetime and thus their triplet excitons (75%
of total) are degraded without the desired emission. As a result,
the total efficiency of such an OLED would not exceed 25%. In
order to attract the triplets to the emission process, the guest
phosphorescent material is commonly implemented into the
host matrix. The guest material plays a key role in OLEDs and
can determine the color of the device. Since the pioneering
attempt of Baldo et al.,32 showing that transition metal com-
plexes with organic ligands doped into organic host matrices
provide a great improvement of the OLED efficiency, various
phosphorescent organometallic compounds (phosphors) have
been studied to optimize the color tuning and luminous effi-
ciency.31–35 The most popular phosphors are cyclometallated iri-
dium complexes, in particular, the compound of Ir(III) cation with
phenylpyridinate (ppy) anions: the Ir(ppy)3 complex is shown in
Fig. 5. It is important to stress, that the concentration of the guest
material is much lower in comparison with host matrix and thus
the emitter cannot capture independently the excitons. Therefore,
in order to compel the emitter to start work, an efficient energy
transfer from the host to the guest molecules should be carried out.

The microseconds scale of lifetime at high currents may also
cause long-ranged triplet exciton diffusion (about 10 nm and
more) that could become quenched in the adjacent layers of

other materials in the device. Therefore, the metalloorganic
phosphors have to be widely dispersed in the host matrix to
reduce these competitive factors.40,41 In Fig. 6 two possible
mechanisms of non-radiative energy transfer in the emissive
layer of OLED are shown. The host material is presented by
excited molecule D* which is generated by electron–hole recom-
bination and considered as an energy donor.

The host material layer is doped with the light-emissive
molecules (guest) in small concentrations, which are potential
acceptors of energy (A). The long-range Förster energy transfer
of the singlet excitons (D*) generated on the host matrix to the
guest is indicated in Fig. 6A by a wavy arrow: D*A0 D0A*. For
the Förster transfer a significant overlap of the emission
spectrum of the matrix and the absorption spectrum of the
dopant is a crucial parameter. The driving force of the Förster
energy transfer mechanism is a dipole–dipole interaction
between the dipole transition moments M1 and M2 (Fig. 6A).
Schematically this can be shown by simultaneous electron
‘‘jumps’’ in HOMO–LUMO configurations (dashed arrows in
the middle of Fig. 6A). Information about the transition dipole
moments in host and guest molecules is necessary for under-
standing the fundamentals of the energy transfer processes.
Thus, polarization measurements in stretched polymer hosts17

are very important for energy transfer analysis (Section 5).
Nuclear vibrations and vibronic coupling are additional attri-
butes for any type of energy transfer.

The second type of energy transfer is the short-range mecha-
nism of Dexter (Fig. 6B). Its driving force is the exchange
interaction expressed by the exchange integral. In the over-
simplified scheme (the middle of Fig. 6B) the exchange integral
is a measure of the electron exchange rate between the HOMO
and LUMO of the donor and acceptor, shown by dashed arrows.
Such an heuristic interpretation of the exchange mechanism is
quite popular but is not rigorous.

The exchange integral strongly depends on the overlap of
donor and acceptor orbitals; this determines the short-range

Fig. 5 Principle scheme of an OLED device.

Fig. 6 Transfer processes in host material doped with emissive dye.
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action of the Dexter energy transfer. The Dexter mechanism can
be applied to spin-forbidden transitions, where the Förster
energy transfer cannot occur. It determines the T–T energy
transfer, triplet–triplet annihilation and other spin-dependent
processes.42–60 The exchange integral is also important for the
third type of transfer in OLEDs: the direct generation of S and T
excitons on the guest compound, when electrons and holes
migrate through the host material. (In such cases the host
matrix works solely as a charge-transporting material.) For
direct carrier trapping on the phosphorescent guest dopant a
significant overlap and offset of the HOMO and LUMO energies
of the host and guest molecules is necessary. This is realized for
the Ir(ppy)3 dopant in the CBP host matrix (Fig. 5). For several
OLED schemes employing cyclometallated iridium complexes,
like that shown in Fig. 5, the hole is trapped first.35 Then the
electron is attracted and the process of exciton formation
proceeds via charge transfer (CT) states, as proposed by
Yersin.34 The process involves the organometallic triplet state
emitter and the immediate environment consisting of organic
molecules of the host matrix. Since the triplet state of the
phosphor emitter has a large CT character the direct exciton
formation is enhanced for organometallic complexes.60a One
should note that OLEDs are more efficient if the charge carriers
are trapped on the phosphorescent emitter. In the very com-
mon case when the Förster energy transfer is operating (for the
singlet–singlet energy transfer between host and guest mole-
cules) a significant power loss occurs because of the host S1

state population process (the S1 state energy of the host is larger
than that of the guest, and the energy transfer inevitably leads
to some part of electronic energy degradation into heat).

In efficient PhOLEDs, where organometallic phosphors are
typically used as emitting guests dispersed in a host matrix to
avoid TTA or other quenching processes associated with the
relatively long tp, the choice of the proper host material is a
significant challenge for chemists.13,56 They need to synthesize
the matrix, which matches the host and guest triplet states
energy – the T level of the host needs to be larger than the
phosphorescent dopant T level to prevent undesired back trans-
fer, frontier orbital levels must permit fast charge injection from
HTL and ETL and morphological and chemical stability must be
maintained. In addition, a good overlap between the emission
band of the host and the absorption spectrum of the guest are
necessary for Förster-type energy transfer. Various carbazole and
fluorine derivatives, small molecules as well as polymers, are
especially suitable for the above requirements.13,16,20,24

Together with new efficient dopants these hosts have pro-
vided great progress in OLED device development during the
last two decades, from the hardly visible strip in the dark with a
very short operational life (of a few seconds) to extremely bright
devices31 (up to 107 Cd m�2) that can work for years at a
brightness of typically 103 Cd m�2.

A popular device design for highly efficient OLEDs is based
on multiple layers deposited by thermal evaporation of small
molecules.31 The simultaneous or successive evaporation of the
volatile compounds can afford a high quality optimization of
the OLED architecture.56 A great advantage of the multilayer

structure is that each layer can be optimized for its sole purpose
(or for a combination of targets); it can be light emission or
charge injection and transport. In addition, the quenching
mechanisms can be reduced by choice of a suitable charge or
exciton blocking interlayer.

It is much more difficult to realize the multilayer structures
when one solely uses soluble materials. A rather attractive
approach is to use thermally induced or light-induced cross-
linking of hole-transporting–electron-blocking layers on a sui-
table anode material.56 Hole conducting triarylamine-based
materials have been used as a graded hole-injection layer to
build highly efficient blue OLEDs.56b An alternative approach to
the cross-linking is to insolubilize a thin layer of an appropriate
semiconducting polymer on a conducting polymer anode such
as PEDOT:PSS, or poly(3,4-ethylenedioxythiophene) poly(styrene-
sulfonate).56c This, so-called interlayer approach proposed by
Kim et al.,56b has become increasingly popular in organic photo-
voltaic and OLED fabrication.9a

3.3. Efficiency parameters of white OLEDs

The power efficiency of OLEDs is equal to the ratio of the
luminous power going out of the device (as detected by the eye)
to the applied electric power. The responsivity of the human eye
varies greatly across the visible spectrum. Therefore, a specific
unit called the lumen (lm) is introduced to quantify the
perceived luminous intensity. The response of the human eye
to bright visible light, known as the photopic response (P(l)),
has a peak maximum of luminous efficiency per
incident optical watt of 683 lm W�1 at a wavelength of
555 nm (the photopic response in the red and blue regions is
much weaker). The eye responsivity F is determined by the

integral F ¼
Ð
fðlÞPðlÞdlÐ
fðlÞdl , where j(l) is an arbitrary spectrum

function. To determine the power efficiency of OLED devices the

following successive equations series can be used: ZQ ¼
Nphotons

out

Nelectrons
in

,

L ¼ F
hc

l
ZQ

I

e
, ZP ¼

L

VI
¼ FZQ

Vl

V
, where ZQ is the external quantum

efficiency, L – the luminous flux, h – Planck’s constant,
c – speed of light, I – current, e – electron charge, VI – electrical
power, Vl/V – electrical efficiency, ZP– power efficiency.

Another way to determine the quantum efficiency ZQ is the
following equation: ZQ = wZXZCfPL, where w is the fraction of
emissive excitons, ZX – the output coupling fraction, ZC – charge
balance fraction, fPL – photoluminescence efficiency of the
emissive material. Among all parameters, the most important
technical characteristics of OLED devices are the photopic
response F, quantum efficiency ZQ and the electrical efficiency
Vl/V, which define the power efficiency of OLEDs.

In this contest a special attention should be paid to lighting,
which accounts for 22% of the electricity consumption in
buildings in the US, with a large contribution from inefficient
incandescent lamps.54 Therefore it is easy to understand the
great interest in white OLED development owing to their
potential for large improvement of efficiency over incandescent
lamps combined with low-cost and high manufacturability.
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White OLEDs (WOLEDs) using phosphor dopants, which
have the potential for 100% internal quantum efficiency, need to
satisfy many special requirements for device architecture.54–56

The first most efficient WOLEDs have been fabricated using all
colors produced by phosphorescent dopants. These devices
suffer from the common bottlenecks of requiring strongly
increased operating voltages and remaining chemical non-stability.
Sun et al.54 first introduced a special device concept that imple-
ments a blue fluorescent dopant in combination with green and
red phosphorescence from spatially separated guests (Fig. 7).
Such WOLED devices yield a stable color balance and high power
efficiency while still maintaining the potential for 100% internal
quantum efficiency. They exploit the advantages of strong blue
fluorescence of organic chromophores (dopant A, Fig. 7) to
harness all electrically generated S1 excitons of the host, and
strong emission from two phosphorescent dopants to harvest all
triplet excitons. This minimizes exchange energy losses.

Those WOLEDs which use phosphorescent blue dopants
excited from the conductive host material introduce a high
exchange energy loss 2Ki,u, eqn (13), in power efficiency (this is
about 0.8 eV for typical hosts). This results from the energy
relaxation following ISC. Such WOLEDs with blue phosphores-
cence exhibit a short operational life because of photochemical
destruction under high exciton energy.

The extended emissive layer of the WOLED shown in Fig. 7
consists of three dopants inside the single host, CBP,54 similar
to EML, presented in Fig. 5. In contrast to Fig. 5, besides the
[Ir(ppy)3] green phosphor, there are two additional dopants
spatially separated in the host matrix. The EML is sandwiched
between the electron-transporting–hole-blocking layer of BCP,
and the hole-transporting level of NBP. The device operation
mechanism (Fig. 7) is based on the two different types of energy
transfer principles involved. The S and T excitons are formed in
the host matrix with an approximate 1 : 3 ratio upon bias. The S
excitons are transferred by the resonant Förster mechanism into
the blue dopant–fluorophor (carbazol-vinylene derivative, CzVD),

which has a low concentration (5%). The CzVD (dopant A, Fig. 7)
emits strong blue fluorescence since the ISC is suppressed
in this molecule. The triplet states of the dopant A are not
populated by T–T energy transfer from the host owing to the low
doping concentration and short-range operation of the Dexter
energy transfer mechanism. In contrast, the triplet states
typically have long diffusion paths (about 100 nm in the CBP
host) and can migrate into that part of the emissive layer where
the phosphor dopants B and C are situated. (C is the green
[Ir(ppy)3] phosphor and B is the red Ir(III) bis(2-phenyl-
quinolyl)acetylacetonate phosphor.) They are doped in a separate
part of the host matrix, far from the A molecules. The host
triplets in the region of the B and C phosphor location provide
an efficient T–T energy transfer by the Dexter mechanism, thus
green and red phosphorescence occurs. Placing an undoped
host spacer of a thickness lager than the Förster effective radius
(about 5–10 nm) between the A and B, C layers prevents singlet–
singlet energy transfer from the blue fluorophore to the S1 states
of the B and C phosphors.54 Such construction of the WOLED
device allows the S and T excitons to be harvested along
completely independent channels of energy transfer from host
to guests; each can be separately optimized for the resonant
conditions. Thus the energy losses can be minimized supporting
an internal quantum efficiency close to 100%. The two channels
within one device allow transfer of all the triplet host energy to
the phosphor dopants, providing the singlet host energy exclu-
sively to the blue fluorophore dopant. Sun et al.54 have obtained
an external quantum efficiency of 18.7% and a power efficiency
of 37.6 lm W�1 with such a WOLED device architecture.

However, the scheme shown in Fig. 7 used by Sun et al.54

employs the carbazol-vinylene fluorescent emitter, the triplet
level of which lies below the triplet levels of the green and red
phosphors. Thus the blue fluorophore dopant still remains a
potential triplet exciton trap in this device.55 In order to avoid
exciton losses in the triplet manifold, special fluorophore
emitters have recently been proposed with small S–T gaps.55a

From the above short discussion of WOLEDs illustrating
some recent trends in organic electroluminescent technology
we must turn back to the general principles which determine
the internal and external quantum efficiency of light emission.

4. Spin–orbit coupling effects in
OLEDs

In order to understand the important peculiarities and mani-
festations of spin–orbit coupling in molecules we need to
consider first the SOC effects in atoms. The manifestation of
SOC in atomic spectra in the form of the multiplet splitting are
much more prominent than in polyatomic molecules.

4.1. Spin–orbit coupling in atoms

Simple analysis of the SOC-induced splitting in atomic spectra
led to idea of the electron spin quantization, eqn (3) and (4). In
atoms the orbital angular momentum %L2C = L(L + 1)�h2C is
observable and quantized, where the quantum numbers L = 0, 1,

Fig. 7 Energy transfer mechanism in the emissive layer of the combined
fluo-phos WOLED.
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and 2 determine the S, P, and D type of states. Together with the
total electron spin of the atom, eqn (3), one needs to consider the
total angular momentum

-

J2C = J(J + 1)�h2C, where the total
angular momentum operator is

-

J = L +
-

S. In relativistic theory
all atomic states with L a 0 acquire additional corrections to the
total energy, which are equal to the expectation values of the SOC
operator.15 In this way the famous splitting of atomic terms with
different J occurs. Calculation of this fine structure can be easily
illustrated by an example of the one-electron hydrogen-like
atom. The SOC operator for the hydrogen-like atom with a
nuclear charge Z was obtained for the first time by Dirac:4

Hso ¼
e2�h2

2m2c2
Z

r3
~l~s (18)

The vector operators
-

l and -s are the single electron orbital and
spin angular momentum operators, respectively (which are given
here in �h units). The scalar product of these operators can easily
be calculated by the definition

-

J2 = (
-

L +
-

S)2 =
-

L2 + 2
-

L
-

S +
-

S2, which
can be applied to the single electron example and to many-
electron cases as well:

~L~S ¼ 1
2
½JðJ þ 1Þ � LðLþ 1Þ � SðS þ 1Þ� (19)

For the excited 2P states (L = 1, S = 1/2) of the hydrogen-like atom
one gets two possible spin-sublevels with the quantum numbers
J = 1/2 and J = 3/2. In relativistic theory these sublevels acquire
the following energy corrections as expectation values of the SOC
operator, eqn (18):

E 2PJ

� 	
¼ HSOh i ¼ e2�h2

2m2c2
Z

r3


 �
np

~l~s
D E

np

¼ znp
1

2
½JðJ þ 1Þ � LðLþ 1Þ � SðS þ 1Þ�

(20)

where

znp ¼
e2�h2

2m2c2
Z

r3


 �
np

(21)

is a SOC constant for the given np state. It is useful to calculate
the SOC energy corrections for the doublet split sublevels 2PJ,
which are equal to:

E 2P1
2

� �
¼ HSOh i ¼ e2�h2

2m2c2
Z

r3


 �
np

~l~s
D E

np

¼ znp
1

2

1

2

1

2
þ 1

� 
� 1ð1þ 1Þ � 1

2

1

2
þ 1

� � �
¼ �znp

(22)

E 2P3
2

� �
¼ HSOh i ¼ e2�h2

2m2c2
Z

r3


 �
np

~l~s
D E

np

¼ znp
1

2

3

2

3

2
þ 1

� 
� 1ð1þ 1Þ � 1

2

1

2
þ 1

� � �
¼ 1

2
znp

(23)

One has to stress that the spin sublevel splitting in atoms by
J is non-equidistant, and that it follows the Lande interval rule
E( J) � E( J � 1) = lJ.

The radial integral for the hydrogen-like atom is equal to:4

1

r3


 �
nl

¼ Z3

n3ðl þ 1Þðl þ 1=2Þa03
; (24)

where a0 is the Bohr radius. For the lowest state of the Balmer
series (n = 2) the radial SOC integral, eqn (21),

z2p ¼
e2�h2

2m2c2
Z

r3


 �
2p

¼ e2�h2

2m2c2
Z4

24a03
(25)

can be easily calculated to be equal to 1.5 � 10�5 eV = 0.24 cm�1.
According to eqn (22) and (23) the spin multiplet splitting in the
Balmer series of the hydrogen atom can be estimated as E(2P3/2)
� E(2P1/2) = (3/2)z2p = 0.36 cm�1. This splitting is exactly equal to
the experimental value, which is well-known from the old years
of atomic spectroscopy.4 One can see that the SOC splitting of
atomic terms strongly depends on nuclear charge Z. For exam-
ple, for the He+, Li2+ and Be3+ hydrogen-like ions the corres-
ponding z2p values, calculated by eqn (25) are equal to 3.84, 19.4
and 61.4 cm�1, respectively.

Similar expressions, eqn (20) and (21), determine the fine
structure of the valence np-shell of the many-electron atoms. A
simple generalization of the SOC operator in this case can be
summarized in the forms:38

HSO ¼ z
X
i

~li~si ¼ l~L~S (26)

where

l ¼ � z
2S

(27)

The sign ‘‘plus’’ in eqn (27) corresponds to the open shell,
which is ‘‘less-than-half’’ occupied, ‘‘minus’’ – to the ‘‘more-
than-half’’ occupied open shell. Eqn (19) and (21) are still valid,
but Z is a semiempirical parameter, since in many-electron
atoms the spin–other orbit coupling (two-electron part of SOC
operator) occurs. It enters with a negative sign and produces a
screening effect in the effective SOC integral, eqn (21). Thus the
effective nuclear charge Z in eqn (21) is much lower than the
atomic number; for example ZC = 3.6, ZN = 3.9, ZO = 4.55.53c

Eqn (27) is a theoretical background for the third Hund’s
rule.15a In general the Hund’s rules determine the relative energy
of atomic states with a degenerate open shell which is not fully
occupied. For example, for the 3P term (L = 1, S = 1) with the SOC
operator, eqn (26) and (19), one can get the following atomic
term splitting: E(3P2) � E(3P1) = 2l and E(3P1) � E(3P0) = l. For
the carbon atom in the 3P ground state with the (1s)2(2s)2(2p)2

open shell, eqn (27) provides l = z/2 (‘‘less-than-half’’ occupied
2p-shell), and the observed energy levels of J = 0, 1 and 2 are
equal to 0, 15 and 45 cm�1, respectively,15b which corresponds
approximately to z2p(C) = 30 cm�1. For the oxygen atom the
ground state is also 3P, but with the (1s)2(2s)2(2p)4 open shell
which is ‘‘more-than-half’’ occupied; in this case eqn (27)
provides l =�z/2 and the atomic spectrum exhibits the inverted
order of the observed energy levels with J = 2 being the lowest
one. Its energy is taken as an origin, and the J = 2, 1 and 0 levels
show the energy 0, 76 and 228 cm�1, respectively.15b
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This corresponds to z2p(O) = 153 cm�1. The ground state of the
nitrogen atom 4S3/2 has the exactly half-occupied open shell
(1s)2(2s)2(2p)3 with L = 0, thus its SOC splitting is absent.15b The
value of the SOC integral can be determined by interpolation in
the observed splitting of a series of nitrogen ions: z2p(N) =
73 cm�1.15a Using these semiempirical constants one can
calculate SOC in organic molecules.

Deviations from the Lande interval rule are determined by
the same factors which are responsible for the zero-field split-
ting (ZFS) in organic molecules; these are spin–spin coupling
and the second order SOC effects in perturbation theory.38 The
latter contribution is quite large in heavy atoms, like Ir and Pt;
thus estimations of the SOC constant z5d for their valence shell
from the atomic spectral splitting are rather questionable.9

Theoretical calculations provide z5d(Ir) = 4430 cm�1, z5d(Os) =
3351 cm�1 and z5d(Pt) = 4860 cm�1 for 5d elements15c impor-
tant in OLED technology. One can see that the strength of the
SOC perturbation in these atoms is comparable with atomic
exchange integrals of the (dd0|dd0) type,15d which determine
the relative energy of multiplets with different L and S quantum
numbers in the case of the Russell–Saunders (RS) scheme, or
L–S coupling.15a The well-known hierarchy of Hund’s rules is
based on the framework of this scheme.

Besides the above-considered third Hund’s rule, based on
eqn (26) and (27), there are two others which also have
connections with the principles of OLEDs. Let us illustrate
these by comparison of the carbon and iridium atoms. The
first Hund rule states that the lowest state has the highest
possible multiplicity (3P for carbon). The second Hund rule
determines the relative energy of states of the same multiplicity
(the state with the maximum L quantum number is more
stable: 1D is lower than 1S for carbon). All these states are
connected with the same electronic configuration of the open
shell with two electrons on three degenerate 2p-AOs. The
energy splitting between 3P, 1D and 1S states is determined by
atomic exchange integral 2Kpp0,

Kpp0 ¼ ðpp0jpp0Þ ¼ 1
2
½ðppjppÞ � ðppjp0p0Þ�; (28)

where p and p0 denote two degenerate 2p-AOs and notations
similar to eqn (12) and (15) are used. Thus the first Hund rule
in atoms has a direct molecular analogy for excited S and T
states.

4.2. Heavy elements

The Ir(III) ion has (5d)6 configuration: thus its ground state is a
quintet 5D which is split in five sublevels. According to the third
Hund’s rule the lowest one is 5D4 since the open shell (5d)6 is
‘‘more-than-half’’ occupied and the ‘‘minus’’ sign is used in
eqn (27). The energy level with the maximum J = 4 value
provides the SOC energy correction 4l and the next levels with
J = 3 has zero SOC contribution by eqn (19). From this equation
the levels with J = 2, 1 and 0 have positive SOC corrections �3l,
�5l and �6l, respectively. Here l = �z5d(Ir)/4 = �1107.5 cm�1,
eqn (27). This theoretical splitting, derived from eqn (19), does
not reproduce well the observed spectrum.15c The above RS
scheme neglects SOC-induced mixing between different

multiplets with the same J values. This mixing can be large
for the 5D1 and 3P1 states, for example, and provides large
deviations from the RS scheme, since both states are close in
energy. The Ir(III) ion is a rather difficult example of the SOC
treatment in atoms.53c,d

At the first glance the Hund’s rules have nothing in common
with OLED theory, since the orbital angular momentum is
quenched in polyatomic molecules. But the iridium ion in
the cyclometalated Ir(III) complexes (Fig. 9) is almost equally
perturbed by SOC and by Coulomb interactions, including
perturbations by the ligands.60,61 Thus it still maintains some
‘‘atomic’’ peculiarities of its valence shell in the field of the
ligands, though the atomic Ir orbitals are slightly split and
mixed with the ligands MOs in non-relativistic DFT calcula-
tions. It is difficult to assign the analogues of the 5D1 and 3P1

states of the iridium (5d)6 open shell, since the ground state of
all cyclometalated Ir(III) complexes (Fig. 9) is the singlet state S0

closed shell. Nevertheless, the SOC constant extracted from the
atomic spectra or calculated for the separated atom can be used
for the perturbation theory treatment of various homoleptic
and heteroleptic iridium complexes. In the ECP basis set the
same type of AOs, Coulomb and exchange integrals describe the
potential of the valence shell and the choice of atomic z5d(Ir)
parameter is still reasonable. The expected values of the

-

L
operator and the SOC corrections are equal to zero in the
Ir(III) complexes (Fig. 9), but the nondiagonal integrals of

-

L
and of the SOC operators are still large, almost as in the
separated Ir(III) ion.61 These nondiagonal terms are similar to
those between 5D1 and 3P1 states of the individual ion. This
ligand admixture would diminish the SOC matrix elements in
the complexes, but the remaining one-center Ir(III) contribu-
tions will be correctly estimated. In this respect the connection
of all three Hund’s rules with the S–T spin mixing in the
emissive layers of OLEDs becomes obvious. This concerns also
light atoms. Not only the Z value, but also the orbital structure
of the S and T excited states, eqn (2), is important. In a way this
is similar to the importance of all quantum numbers in the
atomic analogues, eqn (20). We shall come back to the Hund’s
rule analogy later on when the nature of the excited states
in cyclometalated Ir(III) complexes will be discussed in more
detail.

It is interesting to compare and analyze the light iron atom
with the similar ground state 5D4 (3d64s2) configuration, which
obeys the RS scheme, since the observed spectrum reproduces
the Lande interval rule: E(5D4) = 0, E(5D3) = 416, E(5D2) = 704,
E(5D1) = 888, E(5D0) = 978 cm�1. An average interval l =�96 cm�1

corresponds to the Lande interval rule (the largest deviation
corresponds to the highest value J = 4). The SOC constant for the
3d shell of the iron atom obtained from eqn (27) is equal to
z3d(Fe) = 384 cm�1.

In the neutral Ir atom the ground state 14F (5d)7(6s)2

splitting is more complicated because of the non-diagonal
SOC mixing with the excited configuration 24F (5d)8(6s)1. In
the SOC calculations of iridium complexes in ref. 53cd an
effective core potential (ECP) and basis set for the Ir atom
was used, augmented with a set of the 6f polarization functions.
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The valence orbitals of this ECP are already adjusted for
relativistic contractions and expansions, but the 5d AO are
nodeless (even though they should have two inner nodes).

4.3. Spin–orbit coupling in molecules

Instead of the full Breit–Pauli operator53b one can use for the
cyclometalated iridium complexes (CIC) and Pt compounds an
effective one-electron SOC operator with effective nuclear
charge for each atom A.53c,d

HSO ¼
e2�h2

2m2c2

X
i

X
A

ZeffðAÞ
riA3

~l
A

i ~si (29)

This operator was widely used for SOC calculations in molecules
and charge-transfer complexes with semiempirical self-consistent
field (SCF) configuration interaction (CI) methods47,48 and also in
ab initio approaches.53c,d For the ECP basis set in heavy elements
the effective nuclear charge in eqn (29) looses its physical meaning
and becomes a rather large fitted parameter, since the 5d AOs are
nodeless. Koseki et al. have obtained Zeff(Ir) = 1150.38, Zeff(Pt) =
1176.24. For the first row transition metals and for the lighter
elements these parameters have the usual meaning.

In the following we concentrate our attention on the SOC
matrix elements for the spin-mixing calculations in molecules.
To do this we need to rewrite the SOC operator, eqn (29), in
the form:

HSO ¼
X
i

~Bi~si ¼
X
i

Bx
i s

x
i þ B

y
i s

y
i þ Bz

i s
z
i

� 	
¼ Hx

SO þH
y
SO þHz

SO (30)

where

~Bi ¼
X
A

zA~l
A

i (31)

In a simple two-electron approach, eqn (1)–(7), the excited state
molecular wave functions are well described by the single-
electron excitations, eqn (2)–(4). In this case only two electrons
have to be accounted in the SOC operator, eqn (30). In this case
the SOC operator can be presented in the form:

HSO ¼ ~B1~s1 þ~B2~s2 ¼
1

2
~B1 þ~B2

� �
~s1 þ~s2ð Þ þ 1

2
~B1 �~B2

� �
~s1 �~s2ð Þ

(32)

Thus, the SOC operator is divided into products of the spatial

and spin parts. The first product 1
2
~B1 þ~B2

� �
~s1 þ~s2ð Þ includes

both symmetrical parts with respect to electron permutation. The
spatial part will operate on the spatial wave functions, eqn (2).
Therefore, it can mix two different triplet states, the spatial parts
of which, 3Fi–u and 3Fi–v, have the same permutation symmetry
and differ in occupation of the two MOs, fu and fv, being empty
orbitals in the ground S0 state.4 The spin part (-s1 + -s2) can mix the
triplet spin state wave functions, eqn (5), all being symmetrical
with respect to electron permutation.

An account of the permutation symmetry is also important
in the analysis of the second product in eqn (32):

1

2
~B1 �~B2

� �
~s1 �~s2ð Þ (33)

where both terms are antisymmetrical. Thus, this part of the
SOC operator can mix singlet and triplet states. For example,
the ground state, eqn (7), and the triplet state, eqn (34), can be
mixed since in both expressions the spatial and spin wave
functions possess the opposite permutation symmetry.

C T1ð Þ ¼ 3Fi;u
3O 1;0j i

¼ 1ffiffiffi
2
p fið1Þfuð2Þ � fið2Þfuð1Þ½ � 1ffiffiffi

2
p að1Þbð2Þ þ bð1Það2Þ½ �;

(34)

Only a particular part of the SOC operator, eqn (33), is able to
provide interaction between such different singlet and triplet
states which are doubly orthogonal by the spatial and spin
parts integration. Now the SOC matrix element hT1|HSO|S0i can
be divided into two parts: the spatial part:

ð1=2
ffiffiffi
2
p
Þ ½fið1Þfuð2Þ � fið2Þfuð1Þ�h j ~B1 �~B2

� �
fið1Þfið2Þj i

¼ �ð1=2
ffiffiffi
2
p
Þ fuh j~B fij i ¼ �~Bu;i=

ffiffiffi
2
p

(35)

and the spin part:

(1/2)h[a(1)b(2) + b(1)a(2)]|(-s1 + -s2)|[a(1)b(2) � b(1)a(2)]i = 1
(36)

The single-electron spatial integral fuð1Þh j~B1 fið1Þj i ¼
fuð2Þh j~B2 fið2Þj i ¼ ~Bu;i can be easily calculated as a sum of

contributions from different atoms, eqn (31). It has three
Cartesian components each transforming in the molecular
point group as a rotation around an axis. In the minimal basis
set the fi molecular orbital expansion in an organic compound
can be written as a sum of atomic contributions:

fi ¼
X
A

CA
i;sj

A
s þ CA

i;xj
A
px
þ CA

i;yj
A
py
þ CA

i;zj
A
pz

� �
(37)

The orbital angular momentum operator in Cartesian and
spherical coordinates has the form:

lx ¼ � i�h y
@

@z
� z

@

@y

� 
¼ �i�h sinj

@

@y
� ctgy cosj

@

@j

� 

ly ¼ � i�h z
@

@x
� x

@

@z

� 
¼ �i�h cosj

@

@y
� ctgy sinj

@

@j

� 

lz ¼ � i�h x
@

@y
� y

@

@x

� 
¼ �i�h @

@j (38)

It produces rotation of atomic orbitals on each atom A;

accounting that
-

lA in eqn (31) is given in atomic units (�h = 1)

one gets (
-

lAjA
s = 0, lA

x jA
px

):

lAx f
A
py
¼ ifA

pz
; lAx f

A
pz
¼ �ifA

px
; lAy f

A
pz
¼ ifA

px
;

lAy f
A
px
¼ �ifA

pz
; lAz f

A
px
¼ ifA

py
; lAz f

A
py
¼ �ifA

px

(39)
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The wave functions of the atomic orbitals are given elsewhere.14

With account of the typical MO expansions, eqn (37), and

results of the
-

lA operator action, eqn (39), the spatial integral
-

Bu,i for organic molecules can be calculated:

Bx
u;i ¼ i

X
A

zA CA
u;zC

A
i;y � CA

u;yC
A
i;z

� �
;

B
y
u;i ¼ i

X
A

zA CA
u;xC

A
i;z � CA

u;zC
A
i;x

� �
;

Bz
u;i ¼ i

X
A

zA CA
u;yC

A
i;x � CA

u;xC
A
i;y

� �
:

(40)

If the lowest T1 state has a pp* character, like in the planar
ethylene example, eqn (13), all spatial component of the SOC
integral hT1|HSO|S0i, eqn (40), are equal to zero since only the
2pz AO enters the p-MO expansions. After analysis of the spatial
part, eqn (35), we have to consider the spin part, eqn (36), of the
SOC matrix element. First, we need to specify components of
the single-electron -s spin operator:14

sx ¼
�h

2

0 1

1 0

 !
; sy ¼

i�h

2

0 1

�1 0

 !
; sz ¼

�h

2

1 0

0 �1

 !
; (41)

where spin functions a ¼ 1
0

� 
; b ¼ 0

1

� 
are eigen-functions of

the sz operator, eqn (4), with mS ¼ �
�h

2
. Indeed, multiplication of

two matrices proves the results: sza ¼
�h

2
a and szb ¼ �

�h

2
b. In this

way one can get: sxa ¼
�h

2
b; sxb ¼

�h

2
a; and sya ¼ �

i�h

2
b; syb ¼

i�h

2
a.

Calculations of the two-electron integral, eqn (36), includes
separate integration for each electron, accounting for ortho-
gonality conditions of the type ha(1)b(1)i = 0. Now one can
see that in eqn (36) only the z-component of the spin operator
(-s1 �

-s2) provides the result. This can be summarized in the
form that the starting integral hT1|HSO|S0i, which is the product
of the spatial and spin parts, eqn (35) and (36), has to include
only the z component of the SOC operator, eqn (30): Hz

SO ¼P
i

Bz
i s

z
i and only the z-component of the triplet spin function Tz

1

with zero projection of the total spin on z-axis, eqn (5). We need
to construct two combinations of two other spin functions in
eqn (5) in order to satisfy similar requirements for x and y axes,
since there is no preferential direction in the molecular frame.
They are presented in eqn (42)

Txj i ¼ ð1=
ffiffiffi
2
p
Þ 1;�1j i � 1; 1j i½ �; Tyj i ¼ ði=

ffiffiffi
2
p
Þ 1;�1j i þ 1; 1j i½ �;

Tzj i ¼ 1; 0j i; (42)

being eigen-functions of the irreducible T̂2q polarization opera-
tor.42 Each |Tai function corresponds to the zero projection of
the total spin on the a axis. In symmetrical molecules (C2v, D2h

and higher point groups) these a = x, y, z axes coincide with
internal molecular symmetry axes.38 In the absence of an

external magnetic field only weak internal magnetic inter-
actions are important for the spin-projection quantization in
molecular OLED materials. These are the dipole–dipole electronic
spin–spin coupling (SSC) and SOC, which determine the zero-
field splitting (ZFS) of the triplet state.4 The internal magnetic
interactions are connected with the molecular frame and obey
the selection rules of the symmetry point group of the mole-
cule. Diagonalization of the ZFS tensor determines its own axes,
which usually coincide with molecular axes in the C2v, D2h and
higher symmetry point groups. Thus, eqn (42) determines the
eigen-functions of the ZFS tensor.38,42 With such useful choice of
the triplet spin functions, the SOC matrix elements hTa

1|HSO|S0i
can be reduced to the following expressions, derived in the
form:38

Tx
1

� ��Hx
SO S0j i ¼ �

1ffiffiffi
2
p Bx

u;i; T
y
1

� ��Hy
SO S0j i

¼ � 1ffiffiffi
2
p B

y
u;i; Tz

1

� ��Hz
SO S0j i ¼ �

1ffiffiffi
2
p Bz

u;i;

(43)

For the excited singlet states of the type C(Sn) = 1Fi,v
1O and

C(Sm) = 1Fj,u
1O one can derive the following SOC integrals,

respectively:

Snh jHa
SO Ta

1

�� �
¼ �1

2
Ba
v;u; (44)

Smh jHa
SO Ta

1

�� �
¼ 1

2
Ba
j;i; (45)

where a = x,y,z. In the single-center approximation, eqn (40), we
can obtain that the SOC matrix element between singlet and triplet
excited states of the pp* type is equal to zero. Since the optical
spectra of the p-conjugated organic molecules in the visible
region used in OLEDs are determined by pp* excited states,
one cannot expect that the SOC operator, eqn (33), will remove
the permutation symmetry restrictions for mixing of the S and T
states. This mixing is entirely determined by the orbital structure
of the S and T states. The special symmetry of the single-electron
-

B operator, eqn (31), coincides with the symmetry of the orbital
angular momentum operator. Since the structure of the part of
the SOC operator, eqn (33), allows the S and T state orthogonality
to be overcome, owing to permutation symmetry restrictions,
the orbital angular momentum operator matrix elements between
various MOs are alone decisive for the SOC selection rules.
These matrix elements can be obtained from eqn (40) by
substitution zA = 1. The degree of change of the orbital angular
momentum between S and T states (when we equalize their
permutation symmetry) is one of the important factors which
determine the strength of their mixing by SOC. The other
important factors are the values of zA, which depend on the
nuclear charge of the atoms constituting the molecule. The
latter factor is often considered to be decisive in OLED applica-
tions.24,31–35,54–55 It is known that the introduction of heavy
elements usually leads to an increase of the S–T transition
rates.4 These phenomena used to be explained by SOC
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enhancement and explanations are usually based on qualitative
arguments connected with eqn (18) and (24). Analysis of the
external heavy atom effects in phosphorescence57 indicates the
importance of scrutinizing properly the orbital angular
momentum. The SOC calculations in charge-transfer com-
plexes also depend on small p–s deformations and changes
in orbital angular momentum.48 The weight of the element
itself cannot explain all peculiarities of S–T mixing of excitons,
their transport and electron–hole recombination rates. In the
following we will see that all these properties depend crucially
on the charge-transfer admixture coefficients and orbital angular
momentum deformations during the electrophysical processes
which accompany charge currents and light emission in OLEDs.

4.4. Perturbation theory

Let us consider the singlet (Sn) and triplet (T1) excited states to
be solutions of the non-relativistic Schrödinger equation in
the adiabatic approximation, eqn (17), with eigenvalues E(Sn)
and E(T1), respectively (the nuclear coordinate dependence
is omitted for a while at a fixed molecular structure). With
account of SOC perturbation each particular spin-sublevel Ta

1

wave function of the lowest triplet state gains some particular
admixtures from the singlet states:

~T
a
1 ¼ Ta

1 þ
X
n

Snh jHSO Ta
1

�� �
E T1ð Þ � E Snð Þ

Sn (46)

The admixture coefficient is larger the larger the SOC integral
and the smaller the energy gap in the denominator. Typically
these coefficients are of the order 0.001–0.1 making perturba-
tion theory applicable. The irreducible representations of the Sn

and T1 state spatial wave functions determine the non-zero
component of the active spin-sublevel Ta: their direct product
should coincide with the irreducible representations of rotation
around the a axis. This is actually a spatial symmetry of the SOC
operator.4 For the chosen electronic configurations of the
Sn and T1 states in eqn (44), which differ in occupation of two
MOs (fv and fu), only their spatial symmetry determines
the nonzero matrix element. According to eqn (40), the parti-
cular nonzero Ba

v,u integral defines the spin-sublevel Ta which
is active in the triplet–singlet mixing with the Sn state. Thus,
each spin-sublevel Ta is characterized by its own pattern of
mixing with the singlet states, which is very important for
OLED operation.34,35

If we shall submit now the perturbed T1 state wave func-
tions, eqn (46), into the Ta

1 - S0 transition moment expression,
we get the non-zero result:

~T
a
1

D ���Mg S0j i ¼
X
n

Snh jĤSO Ta
1

�� ��
E T1ð Þ � E Snð Þ

Snh jMg S0j i (47)

In that case one can say that the Ta
1 - S0 transition borrows

intensity from the Sn - S0 spin-allowed transitions. The
electric-dipole activity of the particular spin-sublevel Ta

1 and
light polarization are determined by the value of the SOC matrix
element in eqn (47) and by the optical activity of the corre-
sponding Sn excited state in light absorption (or emission).

The energy gap in the denominator of eqn (47) does not depend
practically on the spin-sublevel, since the zero-field splitting
between sublevels is almost negligible in comparison with the
non-relativistic T–S gap.

In a similar manner the ground state is also perturbed by
spin–orbit coupling and has some admixture of the triplet
excited states.

~S0 ¼ S0 þ
Xx;y;z
a

X
n

Ta
m

� ��HSO S0j i
E S0ð Þ � E Tmð ÞT

a
m (48)

This provides additional intensity borrowing from the Ta
1 - Ta

m

transitions; the intensity of those is easily measured by the
flash-photolysis technique.4

Ta
1

� ��Mg
~S0

��� E
¼
X
m

Ta
m

� ��HSO S0j i
E S0ð Þ � E Tmð Þ T

a
1

� ��Mg T
a
m

�� �
(49)

The a and g components of the active spin-sublevels are
determined by symmetry selection rules. In low symmetry point
groups (without second order axes) the few spin-sublevels of the
same triplet Tm state can be admixed to the ground singlet state
wave function, eqn (48). But this is not important if we consider
the phosphorescent activity of a particular Ta

1 spin-sublevel.
Accounting for both S0 and T1 state perturbations, eqn (46) and
(48), one can get the final expression for the Ta

1 - S0 transition
moment:

~T
a
1

D ���Mg
~S0

��� E
¼Mg Ta

1

� 	
¼
X
m

Ta
m

� ��HSO S0j i
E S0ð Þ � E Tmð Þ T

a
1

� ��Mg T
a
m

�� �

þ
X
n

Snh jHSO Ta
1

�� ��
E T1ð Þ � E Snð Þ

Snh jMg S0j i

(50)

Since the SOC matrix elements are imaginary values in poly-
atomic molecules, eqn (40), one should care about the complex
conjugation. The absolute value of the square of transition
moment is the same for both directions Ta

1 - S0 and S0 - Ta
1 at

a fixed geometry.
Here the terms with m = 1 and n = 0 provide a particular

contribution: accounting for hTa
1|HSO|S0i = hS0|HSO|Ta

1i* and the
different signs in the two denominators of eqn (50) this
particular contribution depends on the difference of two per-
manent dipole moments of the triplet and singlet states.
The additional term for the Ta

1 - S0 transition dipole moment
is equal to

~T
a
1

D ��� ~M ~S0

��� E
¼

Ta
1

� ��HSO S0j i
E S0ð Þ � E T1ð Þ

T1h j ~M T1j i � S0h j ~M S0j i (51)

and is important for the charge transfer (CT) triplet state
phosphorescence.38,48 The CT states usually have a much larger
dipole moment than the ground singlet state. This contribution
is important for many types of excitons in OLEDs and especially
for elementoorganic compounds the metal-to-ligand charge
transfer states. In organic CT complexes of the donor–acceptor
type the SOC integral in eqn (52) always gains additional
contributions because of p–s orbital mixing.48 This explains
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the enhanced phosphorescence of such CT complexes in com-
parison with the emission of separate donor and acceptor
molecules.48 A simple expansion of Mulliken’s theory of CT
complexes58a,b with an account of eqn (52) provides a reliable
interpretation of their luminescence properties48 and has also
applications to the electrophysics of OLED emission layers.

The oscillator strength of the S0 - Tb
1 absorption is propor-

tional to the square of the absolute value of the integral

M2
S�T ¼

P
b

P
g

~S0

D ���Mg ~T
b
1

��� E��� ���2 and is equal to fS�T ¼
2

3
DEM2

S�T,

where M and DE values are in atomic units (a.u.). The radiative
lifetime of a particular spin sublevel Ta

1 and the rate constant of
the Ta

1 - S0 transition (Fig. 4) can be calculated by the equation

ka ¼
1

ta
¼ 64p4 DETSð Þ3

3h4c3

Xx;y;z
g

Mg Ta
1

� 	�� ��2; (52)

where Mg(T
a
1) is determined in eqn (50). Measurements of these

emissive parameters are important in OLED applications.34,35

The spin sublevel selectivity of phosphorescence (all ka are
different in Fig. 4) can be studied in doped crystals and solid
solvents at liquid helium temperatures, when spin–lattice
relaxation (SLR) is frozen.34,38,42,60 All photoprocesses of the
triplet state optical pumping (ISC) and decay are spin selective,
thus the optical excitation of molecules leads to a nonequili-
brium population (spin orientation) of the Ta

1 sublevels, even in
zero magnetic field.42 The SLR processes are very fast at
ambient temperature (even in liquid nitrogen) and thermalize
spin sublevel populations to equilibrium before the phospho-
rescence occurs. Therefore, the averaged lifetime observed at
77 K is

3

tav
¼ 1

tx
þ 1

ty
þ 1

tz
: (53)

Spin orientation of the triplet state has been detected for a
number of organic doped crystals at 1–4 K by the optical
detection of magnetic resonance (ODMR).60 Yersin et al.34,35

have studied spin orientation and emission decay times of the
individual triplet substates of a number of phosphor dyes
widely used in OLEDs by phosphorescence kinetic measure-
ments and their temperature dependence. These studies provide
detailed information on the dominating SOC contributions and
S–T mixing which are extremely important for the design of
OLED materials and general principles of device construction.
Recent calculations have shed new light and deeper understand-
ing of these experimental results.60–91

4.5. Quadratic response method

Time-dependent density functional theory (TDDFT) calcula-
tions are now widely used to understand singlet state absorp-
tion and fluorescence and how the chemical environment
around the molecular complexes used in OLEDs influences
its photophysical properties.55a,69 Generally, the physicochem-
ical and photophysical properties of the emitter in the emissive
layer of OLEDs are strongly influenced by the host medium
properties, such as thermal stability and photostability, excitation

and emission spectra, luminescence efficiency, concentration-
quenching rate constants and host–guest energy transfer rates.
Phosphorescence rate calculations from first principles is a most
important and difficult task for the structure–activity relation-
ships for OLED materials. In this regard we address the quadratic
response (QR) methodology51b,53b,92–94 which is frequently used in
order to elucidate spin–orbit coupling effects and the radiative
lifetime in the high temperature limit for the Ir(III) and Pt(II)
complexes used in PhOLEDs. It was previously demonstrated that
the matrix element of eqn (50) is associated with the residue of a
quadratic response function:

lim
o!o1

o� o1ð Þ xl ;Hk
SO;C

� �� �
0;o; (54)

where o and o1 are the frequencies of the transition, xl is the l-th
component of the dipole operator, Hk

SO is the k-th component of the
spin–orbit operator, C is an arbitrary triplet operator.53 The response
function (54) corresponding to the transition moment of eqn (50)
can be concretized as follows (Einstein summation convention):

lim
o!o1

o� o1ð Þ xl ;Hk
SO;C

� �� �
0;o

¼ �Nr
j ofð ÞH ½2�SOjlXlf �NSO

j r
½2�
jl þ r

½2�
lj

� �
Xlf

þNr
j ofð Þ E

½3�
jml þ E

½3�
jlm � ofS

½3�
jlm

� �
NSO

m Xlf ;

(55)

where the two linear response vectors Nr(of)and NSO are obtained by
solving the two linear response equations:

Nr ofð Þ ¼ E½2� � ofS
½2�

� ��1
r½1��

� ��
;

NSO ¼ E½2�
� ��1

H
½1�
SO;

(56)

and the triplet excitation vectors (Xf) and frequencies (of) are
obtained from the solution of the triplet excitation eigenvalue
equation:

(E[2] � ofS[2])Xf = 0. (57)

Eqn (55) and (56) include several types of response matrices.
The matrices E[2] and S[2] are the Hamiltonian and overlap
matrices in the T operator basis:

E
½2�
jk ¼ 0 Tj

�; Ho;Tk½ �
� ��� ��0� �

; S
½2�
jk ¼ 0 Tj

�; Ho;Tk½ �
� ��� ��0� �

: (58)

The one-index matrices over the perturbing operators, with super-
script ‘‘[1]’’ are called gradient vectors and are defined as:

r
½1�
j ¼ 0 Tj

�; r
� ��� ��0� �

; r
½1�
SO;j ¼ 0 Tj

�;HSO

� ��� ��0� �
(59)

for the dipole and spin–orbit operators, respectively. The two-index
matrices with superscript ‘‘[2]’’ are defined similarly with double-
commutator expressions.53b,92 The three-index matrices are higher
order generalizations of the two-index matrices. The important
point is that they are never constructed explicitly, but are handled
directly in matrix–vector products using direct CI techniques in
multiconfiguration SCF approaches53b and in DFT methods.92 By
inspection of eqn (55) the following four types of expressions are
evaluated in case of phosphorescence: (i) E[3] times two vectors;
(ii) S[3] times two vectors; (iii) r[2] times a vector; and (iv) H[2]

SO
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times a vector. The computationally dominant operation is evi-
dently the first of these four contractions, the one which contracts
a third-order Hessian type matrix with two response vectors.

The main advantages of the employed MCQR theory can be
summarized as follows: (1) the sum-over-state expressions, eqn (50),
in the QR theory have been replaced by solutions of sets of linear
equations. By this one obtains implicitly a complete sum of excited
states of the expression for phosphorescence without need for
truncation, which is of great theoretical as well as practical
numerical advantage. Since these solutions can be determined
using direct iterative techniques of the response equations, large
dimensions and therefore large orbital and configurational space of
MCSCF wave functions can be considered. In the usual MO theory
the sum-over-state row, eqn (50), converges slowly; even at large
n and m the results are different upon truncation of the row (up to
n = 100).53b Errors from truncation of the slowly convergent
summations, employed in conventional CI procedures, are thus
completely avoided in the QR approach. (2) The QR method used is
fully analytical and can be considered as an analytic analogue of
the finite field calculation of the dipole transition moment from the
MCSCF linear response calculation where the SOC operator is the
applied field. (3) Both orbital excitation operators and configuration
excitation operators describe the electron correlation. Conventional
CI approaches use only the latter and require larger CI spaces to
obtain an equal correlation level. (4) A full Breit–Pauli form of the
spin–orbit operator, including one- and two-center SOC integrals
and one- and two-electron terms, is employed.

In order to estimate correctly the phosphorescence lifetime,
eqn (52), the SOC operator in eqn (50) is used in a semi-empirical
effective single-electron approximation, suggested by Koseki
et al.53c,d,95–97 The approximation made by using this operator
has been thoroughly evaluated in our previous studies51,61–64

where the assessment of all electron basis sets as well as effective
core potentials (ECP) was considered. In this approximation one
reduces the number of electrons and removes the two-electron part
of SOC, which greatly facilitates the calculations. For analysis of
phosphorescence vibronic activity we need to consider vibrational
frequency and modes of the ground and excited states. The general
expansion of the total wave function of the ground state in the
adiabatic approximation CS0,n(q,Q) = S0(q,Q)Fn(Q) can be used,
where S0 is the electronic ground state wave function, q and Q
denotes electronic and nuclear coordinates.51 In the harmonic
approximation the nuclear wave function Fn(Q) is a product of
wave functions of all vibrational modes Qi. Only one of them is
considered to be excited in the state with n = 1 quantum number,
thus we neglect combinational lines and overtones. In such an
approach the 0–n vibronic line intensity is determined by the
following Ta

1 - S0 transition dipole moment:51

Ta
1 ð0Þ ~qþ ~Q S0ðnÞj

���D E
¼ Ta

1 ~q S0ðnÞjj
� �

0
0 j nh i

þ
@Ma

T;SðQÞ
@Qi

� 
0

F0
~Qi Fnj
���D E

;

(60)

where

Ma
T;S ¼ Ta

1 ðq;QÞ ~q S0ðq;QÞjj
� �

(61)

is the electronic T–S transition moment calculated at different
displacements Q along the normal mode.

The first term corresponds to the Franck–Condon (FC)
mechanism and the second term is determined by spin–vibronic
perturbation, i.e. by derivative of spin-forbidden transition
moment with respect to displacement along the Qi normal
mode. The first term includes the vertical transition weighted
by the FC factor h0|ni2, which can be estimated through the
Huang–Rhys parameters.98 The FC mechanism is important for
those modes which are changed upon the T - S transition.
Displacement of the equilibrium positions for such modes is
estimated by gradients of potentials in the S0 and T1 states,
calculated by the DFT method.98 The second term in eqn (60)
represents our version of the Herzberg–Teller correction, calcu-
lated by the QR method from eqn (50) at different points along
the displacement Q.

4.6. Alq3 phosphorescent OLED as an example of quadratic
response calculations

Our DFT QR calculations of the phosphorescence rate constant
and lifetime in the Alq3 complex (Fig. 1) have shown that the
pure electronic T1–S0 transition is very weak and cannot explain
the observed phosphorescence lifetime (17 ms) in Alq3 crystal
at 6 K.11 A calculation of the ten lowest S0–Tn transitions dipole
moments indicates that the phosphorescence of Alq3 borrows
intensity from the upper T–S transitions by vibronic inter-
actions. The active mode (550 cm�1) which is well-seen in the
vibronic progression of the phosphorescence band in all stu-
died crystalline and amorphous phases is connected with
the metal–ligand vibrations. The calculated ZFS parameters
(D = 0.084 and E = 0.005 cm�1) show comparable contributions
from both SOC and spin–spin coupling and agree well with the
ODMR measurements, indicating the interligand pp* character
of the T1 state. Only the upper states with high metal-to-ligand
charge transfer (MLCT) character provide an appreciable radiative
activity of the observed phosphorescence through the Al–O
stretching vibrations.

As a pure LUMO-channel conductor Alq3 is also a good
material for spintronics.11 On the basis of the calculated SOC
integrals, the authors of ref. 11 have proposed that an efficient
spin-polarized injection and transport in the long channels of the
Alq3 semiconductor can proceed with a triplet electronic charge–
transfer state admixture at the interface which is transmitted to
the charge carriers. Indeed, a successful spin injection in one end
and the polarized spin recovering at the other electrode have been
achieved with a new hybrid organic–inorganic interface.91b

Enhancement of vibronic and SOC effects at the interface with
the presence of a polar LiF thin layer and the energy shift in the
HOMO level of Alq3 permit the spin injection operating even at
100 mV. A very weak SOC for the lowest T state of a pure Alq3

provides an efficient spin-dependent current in a conductor
channel.11 The doublet states of the electron spin carrier can be
mixed by SOC (quenching of spin polarization) only through the
exchange-induced admixture of the so-called triple excitations
which include a triplet spin state inside a doublet. Calculations
of SOC show that this effect is negligible in the Alq3 channel.11
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For typical electrodes used in OLEDs the spin-polarized injection
vanishes. Nevertheless, SOC effects play essential roles in the
mechanisms determining OLED efficiency.

We can conclude that applications of the QR technique at
the DFT and MC SCF levels for phosphorescence spectra
provide a reliable explanation of numerous T–S emissions in
organic and elementoorganic molecules which serves as a
useful tool in OLED theory.51,60–64

5. Phosphorescence of organic
molecules and polymers
5.1. Naphthalene as example

Let us consider some general features of phosphorescence of
p-conjugated organic chromophores38,46–51 taking as an exam-
ple the naphthalene molecule. The Ta

1 - S0 transition moment
with g polarization of the emitting light, eqn (50), is calculated
by the quadratic response (QR) theory53b reviewed above. The
old semiempirical CNDO/S CI calculations of the radiative
phosphorescence lifetime in aromatics47 have used the one-
electron form of the SOC operator, eqn (29)–(31), taking
account of only one-center contributions, eqn (40). Therefore
the ab initio QR treatment46 provides a good test for the nature
of the phosphorescence of p-conjugated organic molecules. The
results for naphthalene are presented in Table 1. The double
zeta Rydberg (DZR) basis set is used. The choice of axes is
shown in Scheme 1. In the D2h point group the x, y and z
components of the electric dipole moment (and magnetic
dipole, in brackets) are transformed as B3u, B2u and B1u

(B3g, B2g and B1g) irreducible representations, respectively. The
magnetic dipole (this is actually the orbital angular momentum)
symmetry coincides with the irreducible representations of the
spin functions, eqn (42), in the double point group.38

The CNDO/S CI results as well as the multiconfigurational
linear response data (with the ground-state CAS) give energy
values in a reasonable agreement with experiment, especially
for the two lowest singlet and triplet states (Table 1). The higher
lying singlet state energies have been improved by addition of
Rydberg orbitals in our MC linear response method (the DZR
basis set46). By this addition, the energy of the s - p*
excitations in naphthalene (lB1u, states) diminishes drastically,
indicating the large Rydberg character of these states.46 These
lowest sp* states appear in the region of very intense p - p*
absorption and have rather small electric dipole transition
moments from the ground state.46,47 Thus, these out-of-plane

polarized transitions are overlapped and buried by the in-plane
polarized p - p* absorption.

All low-lying B3u, B2u states are of the pp* type in naphthalene.
The SOC matrix elements between the S and T states of this type
are equal to zero in the one-center approximation, eqn (40).47 In
this case the T1–S0 transition can be out-of-plane polarized. In
fact, the lowest 3B2u triplet state emission in the ab initio MCQR
calculations is predicted to possess 99.3% polarization in the out-
of-plane direction.46 This phosphorescence of the p-conjugated
naphthalene molecule is borrowed mostly from the s - p* and
p - s* transitions of the 11Ag–1B1u type, which occur in the far
UV region (Table 1). Small additional contributions to the T1–S0

transition moment are produced also from the first term of
eqn (50): these are connected with the weak 13B2u–3B3g transitions
of the s - p and p* - s* types between triplet excited states.

Phosphorescence in naphthalene, the 13B2u(T1) - 11Ag(S0)
transition, is allowed from the T z

1(B3u) and T x
1(B1u) spin-

sublevels; in brackets the total symmetry is shown, for example:
T z

1 (B2u � B1g = B3u). Thus, this sublevel can be mixed with the
singlet 1B3u(pp*) state. Ab initio calculations with the Breit–
Pauli form of the complete SOC operator provide almost
negligible mixing of this type. Consequently, the T z

1 - S0

transition with the light polarization along the x-axis is calculated
to be very weak; the rate constant for spontaneous emission
kx(T z) = 4.05 � 10�4 s�1 and the radiative lifetime is equal to
2466 s.46 In contrast, the T x

1(B1u) spin-sublevel provides the out-
of-plane polarized phosphorescence with the higher rate con-
stant kz(T

x) = 0.057 s�1 and radiative lifetime of 17.6 s.46 Optical
detection of magnetic resonance (ODMR) at low temperature
(4.2 K) permits to measure the individual spin sublevel life-
times;60f,g it indicates that the T x

1 spin sublevel is the most
active one in phosphorescence of a naphthalene single crystal.

Table 1 The energies and oscillator strengths (f) for the low-lying singlet and triplet states of the naphthalene molecule calculated with various methods

State

E/eV f

DZR46 CNDO/S47a DFT Exp. DZR46 CNDO/S47a DFT Exp.

13B2u 2.38 3.11 2.54 2.63 2.3 � 10�10 0.7 � 10�10 2.87 � 10�10 1.6 � 10�10

13B3u 4.19 3.93 3.89 3.71 4.8 � 10�9 — 2.57 � 10�9 1.6 � 10�9

11B3u 4.02 4.07 4.39 3.97 3.0 � 10�4 10�3 10�4 10�4

11B2u 6.06 4.33 4.29 4.65 0.12 0.12 0.066 0.1
13B1u 7.24 6.17 7.5 6.3 � 10�8 9.7 � 10�8 1.0 � 10�8

Scheme 1 The choice of axes for the naphthalene (a) and fluorene (b)
molecules and the changing of bond alternation in polyfluorene chain
(c, d) under excitation to the T1 state.
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But the observed lifetimes are too short because of very fast
nonradiative quenching in nondeuterated naphthalene.60i

Most phosphorescence measurements are performed in solid
solvents frozen at 77 K.4 At these conditions the nonradiative
transitions between spin-sublevels (spin–lattice relaxation) pro-
ceed faster than the phosphorescence occurs and a thermal
equilibrium can be established before emission; thus, only the
averaged lifetime can be measured at 77 K.

The MCQR result in the DZR basis set predicts tav = 52.4 s,46

which is almost equal to 3tx. There are several estimations of
the radiative averaged lifetime derived from experiment.4 The
lifetime for naphthalene-h8 diluted in a durene host crystal at
77 K (2.1 s) increases upon deuteration to 17 s.4 In the latter
case the nonradiative quenching rate (k6, Fig. 4) is suppressed
because the C–D vibrational frequencies are much smaller than
those for the C–H bond vibrations and the higher v quantum
numbers are necessary to accept the electronic DETS energy.
The corresponding Franck–Condon and Huang–Rhys factors,
eqn (18), are smaller. Therefore, the quenching rate k6,
diminishes considerably upon deuteration,35,60i but the lower
limit is difficult to estimate since the total T1 state decay in
naphthalene is very slow. The lifetime of the triplet state is
given by t = (k7 + k6)�1 where k7 and k6 are the rate constants for
radiative (7) and non-radiative (6) decay in Fig. 4.

Ermolaev established37b by very sensitive measurements
that the nonradiative quenching rate k6 for naphthalene-d8 is
still six times as great as the k7 rate constant, which determines
the pure radiative lifetime tav = 1/k7. Consequently, the radia-
tive lifetime (tav = 63 s) is much higher than the observed
phosphorescent lifetime.37b Our result (52.4 s) supports this
estimation of Ermolaev for the averaged radiative lifetime of
naphthalene phosphorescence.46

In this respect it is also interesting to compare the results of
the MCQR calculations with the oscillator strength ( f ) for the
T1 ’ S0 absorption, studied in pure crystalline naphthalene.4

From absorption measurements the value f = (1.6–16) � 10�10

has been obtained.4 The MCQR calculated value f = 2.3 � 10�10

enters this interval. The absorption intensity for the second
triplet state T2 ’ S0 is a factor of 10–100 times higher than that
for the T1 state.4 This trend is also in agreement with the ab
initio response calculations (Table 1). The T2(3B3u) ’ S0(1Ag)
transition has a large component Mz(T

y) = 0.000161 a.u., while
the other symmetry-allowed transition to the Tz

2 spin sublevel is
less intense: My(Tz) = �0.000015 a.u. Even for the second 3(pp*)
state the SOC-induced mixing with the singlet 1(pp*) states is
very small. This supports the idea that the semiempirical
approximation, eqn (40), which neglects spin–orbit coupling
between S and T states of pp* type, is quite reasonable.38

Indeed, semiempirical calculations of SOC in terms of the
CNDO/S CI approximation47a provide quite reasonable agree-
ment with results of the ab initio MCQR technique (Table 1).

5.2. Phosphorescence of p-conjugated planar organic
molecules

The results for naphthalene are typical for MCQR calculations
of SOC in other organic unsaturated molecules.43,44,47–53

The phosphorescence lifetimes reported from experiments in
solid matrices at 77 K (even being scaled by the quantum yield)4

are typically too low in comparison with the ab initio MCQR
calculations, because of the difficult measurements of the
quenching rate k6. The ODMR experiments on phosphores-
cence of organic mixed crystals at the liquid helium cooling
provide very good agreement with theoretical prediction of the
individual spin sublevel lifetimes.38,43,44,53

The phosphorescence of the p-conjugated planar organic
molecules corresponding to he lowest triplet state of the 3(p,p*)
type is borrowed mostly from the s - p* and p - s*
transitions, which provide its out-of-plane polarization. For
organic molecules with heteroatoms the occurrence of the
low lying 1,3(n,p*) states can lead to essential change of the
luminescence properties depending on their relative posi-
tions.3,4 These known peculiarities4 are reasonably well repro-
duced in our MCQR calculations.44,46

If the electronic Ta
1 - S0 transition is forbidden by symmetry

(even with taking SOC into account), the vibronic spin–
orbit coupling perturbation is well reproduced at the MCQR
level.43,50,53a

Extension of the quadratic response approach at the level of
density functional theory (DFT)51b provides a similar level of
accuracy for phosphorescence lifetime calculations in very large
organic51 and elementoorganic molecules.59–64 This gives back-
ground for a useful phosphorescence analysis in numerous
OLED applications.65–70

5.3. Use of polymer luminescence in modern OLEDs

The development of polymeric light-emitting diodes provided
considerable advantages in comparison with traditional ones1

because polymeric materials could be applied to low-cost
production of EL devices exhibiting efficient luminescence
for flat-panel displays.9 The polymeric property of the OLED
materials enables efficient device fabrication processes, such as
spin-coating, screen printing, and ink-jet printing,9 large-area
and fine-pixel displays that could be easily developed in com-
parison with the vapor deposition process.9c Pure polymeric
OLED devices are now available on the market even though
the polymers still have a drawback in lower luminescence
efficiency.9b,d Such pure polymeric OLEDs require a smaller
number of layers in the EL device, which enables a low driving
voltage and low cost.9d

Many OLEDs use widely developed fluorescent p-conjugated
polymers, such as polyfluorenes (PFs) and polyphenylene
vinylenes (PPVs), as well as non-conjugated polymers of the
polyvinylcarbazole (PVK) type. Considering PVK as a good
example one can certify that this semiconducting polymer acts
as a high-performance hole transport layer in OLED technology.71

Being doped by cyclometalated iridium complexes, PVK can be
used as an emitting layer in the same OLED devices. The PVK
polymer has a larger emission cross section for singlet than for
triplet states, and the presence of the phosphorescent iridium
complexes is expected to cause a total energy transfer from PVK
already at very low doping concentrations.71,72
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Pure polymeric phosphorescent OLED materials consist of
host polymers such as PVK and poly(9,9-di-n-octyl-2,7-fluorene)
(PFO), into which the phosphorescent small molecules are
doped. In such polymers the phase separation and crystal-
lization of the small molecules in the polymer matrix may
reduce the luminescence efficiency due to the self-quenching
mechanism.9c Another type of polymers having phosphorescent
pendant units in the side chain is now known.9d Non-
conjugative copolymers have also been developed in which
monomers having luminescent cyclometalated iridium pen-
dant units are copolymerized.65 Conductive polymers are gen-
erally not thermoplastic. Due to their poor processability,
conductive polymers have few large-scale applications, the
former OLEDs20 being one of the most important results.
Studies of their properties are though still useful for modern
OLED technology.

5.4. Luminescence polarization in stretched polymers

At this point we can consider in more detail the results of the
luminescence polarization measurements in stretched poly-
mers, such as those of King et al.17 who have measured optical
polarization of fluorescence, phosphorescence, and photoin-
duced absorption in the oriented polyfluorene films. They have
found polarized S0–S1 absorption, fluorescence spectra and the
T–T absorption in stretched polymer films being mostly
oriented parallel to the polarizer and the polymer chain with
a high dichroic ratio. The emission band was more strongly
polarised than the S0–S1 absorption.17 This indicates that the
singlet exciton is more planar than the ground state switched
polyfluorene; the result is completely confirmed by indepen-
dent DFT calculations of Ågren et al.20 Indeed, geometry
optimization of a series of conjugated fluorene oligomers in
the S0, S1, and T1 states indicates a gradually increased strong
planarization of the oligomer chain upon these excitations. The
dihedral angle (y) between adjacent monomer units goes from
y = 371 in the ground state to y = 141 upon excitation to the S1

state, and finally down to 1.91 for the triplet exciton.20 It is also
noted that the structural change in dihedral angles becomes
more and more localized as longer oligomers are considered.
Analysis of the calculated bond length changes upon S and T
excitations indicates that a quinoid structure is formed in the
middle of the polymer. These structural deformations are
localized almost in two fluorine units, a characteristic feature
of exciton structure for all studied oligomers.20 King et al.17

have shown that the phosphorescence polarization in this
polyfluorene homopolymer, in contrast to the S0–S1 spectra,
has its dominant component orthogonal to the chain orienta-
tion.28 The polarised photoinduced triplet–triplet T1–Tn absorp-
tion shows that the higher excited triplet transitions have a
dipole moment along the chain with a high dichroic ratio.
Thus, the T1–Tn transition is more like the transitions of singlet
character, with the change in electron distribution during the
transition occurring along the chain.

The authors of ref. 17 have suggested that the electron
distribution in the T1 excited state is oriented perpendicular
to the backbone of the polymer, while the ground state S0 and

excited S1 and Tn states are elongated along the polymer chain.
This conclusion has to be corrected accounting for the fact that
all spin allowed transitions are determined by their own
transition dipole moments of p - p* type, but the spin-
forbidden T1–S0 transition borrows its intensity mainly from
the s - p* and p - s* excitations, which have perpendicular
polarization. All studied excited states in ref. 17 and 20 includ-
ing the phosphorescent T1 components have pp* character;
thus, any deformation of their wave functions upon excitation
are elongated along the polymer chain. All p - p* transitions
are polarized along the polymer axis and the anomalous
dichroic ratio (AJ o A>) of phosphorescence is just a conse-
quence of the SOC anisotropy and its well-known peculiarity.41

The T1 excited state wave function is oriented in the same
manner like all other pp* states, but only a very small admix-
ture of the singlet 1sp* character, induced by SOC, is respon-
sible for the phosphorescence polarization (this admixture is
practically negligible for electron density orientation in the T1

state, being responsible at the same time for the T1–S0 transi-
tion moment and optical polarization).

Calculations indicate that the fluorene molecule (Scheme 1)
has a long axis (x) polarization of the S1 - S0 transition while
the higher absorption band (S2 ’ S0 transition) is polarized
along the short axis (y) – both axes being in the molecular plane
as it is necessary for pp* excited states. The intense T1–Tn

transition at 416 nm is also calculated to be polarized along
the x axis and indicates the pp* nature of both states. Thus, all
results of ref. 20 are understood without assumption that the T1

state electron distribution is oriented orthogonal to the chain.
The main contribution to the phosphorescence transition

moment of such popular polymeric blocks as dibenzofuran and
carbazole monomers (similar to fluorine) originates from direct
spin–orbit coupling of the lowest triplet 3pp* state with the
singlet excited states of the 1ps*, 1sp* and 1np* types.38,44–53

Thus, they give rise to the large extent of the out-of-plane
polarization.45 The same results are obtained for quinoxaline
and naphthalene, both from theory46 and experiments, in
stretched polyethylene films.45 The in-plane contribution is
small since direct spin–orbit coupling between the 3pp* and
1pp* type levels is very ineffective.4,38,44,47,48 It is to be ascribed
to small three-center spin–orbit integrals,4,49 and to small
second order Herzberg–Teller terms50,51 in which the promot-
ing modes are the out-of-plane vibrational modes.46,48,50,53a The
pp*–ss* mixing induced by configuration interaction (CI) is
efficient only for the singlet (highly excited) states, but not for
the triplet lowest state.47

From the experimental data it is obvious that the 0–0
phosphorescence band of carbazole and dibenzofuran are more
in-plane polarized than that of fluorene.45 This would mean
that the Herzberg–Teller vibronic contribution is larger for
carbazole and dibenzofuran than for fluorene, as the spin–orbit
coupling is expected to be approximately the same for these
compounds. The polarization of vibronic bands in the phos-
phorescence spectra studied by photoselection experiments
confirm the stronger vibronic activity in carbazole compared
with fluorene.45
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5.5. ISC in conjugated polymers

The rate of intersystem crossing (ISC), S1 - T1 in conjugated
polymers, like PPV or PF, is determined by the second order
effects, since the direct SOC matrix element hS1|HSO|T1i is
negligible. Both S1 and T1 states are of the similar pp* nature
produced mostly by the HOMO - LUMO configuration. For all
OLED applications the ISC and the phosphorescence rate are of
great importance. Besides these other reasons, these ISC pro-
cesses just provide the possibility to measure the T1 state
energy in photoluminescence studies. Monkman et al.24

reported that the triplet yield in polyfluorene and PFO was
found to be 0.05 with an ISC rate k5 = 5.4 � 107 s�1. Because of
the spin-forbidden nature the radiative decay rate of the T1

state is extremely low and very difficult to quantify experimen-
tally. At low temperature (20 K) and low excitation doses
Monkman et al.24 determined the decay rate as low as 1 s�1.
QR DFT calculations predict the radiative phosphorescence
lifetime for polyfluorene oligomer series to be 28.4, 17 and
13.5 s for n = 1, 2 and 3, respectively. All pure radiative decay
rates are less than 0.1 s�1. Therefore, the nonradiative quench-
ing rate, k6, is much higher than k7 (Fig. 4), calculated by
quadratic response.43 We can see that the triplet states in
organic polymers, being highly populated via charge recombi-
nation in OLEDs upon bias remain dark and useless states
doomed for heating degradation. Luminescence of the poly-
fluorene thin film in the blue region is bright and has a lifetime
of few ps.24 Since the singlet exciton embraces a long distance
(1.8 nm) in the polymer chain20a the S1 - S0 transition
moment is large, being proportional to the length of the exciton
delocalization. In spite of the bright fluorescence, this limits
the internal quantum efficiency of polymeric OLEDs, which is
determined entirely by singlet excitons (25%), while the triplet
counterparts (75%) remain useless. The reason for the good
and bad features of such OLEDs is connected with the same
characteristic property – the p-conjugation in the polymer.
All low-lying S and T excited states are of pp* nature and there
is no room for the orbital angular momentum change between
them, determined by eqn (35) and (40). Thus, there is no SOC-
induced S–T mixing, which is crucial for the high internal
quantum efficiency of OLEDs. This disadvantage of the polymer
materials is overcome by insertion of organo-metallic com-
plexes into the OLED emissive layer.

6. The first successes on the way to
phosphorescent OLEDs
6.1. Preliminary remarks

Typical values for the triplet state radiative decay rate, k7

(Fig. 4), range around 0.1 to 100 s�1 for organic molecules
and polymers4,24 and around 103–105 s�1 for organometallic
dyes34 as it is established from the measured phosphorescence
quantum yields and lifetimes. Accounting that the nonradiative
decay rate, k6, is typically about 104–106 s�1 4,37 and decreases
with the T1–S0 energy gap one can see that the phosphores-
cence lifetime of organic polymers is entirely controlled by

non-radiative relaxation. The energy gap law also explains why
the first measurements of organic polymer phosphorescence
have been made for the blue emitting family of poly( p-
phenylenes) with a relatively high energy of the T1 state around
2.3 eV.56a For organometallic complexes of Pt and Ir ions the k6

and k7 rate constants can become comparable at room tem-
perature and the phosphorescence can compete with non-
radiative relaxation.

Therefore, electroluminescent devices based on organo-
metallic triplet state emitters have attracted great attention
during last decade because of their potential to achieve the
largest possible (100%) internal quantum efficiency for the
conversion of electric energy to photons.9,31,33,34,66–70 The idea
to compel triplet excitons to do useful work in OLEDs was
proposed in the early nineties.79a,b However, the first attempt to
incorporate a phosphorescent dopant into polymer matrices
was unsuccessful. Hoshino and Suzuki79c used benzophenone
(BP) as a phosphorescent material doped into poly(methyl-
methacrylate) but no energy transfer from the host was found.
A very low efficient EL from BP was detected at 100 K in poly-
(methyl methacrylate) (PMMA) with much shorter lifetime
(0.047 ms) than the normal photo-phosphorescence, demonstrated
at the same conditions (5.3 ms).79c Much stronger phosphorescent
emitters with shorter radiative lifetimes than the pure organic
benzophenone (BP) molecule were thus needed. The averaged
phosphorescence lifetime of BP in our DFT QR calculations is
about 10 ms, indicating the 3np* nature of the lower triplet state.
An effective quenching of the triplet BP in PMMA matrix occurs
for such a long lived emitter even at low temperature.

6.2. Platinum octaethyl-porphyrine dopant

The first success in PhOLED fabrication was achieved by Baldo
et al. who doped the host material Alq3 with the phosphorescent
octaethyl-porphine Pt(II) complex (PtOEP).32a Strong evidence of
the Dexter energy transfer mechanism was obtained by compar-
ison of various OLED devices with different thicknesses of Alq3

layers doped with phosphor and fluorophore emitters.32a The
OLED efficiency improvement was made possible by participation
of triplet excitons in phosphorescence, though the long lifetime
(about 0.1 ms) causes saturation of emission at low dopant
concentration and high currents.

The presence of Pt(II) ions reduces the phosphorescence
lifetime by increasing spin–orbit coupling which enhances
the intersystem crossing between the S1 and T1 states. There-
fore, the radiative and non-radiative decay rates become com-
petitive and comparable (about 104 s�1) and the excited triplet
state can perform useful work. Really, the singlet emission in
the electrophosphorescent spectra of PtOEP-based OLEDs with
the different concentration of PtOEP is not observed, but strong
emission is observed from the T1 excited state near 650 nm
seen at the vibronic progression with the maxima at 623, 687
and 720 nm.32a After this great success in PhOLED fabrication
with the PtOEP dopant32a an attempt of theoretical interpreta-
tion of this result has been performed in terms of TD DFT
calculations with quadratic response account of the phosphor-
escence vibronic activity.60a
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The key problem with porphyrin-based dopants was con-
nected with the fact that porphyrins, and free-base porphine
(FBP) in particular, have very weak phosphorescence.51a,60 For
FBP and for porphyrins with light metal-ions the radiative
lifetime of phosphorescence is unusually long (for FBP it is
estimated as 500 s,51a,60b for Mg-porphyrin as 47 s,60c Table 2),
though the porphyrin core contains nitrogen atoms with lone
pairs. It was difficult to estimate from experiment the non-
radiative contribution to the observed phosphorescence lifetime
for such weak emission60b and only DFT QR calculations51a,60c

could provide strong support for the unusually long pure radia-
tive lifetime. The presence of n-orbitals and np* states usually
ensures the necessary conditions for strong phosphorescence
because of effective mixing between the S and T states of np* and
pp* nature induced by one-center spin–orbit coupling. In the
case of porphyrins such contributions are cancelled by symmetry
for the T1 - S0 transition.51a,60c

It is interesting that just the porphyrin derivative PtOEP was
used as an effective phosphor dye in the first PhOLED31 in
order to overcome the useless dark triplet excitons in the
organic polymer matrix. In fact the ISC process is quite efficient
in porphyrins and only the low electric-dipole activity of the
T1 - S0 transition provides here a difficult problem.60a Photo-
physical properties of platinum porphyrins cannot be easily
explained by simple correlation with atomic number.60a

The heavy element of Pt does not perturb greatly the
absorption spectra of the whole series of porphyrins: the Q
band and Soret bands are only slightly blue shifted. These are
the same pp* transitions in the tetrapyrrole ring like in FBP and
light-metal porphyrins, which have very small contributions
from d-orbitals of the metal (and small ligand-to-metal CT
admixture).51a,60a A question arises as to why the luminescence
properties of Pt-porphyrin (PtP) and PtOEP change so drama-
tically? For Pt-porphyrins no detectable fluorescence was
observed, meanwhile the phosphorescence yield and rate
constant are strongly increased in comparison with FBP and light-
metal porphyrins. The lowest triplet state and all spectroscopy-
important singlet states observed in UV-vis absorption are of
pp* character with highly predominant excitation in the tetra-
pyrrole ring. From a phenomenological point of view it is more
or less clear that PtOEP could be a useful phosphor emitter in

the first successful PhOLED device, since its phosphorescence
was known by measurements,60b however, from the quantum
chemical point of view it was a puzzle.60 The most important
states for the phosphorescence intensity borrowing scheme are
hidden and avoid experimental detection although they have
low excitation energy in the visible region.60a It was shown that
the low-lying charge-transfer states of dpp* type provide strong
SOC contributions to the phosphorescence transition moment
in the PtOEP dye.60a These are metal-to-ligand charge-transfer
(MLCT) states which can assist in intermolecular interaction
with the polarons of the polymer matrix and also induce T–S
mixing with the ground state for effective intensity borrowing
from the T1 - Tn transitions.

Our TDDFT calculations have indicated an interesting trend
in the series of metallo-porphyrins (Tables 2 and 3): the T1(3Eu)
state energies increase with the rise of the metal atomic
number, but the low-lying charge-transfer A2g, B2g and Eg state
energies decrease along the series;51a the S–T splitting of these
CT states is small, not more than 0.3 eV. The former two states
are of pp* type with considerable CT character; these are
4eg(dp) - 5eg(p*) excitations. The singlet–singlet CT transition
X1A1g - 1A2g lies in the region of the first weak Q absorption
band of Pt-porphyrin (500 nm), being forbidden by symmetry as
an electric-dipole transition it is overlapped by the Q band. At
the same time it is characterized by a large magnetic dipole
transition moment (1.95 Bohr-magneton). The result correlates
with the Zeeman effect measurements of the Q band.51a,60

Table 2 Quadratic response DFT/B3LYP calculations of the phosphorescence rate on the ground of ref. 60a,c,e. DE is the transition energy, eV, M is the
electric dipole T1 - S0 transition moment in a.u., kb

a is the rate constants for emission from the T1
a spin sublevel, polarized along the b axis in s�1; tp is

the phosphorescent radiative lifetime at the low-temperature limit (4 K) and high-temperature limit (77 K). The z axis is perpendicular to the porphyrin
plane

Molecule DE Mx
z Mz

x kx
z kz

x tp (4 K) tp (77 K)

FBP(3B2u)51a 1.46 2.4�10�5 6.0�10�7 0.0018 0.6�10�6 540 1619
FBP, expt.60b 0.002 500 Long
MgP (3Eu)60c 1.72 6.6�10�5 1.2�10�6 0.024 1.0 � 10�5 42.4 127
MgP, expt.60f 1.70 0.021 47
ZnP (3Eu)60c 1.81 7.1 � 10�5 1.8 � 10�4 0.031 0.203 4.9 12.8
ZnP, expt.60f 1.82 0.16 1.0 10
PtP (3Eu)60a 1.95 1.6 � 10�2 3.0 � 10�2 1980 6.98 � 103 1.4 � 10�4 3.3 � 10�4

PtP, expt.60d 2.02 0.2a 1.0a 1.0 � 10�5

a Relative values.

Table 3 Triplet and singlet transition energies (DE, eV) and oscillator
strengths (f) with respect to the ground state of platinum-porphyrin (PtP),
calculated by time-dependent QR DFT B3LYP/Lanl2DZ at the ground state
geometry (D4h point group) by results from ref. 60a

Excited state Degeneracy

Triplets Singlets

DE f DE f

1Eu 2 1.943 5.5 � 10�5 2.598 0.0033
2Eu 2 2.252 2.6 � 10�4 3.533 0.7158
1B2g 1 2.334 — 2.743 0
1B1g 1 2.432 — 2.790 0
1A2g 1 2.454 — 2.668 0
2B1g 1 2.518 — 4.324 0
1Eg 2 3.063 — 3.114 0
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All these features serve as an explanation of the relatively strong
phosphorescence of PtOEP in comparison with other porphyrins
and also of the high electron–hole recombination efficiency in
the corresponding OLED.31 The strong magnetic dipole moment
for the singlet–singlet CT transition X1A1g -

1A2g correlates with
a large SOC matrix element between the ground singlet state
X1A1g and the triplet CT state 3A2g (for the Tz spin sublevel, where
the z-axis is perpendicular to the porphine plane). This becomes
clear in terms of permutation symmetry allowing correlation
between SOC integrals and changes in orbital angular momen-
tum. In fact, direct SOC calculations support this analysis – the
above matrix element is equal to the large absolute value of
1786 cm�1.51a This is comparable to the SOC integral between
the lowest 3D2 and 1D2 states of the platinum atom (3945 cm�1).
The ground triplet state 3D3 [5d9(2D5/2)6s] is accidentally very
close to the 3D2 state energy in the Pt atom (the gap is only
0.096 eV). The small gap is induced by SOC repulsion between
the 3D2 and 1D2 states of the same J quantum number. Mean-
while, the upper spin sub-level of the same spacial triplet state,
3D1, is as high in energy as 1.256 eV. This illustrates the great
importance of spin–orbit coupling account in the spectra of the
Pt atom with large deviations from the Lande interval rule.

We need to add that the triplet–triplet 13E - 13A2g transi-
tion in Pt-porphyrin (and the corresponding T1 - Tn absorp-
tion band in PtOEP in the IR region, 0,5 eV, ref. 51a) is
characterized by a very large electric dipole transition moment
(0.92 a.u.). Therefore, the T1 - S0 phosphorescence borrows
intensity from the triplet–triplet 13E - 13A2g transition, with
in-plane polarization. The other mechanism of intensity bor-
rowing from the singlet–singlet Soret band is less efficient in
PtOEP, in spite of qualitative proposals,60a because of small 5dp
contributions to the corresponding T1 and Sn states (analogues
to the 13Eu and 21Eu states in the planar Pt-porphyrin).

We summarize that the T1 pp* state in PtOEP produces
strong phosphorescence from the Tz spin sub-level (in-plane
polarized) with a radiative lifetime of about 0.1 ms. Emission
from the Tx,y sub-levels (out-of-plane polarized) is weaker
and has 4–5 times longer decay.51a These results of DFT QR
calculations are in a good agreement with experimental mea-
surements at 4.2 K in doped crystals.60

The T1 - Tn absorption of the charge-transfer character, being
the main source of the PtOEP phosphorescence intensity, is
predicted to occur in the IR region. Thus it is difficult to observe
with a usual flash-photolysis technique. The singlet counterpart of
the Tn state is not observable since the corresponding transition
from the ground state possesses only magnetic dipole nature and
is overlapped by the Q band. Thus the main source of the PtOEP
emission deters any spectroscopic observations.

The other charge-transfer state of Eg symmetry (sp*) is
responsible for the out-of-plane polarization. The hypothetical
3Eg states were thought to be important in the scheme of
phosphorescence intensity borrowing proposed in ref. 60d,
but our QR calculations do not support the main importance
of such a mechanism. Earlier it was also proposed60 that one
has to consider SOC between the 1Eu and 13Eu (pp*) states as
the main mechanism of the PtOEP phosphorescence intensity

borrowing from the Q and Soret bands. This scheme should
correspond to the observed in-plane polarization of the main
part of the PtOEP phosphorescence.60b Our TD DFT QR calcula-
tions indicate that this spin–orbit coupling mechanism is not
effective because of small 5dp AO contributions to the LUMO of
5eg (p*) type.60a Account of the metal-to-ligand charge-transfer
state 13A2g of the pp* type is a key factor in the PtOEP
phosphorescence theory and also for a consistent explanation
of OLED efficiency. The low energy of the 13A2g CT state (2.4 eV)
in Pt porphyrins and its admixture to the ground state explains
not only the relatively large phosphorescence rate constant, but
also a strong intermolecular interaction between the triplet
state of the guest phophor and the excitons in the emissive
layer of the host polymer.60a

Although the PtOEP dye provides the essential external and
internal efficiency improvement, made possible by the triplet
exciton participation in light emission, the relatively long phos-
phorescence lifetime of PtOEP (0.1 ms) and the short-range
nature of the Dexter mechanism of triplet energy transfer lead
to saturation of the phosphorescence emission at low concentra-
tions of the dye in the polymer matrix.31 At high current and
dopant concentration the T–T annihilation and other bimolec-
ular interactions quench the phosphorescence. Involvement of a
low-lying CT state in the phosphorescence leads also to a strong
interaction between triplet dyes and efficient T–T annihilation60a

at high exciton densities. The search for other phosphorescent
complexes of heavy metals emitting in the blue and green
regions of the spectrum led finally to a new perspective of the
dyes as reviewed in the following section.

7. Implementation of Ir(III) complexes
in phosphorescent OLEDs
7.1. Cationic and cyclometallated Ir(III) complexes

Soon after fabrication of the PtOEP-based devices, the iridium
containing cyclometalated compounds came to represent a new
paradigm in OLED technology.32b Complexes of the triply
ionized iridium atom with organic ligands have attracted the
greatest attention among other heavy-metal containing dyes in
PhOLED applications.9,31–35 They permit the the largest possi-
ble internal quantum efficiency for electric energy conversion
into light to be achieved. Such OLEDs have an additional
advantage that their emission spectra can be tuned from blue
to red by the peripheral substitution of the ligands with
electron-withdrawing and electron-donating substituents.68,71,72

These properties make such phosphor emitters particularly
attractive not only for OLEDs but also for light-emitting electro-
chemical cells (LECs).59,68

The pioneering research of Watts et al.73,74 put forward a surge
for phosphorescent cyclometalated complexes of iridium ions which
found numerous applications in PhOLEDs of the last generation. In
general, OLEDs offer a high-precision display with low power
consumption in comparison with that of analogues based on
liquid crystals. The PhOLEDs represent a novel and very attrac-
tive class of solid-state light sources, which generate a diffuse,
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non-glaring illumination with high color performance. Polymeric
PhOLEDs also allow for the possibility of flexible displays, being
the most promising for the next-generation of mobile phones,
TV sets, laptop computers and other microelectronic devices.

The materials used as effective emitters in a new class of
OLEDs attract great interest not only because of their techno-
logical importance in the fabrication of efficient low-cost light-
ing devices,9,76 but also because of their impact on our
increased understanding of new photophysical phenomena
and conformity to natural laws of molecular electronics. This
field of knowledge is based on the quantum theory of mole-
cules in vacuum and in the condensed phase including relati-
vistic effects as an essential part of new scientific areas such as
OLEDs and spintronics. Molecular electronics started initially
with single crystals and polymers of organic unsaturated mole-
cules with greatly developed p-conjugation chains. Now it is
more concentrated on metallo-organic systems and interfaces,
graphenes, nanotubes and other materials expanding molec-
ularity to infinite limits. OLEDs are very important in these
series because the electricity - light transformations embrace
various requirements for materials functionality. The most
efficient OLED materials are also useful for other devices
intended for the opposite function (electricity ’ light). The
dye-sensitized solar cells (DSSC)9,69,77,78 represent valuable
addition in terms of a global challenge to utilize solar energy;
together with OLEDs they can be integrated into a unique
photonic device in order to utilize the captured solar energy
for low-consumption lighting during dark periods.

In this review we will concentrate our attention on iridium
complexes, containing large p-conjugated ligands, like 2-phenyl-
pyridine anions (ppy) and neutral 2,20-bipyridines (bpy), that
have an advantage that their emission wavelength can be tuned
from blue to red by the peripheral substitution of phenyl-
pyridines, by electron-withdrawing and electron-donating sub-
stituents or by replacement of chelating ligands. Therefore, we
have to begin with a few main chemical concepts connected
with this important class of dyes in organometallic chemistry of
iridium.

7.2. Synthesis and structure

Cyclometalated Ir(III) complexes are characterized by the quasi-
octahedral coordination geometry, which is formed by three
anionic bidentate ligands. According to the Chugaev rule, the
five-membered Ir-containing cycles are especially stable and
chemically inert. Thus, the post-synthetic modification of the
ligands can be carried out without disturbance of the complex
structure. The typical scheme of synthesis of the homoleptic
cyclometalated Ir(III) complexes is presented in Fig. 8, consider-
ing the 2-phenylpyridinate ligand as an example.

On the first step of the synthesis the bis m-chloro dinuclear
Ir(III) complex has been formed. The chlorides in this complex
are then substituted with the third C^N ligand identical to the
other two ligands. Such complexes are usually named as
homoleptic (all ligands are identical). If the third ligand is
different (L^X or N^N, for example) than the two other C^N
ligands, the iridium complexes are named as heteroleptic.

For the homoleptic Ir(III) complexes two geometric isomers do
exist known as mer- and fac-isomers. The mer-isomer corre-
sponds to the meridional N,N-trans configuration, whereas the
fac-isomer corresponds to the facial N,N-cis isomer. As can be
seen from Fig. 8, the kinetic product, mer-isomer, can be
transformed into the more stable fac-isomer under the influ-
ence of heat or light.70 Practically, heteroleptic Ir(III) complexes
lack isomers since the N,N-trans configuration prevails. Their
synthesis proceeds in mild conditions enabling the use of a
variety of ligand patterns.

Heteroleptic Ir(III) complexes can exist in the anionic, neu-
tral and cationic forms depending on the nature of the third
ligand (Fig. 9). All C^N ligands in Fig. 9 are anionic, where the
C–H bond is removed by the dissociative reduction. Those
commonly used in OLED device complexes are neutral and
are based on 2-phenylpyridine (ppy) anionic derivatives (Fig. 9).
While the ppy ligands are structurally similar to bipyridines, it
was earlier recognized that the metal–carbon bonds which they
form with transition-metal ions provide a specific influence on
the properties of their complexes which are distinct from those
of the N-coordinated bpy analogues.73 Replacing bpy in
[Ir(bpy)3]3+ by 2-phenylpyridine produces a very strong photo-
reductant, [Ir(ppy)3]. The enhanced photoreducing potential of
such complexes is attributed to the increase of electron density
around the metal due to the strong donor character of the
coordinating carbon atoms. The species containing both bpy
and ppy, such as [Ir(ppy)2bpy]+, have intermediate photoredox
properties and can operate as either a photo-oxidant or a
photoreductant.73

The search for OEL materials was initiated by the classic
[Ru(bpy)2]3+ example, which was used as a photocatalyst in solar-
driven photoconversion processes.67,73,79 The first task was to
alter the excited state redox potential of similar metal complexes
by several modifications: changing the central transition-metal;
replacing some of the ligands; and modifying the ligands by
adding suitable functional groups. For example, changing the
metal center in [Ru(bpy)3]2+ to Ir(III) produces a complex
[Ir(bpy)3]3+ with excellent photo-oxidizing power.73 This change
of the Ru(II) ion to a more stable third-row transition-metal ion
Ir(III) provides improvement of the chromophore stability.

Fig. 8 Synthesis and structure of the homoleptic cyclometalated Ir(III)
complexes.
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Besides homoleptic complexes with neutral ligands, we will
concentrate attention on the cyclometalated Ir(III) complexes
obtained by the Nonoyama reaction70 (Fig. 8). In the past decade
such Ir(III) cyclometalated photocatalytic complexes (Fig. 9) have
started a new life as OEL materials in solid-state organic light
emitting diodes (OLED)31–35 and large-area flexible displays.76,81

The computational methodology used for the calculation
of phosphorescence parameters of Ir(III) complexes typically
involves the following steps: the molecular structure of the
studied Ir(III) complexes are optimized at the singlet ground
state and first excited triplet state without symmetry con-
straints. This is typically done at the DFT level using hybrid
exchange–correlation functionals99 and basis sets of the
Lanl2DZ type100 with the Gaussian 03 program.101 For the
calculations of excitation energies and transition dipole
moments other basis sets for the light elements are used, like
6-31G(d),102 and the ECP basis sets103 for the Ir ion. Phosphor-
escence lifetimes and SOC calculations have usually been
performed with the Dalton program.104

Transition metals, like iridium, participate in the coordina-
tion chemical bonding in such a way that 5d and 5d orbitals are
still almost degenerate and the orbital angular momentum at
the metal center is not quenched completely. Involvement of such
heavy atoms into metal-to-ligand charge-transfer (MLCT) states of
different symmetry increases the configuration interaction
between them and the pp* states of the ligands, which lead finally
to a strong singlet–triplet SOC mixing in the cyclometalated Ir
complexes. This leads to the weakening of spin-selection rules
and strong T1 - S0 phosphorescence from triplet excitons can
occur in such organometallic conjugated chromophores.

Incorporation of Ir(ppy)3 into a polymer leads to an attrac-
tive EL material for two reasons: the high rate of electron–hole
recombination on the Ir(ppy)3 dye and relatively strong SOC at
the transition-metal center involved into T–S mixing of the
whole compound. This SOC induces a highly competitive
T1 - S0 transition probability of the MLCT type and large
quantum efficiency of the OLED. At the same time the green
color of Ir(ppy)3 phosphorescence (514 nm) is well suited for use

Fig. 9 Structure and notations of heteroleptic cyclometalated Ir(III) complexes (ppy = 2-phenylpyridine, piq = 1-phenylisoquinoline, thpy = 2-(thiophen-2-yl)-
pyridine, bthpy = 2-(benzo[b]thiophen-2-yl)pyridine, pbt = 2-phenylbenzo[d]thiazole, npy = 2-(naphthalen-2-yl)pyridine, bq = benzo[h]quinoline, 2,4-
dFppy = 2-(2,4-difluorophenyl)pyridine, 2,4,5-tFppy = 2-(2,4,5-trifluorophenyl)pyridine, 2,3,4,5-tetFppy = 2-(2,3,4,5-tetrafluorophenyl)pyridine,
bpy = 2,20-bipyridine, phen = 1,10-phenanthroline).
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in full color displays. The color can be tunable by applied
magnetic fields87 and also by chemical modification.67,68,73,81,88,89

The neutral iridium-cyclometalated complexes of the
Ir(ppy)3 type provide up to 19% external quantum efficiencies
in OLEDs.68 These phosphorescent materials have some intrin-
sic disadvantages, such as saturation of emission sites due to a
long lifetime as well as triplet–triplet annihilation and concen-
tration quenching arising from strong bimolecular interaction
at high doping levels.33,83 The use of the neutral iridium-
cyclometalated complexes in OLEDs requires a complicated
multilayer structure for efficient charge injection and for their
transport in order to obtain light emission.68,83

The use of ionic cyclometalated complexes is much more
profitable.67,68 Ionic systems like [Ir(bpy)3]3+([PF6]�)3 do not
need complicated fabrication of multilayer devices for charge
injection and recombination. They are used now in light-
emitting electrochemical cell (LECs), which are promising for
large-area lighting applications.67,68,90 Just single-layers of such
ionic complexes operate at a low voltage and these LECs have
been shown to be rather insensitive to the choice of electrode
material, allowing the use of air-stable anodes and cathodes.67

What makes such ionic materials so different from the neutral
organic semiconductors typically used in OLEDs? This is the
presence of mobile ions [Ir(bpy)3]2+, which carry a 2+ net
positive charge, and two negative counter-ions [PF6]�. Upon
application of a bias, the anions and cations move toward the
anode and cathode, respectively, creating high electric fields at
the electrode interfaces which enhance charge injection into
the polymer layer of the LEC and exciton formation at
transition-metal complexes.91 Holes and electrons are injected
at a bias just exceeding the potential to overcome the HOMO–
LUMO energy gap in the active material of LEC, irrespective of
the energy levels of the electrodes.67,81,91 The majority of ionic
complexes used in these single-layer LEC devices have been
ruthenium-based chromophores until very recent times.67,81,88,89,91

They emit light in the orange–red region 600–650 nm, while
for display and other LEC applications white light is needed.
This can be obtained by mixing blue with red and green colors.
Thus tuning the color to achieve green and blue emission is an
important task for the synthesis of new ionic chromophores.

Such systems have been obtained recently in a form of
mixed ligand cationic iridium complexes.67,68 Usually they
show low quantum yield compared to the tris-orthometallated
Ir complexes.67,73 An exception is represented by the recently
reported green–blue emitting [Ir(2-phenylpyridine)2(4,40-dimethyl
amino-2,20-bipyridine)](PF6) complex, labeled as N926, which
shows an unprecedented phosphorescence quantum yield of
80% in dichloromethane solution at 298 K (ref. 68) and by
the [Ir(2,4-difluorophenylpyridine)2(4,40-dimethyl amino-2,20-
bipyridine)](PF6) complex, labeled as N969, which shows an
even larger quantum yield of 85%.68

The first principles theoretical analysis of the phosphores-
cence of organometallic compounds has recently become a
realistic task with the use of the above reviewed quadratic
response (QR) technique in the framework of the time-dependent
DFT approach.51,61,92 We present connections between main

features of electronic structures and photo-physical properties
including phosphorescence efficiency and energy transfer
mechanisms. The SOC effects and the T1 - S0 transition in
the [Ir(ppy)2(bpy)]3+, [Ir(ppy)3] and [Ir(bpy)3]3+ complexes are
presented first in order to interpret the high efficiency of the
corresponding LEC materials.

8. Phosphorescence of Ir(III)
compounds
8.1. Phosphorescence of [Ir(bpy)3]3+

We first consider the cationic [Ir(bpy)3]3+ complex that uses
only neutral ligands and that represents an ancestor key species
in the genesis of spectral properties in the whole series of Ir(III)
compounds.59 Its phosphorescence has been studied in a
mixed EtOH:MeOH glass at 4.2 K (ref. 105) and interpreted as
an emission from the triplet state of the bpy ligand being of the
ligand-centered 3pp* character.105,106 A comparative study of
the tentative ‘‘dual emission’’ in the series [Ir(bpy)x(phen)3�x]3+,
where phen = 1,10-phenanthroline (Fig. 9) and x = 0–3,
indicates that the phosphorescence is not consistent with the
‘‘dual emitter’’ concept, but is accounted for by a simple model
in which the 3pp* state on the phen ligand is in thermal
equilibrium with the 3pp* state of the bpy ligand at higher
(70 cm�1) energy.105 The influence of the inhomogeneous
environment on phosphorescence and zero-field splitting is
well known.105,107–111 The ‘‘dual emission’’ characteristics of
the x = 2 and x = 1 systems are explained by an independent
spread of the ligand-centered 3pp* state energies.105 This
analysis is consistent with the line widths, with small shifts
in the peak maximum and with the idea that an excitation
resides on a single ligand at 4.2 K.105 Thus after relaxation at
the triplet state the electron distribution localizes at one of
the ligands, which then moves closer to the iridium ion. This
is in good agreement with the phosphorescence spectrum of
[Ir(bpy)3]3+ which was interpreted as an emission from the
triplet state of one bpy ligand being of the ligand-centered
3pp* character.105,106 Because of this the calculated phosphor-
escence lifetime of the [Ir(bpy)3]3+ complex is comparatively
long (Table 4). Nozaki et al.106 have previously simulated the
phosphorescence spectra of a number of tris(2,20-bipyridine)
transition metal compounds without calculation of the S–T
transition moments, but taking into account Huang–Rhys fac-
tors (S) and some additional fitting parameters. Their simulation
of the low-resolution observed spectra of the Ir(III) compound106

Table 4 Radiative phosphorescence lifetimes (ms) and energies of S0 - T1

for Ir(III) complexes calculated with QR TD DFT/B3LYP method. Based on
ref. 63

Complex
DE
(S - T)

DE
(S - T)exp tx ty tz t texp

[Ir(bpy)3]3+ 2.70 2.75 58.3 195.0 158.29 104.9 54
[Ir(ppy)3] 2.52 2.42 1.3 1.3 82.7 2.0 2.0
[Ir(ppy)2(bpy)]+ 2.23 2.25 14.3 1.6 162.8 4.8 4.4
[Ir(ppy)2(dtb-bpy)]PF6 2.14 2.13 14.5 1.6 111.2 4.8 2.3
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indicates that a large part of the intense red wing is determined
by overtones and combination bands. The calculated S factors
are not large (S B 0.3) in agreement with the intensity ratio
between vibrational satellites and zero-phonon bands.106,112 Our
calculations63 of the phosphorescence lifetime (Table 4) and
qualitative analysis of vibrational spectra in both S0 and T1 states
agree with the results of ref. 105, 106 and 112. The long-lived
triplet spin-sublevel (Tz, Table 4) is enhanced by spin–vibronic
perturbation (with the vibrational mode at 1025 cm�1) and its
intensity is determined by the first term in eqn (59). This and
other active modes are connected with vibrations in the bpy
ligand. This is in agreement with the analysis presented in
ref. 106 and 112 and supports the assignment of the relaxed T1

state as a local 3(pp*) excitation.
The zero-field splitting (ZFS) parameters for the phosphor-

escent state of the [Ir(bpy)3]3+ complex calculated at D3 sym-
metry of the S0 state geometry are very small (about 0.3 cm�1)
and are typical for organic 3(pp*) phosphorescence.4 The reason
is that three lowest triplet states, 3A2 and 3E, which provide the
main second-order SOC contribution to the ZFS parameters
(because they are almost degenerate and have very small DE
denominator) all have 3(pp*) nature. There is no efficient SOC
between such states and the ZFS is therefore determined mostly
by spin–spin coupling.108 For the lower C2 symmetry the SOC
contribution would be even smaller, because of the increased
splitting of the 3A2 and 3E 3(pp*) states. The phosphorescence
decay of the [Ir(bpy)3]3+ complex is non-exponential at 4 K, but
becomes almost single exponential at 77 K.105 This is due to the
lack of thermal equilibrium between spin sublevels, which are
split by B0.1 cm�1 ZFS. Each triplet sublevel has a quite
different decay rate (Table 4), which in turn is faster than the
spin–lattice relaxation rate at 4 K.105 When a strong magnetic
field (5 T) is applied, the ZFS spin sublevels get mixed in a
polycrystalline sample and a larger degree of thermal equili-
brium between the spin sublevels is established, even at 1.5 K.
This results in a nearly exponential decay profile.105 The
radiative decay lifetimes calculated for a symmetric structure
(Table 4) are equivalent for two short-lived sublevels (tx, ty).
They should be slightly distorted at the lower C2 symmetry,61

which agrees with the decay measurements at different tem-
peratures in ethanol–methanol glasses.105 Rather different behavior
is predicted for the mixed complexes as discussed below.

8.2. Phosphorescence of mixed Ir(III) complexes

The [Ir(ppy)2(bpy)]+ complex belongs to the C2 point group. The
T1 state is determined explicitly by the HOMO–LUMO excitation.
The plots of these molecular orbitals tell us that the S0 - T1

transition constitutes a metal-to-ligand charge transfer (MLCT)
from the 5d metal orbital to the bpy ligands with additional
small CT between two ppy and bpy ligands (in contrast to pure
3pp* intraligand S0 - T1 transition for the [Ir(bpy)3]3+ complex).
The LUMO is localized on the bpy ligand and has a strong
bonding character with respect to the C–C bridge, as usual. That
is why the C–C bridge bond in the bpy ligands becomes stronger
upon HOMO–LUMO excitation. The bond distance shortened
from 1.483 to 1.429 A. This is the most dramatic structural

change upon excitation (like in the previous case). The first
S0 - S1 absorption band is predicted to be very weak ( f = 0.0003)
and only 0.03 eV higher in energy than the S0 - T1 vertical
transition. This is a typical S–T splitting for all studied mixed-
ligand cationic complexes, but not for the tris-complexes of the
[Ir(ppy)3] and [Ir(bpy)3]3+ type, which have higher S–T splitting in
the order of 0.2–0.8 eV.61 The S1 state corresponds to the same
HOMO–LUMO excitation as the T1 state does. The S–T splitting
is very small because the HOMO and LUMO are localized at
different moieties of the complex, which also supports the
ligand-to-ligand LLCT nature of the S1 and T1 states.

At room temperature in fluid solvents an emission maxi-
mum of [Ir(ppy)2(bpy)]+ is observed at 595 nm, but in the solid
glass (77 K) a structured emission in the range 527–550 nm is
detected.73 The emission lifetime ranges from 4.4 to 5.2 ms at
77 K. Our QR TD DFT calculations with SDD basis for the Ir
atom (and 6-31G(d) for other light atoms) provide a good
interpretation of the [Ir(ppy)2(bpy)]+ complex phosphorescence
(Table 4).

Substitution of hydrogen atoms in the para-position to the
Ir–N bonds in the bpy ligands by tert-butyl groups provides
small but noticeable changes in the electronic structure of the
chromophore. Such a substituted system, or [Ir(2-phenylpyridine)2-
(4,40-tert-butyl-2,20-bipyridine)](PF6) complex in the following
called [Ir(ppy)2(dtb-bpy)]PF6, is very similar to the previous
[Ir(ppy)2(bpy)+] molecule. This ionic complex was synthesized in
an attempt to create a better OEL chromophore compared to the
popular [Ru(bpy)3]2+ charge carrier in single-layer LEC devices.67

Changing the metal center to the more stable Ir ion not only
improves the stability of the complex, but also increases the ligand
field splitting in comparison with the tris-orthometallated
[Ru(bpy)3]2+ [Rh(bpy)3]3+ complexes.

The T1 state of [Ir(ppy)2(dtb-bpy)]PF6 has 3B symmetry: the
adiabatic S0 - T1 excitation energy is equal to 2.23 eV (Table 4),
which corresponds to the 0–0 band wave-length, 555 nm,
neglecting the difference in the zero vibrational energies. The
observed maximum of the emission band of the Ir(ppy)2-
(dtb-bpy)PF6 complex in dichloromethane at 298 K is at 581 nm.67

The red shift can be explained by vibronic 0–1 bands which
occur because of excitation of different vibrational modes in
the ground state. We have calculated the Huang–Rhys factors
for a number of important modes from the finger-print IR
region by the mass-weighted displacement vector and the
gradients.51,98 The most active modes are 1052, 1059, 1330,
1511, 1569 and 1612 cm�1. We neglect the changes in vibra-
tional frequency and mixing of modes. An account of these
modes with approximation of the vibronic line-shape by Gaus-
sian bands of the 500 cm�1 band width at a half-maximum
provides a total red shift of the emission band of 0.13 eV and a
maximum at 590 nm. Thus only an FC analysis, the first term in
eqn (59), can explain the red shift of the wide maximum in the
low-resolution emission spectrum.67 As follows from Table 4, the
calculated phosphorescence lifetime for the termalized triplet
state (4.76 ms) is in a reasonable agreement with a value of 2.32 ms,
calculated from the radiative rate constant kr = 4.31 � 105 s�1

(ref. 90) (high temperature limit in deaerated solution). The most
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active spin sublevel Ty (ty = 1.6 ms) emits light with
z-polarization (along main axis); the calculated T - S transition
moment is equal to 0.244 ea0, being comparable to the weak
allowed S - S transitions. In a low-temperature solid state the
phosphorescence of the compound N925 should be strongly
nonexponential.

The mixed-ligand cationic iridium complexes, considered
above, exhibit lower quantum yields of phosphorescence in
comparison with the tris-orthometalated complexes of the
[Ir(ppy)3] type. Now we need to consider the reason for this
difference.

8.3. Phosphorescence of [Ir(ppy)3]

The ground state of [Ir(ppy)3] has C3 symmetry (with the main
z-axis).61 In fact the ppy in common notations, like [Ir(ppy)3], is
not phenylpyridine: it is the phenylpyridinate anion, where the
proton in the 20 position of the phenyl ring is removed. Vertical
excitation energies (eV) for the first six states of [Ir(ppy)3] from
TD DFT calculations of ref. 61 are equal to: 2.51 (3A), 2.52 (3E),
2.71 (1A) and 2.77 (1E). This group of states is connected with
MLCT transitions and simultaneous pp* excitations inside the
ligands.59,110

The lowest T1 state has two degenerate neighbors; these are
higher 3E states being extremely close in energy and which
provide relatively large SOC contributions to ZFS. The lowest
spin sublevel is Tz at both optimized S0 and T1 state geometries,
which is almost dark (Table 4). The higher lying singlet states
1E at 3 eV, which have almost pure MLCT character, produce
the largest contributions to SOC mixing with the phosphores-
cent triplet and to the T1 - S0 transition probability. Like in
the cationic Ir complex with the bpy ligands, the large struc-
tural changes are obtained upon S0–T1 excitation only in one
ligand: the C–C link between phenyl and pyridine rings in this
ligand is shortened by 0.05 A.

The Ir–C and Ir–N asymmetric displacements in the excited
ligand (ppy)* are the most important vibrational modes for
vibronic activity in phosphorescence. These bonds are shor-
tened by 0.035 A upon the S0 - T1 transition (Table 4).
A potential energy surface cross section along this vibrational
mode indicates a big change in the force constant for the
ground and excited states.61

Thus the phosphorescence from the lowest vibrational level at
low temperature (1.4 K) should be very broad as it is detected in
experiment (half width of about 3000 cm�1 in solid THF sol-
vent87). The large displacements in the equilibrium positions for
a number of local modes induce the red shifted and broadened
maximum of the T1 - S0 phosphorescent transition.

The electronic S0 - T1 transition dipole moment is a strong
function of the displacement since the phosphorescence life-
times for the spin sublevels presented in ref. 61 indicate
rather strong differences for two geometrical structures. The
S0-optimized geometry with C3 symmetry emission from the T x

and Ty sublevels of the lowest 3A state provides y and x
polarization with an equally short radiative lifetime (Table 4).
The T z sublevel is almost dark in a pure electronic Tz - S0

transition. Thus at thermal equilibrium (high temperature

limit at T Z 77 K) the lowest triplet state will be depleted
through emission from the Tx and Ty sublevels.61

The T1 - S0 transition was assigned as MLCT. In fact the
HOMO ‘‘metal’’ orbital has only 50% of Ir(5dp) character with
the reminder of the orbital being localized at the p-AOs of the
ligands; mostly at the phenyl parts of all three ppy ligands. The
LUMO orbital has no metal contribution and includes the fully
delocalized p-MO of all ligands. The SOC matrix element
hS0|HSO|T1i, which is responsible for the nonradiative quench-
ing of the triplet state, includes only the HOMO–LUMO SOC
integral. Thus it has no SOC contribution from the metal and
should be negligible.61,80 It means a minor intrinsic quenching
of the triplet state and high quantum yield of phosphorescence.
The large contribution to the HOMO ‘‘metal’’ orbital is enough
to produce very strong SOC mixing with high energy 1E states of
pure MLCT character, which include Ir(5ds) orbital excitation.
This explains the strong radiative power of the T1 - S0

transition.
In fact, the Tx and Ty sublevels presented in ref. 59 and

61–63 do not correspond to the ZFS axes. The former frame was
chosen by the structure obtained at the optimized ground state
which is close to C3 symmetry.61,63 The ZFS sublevel energies
were estimated separately by variational treatment of the SOC
matrix calculated for 40 substates (the 10 lowest singlet and
triplet states obtained by TDDFT method).61 The lowest state
was obtained as the Tz sublevel with energy 19 989 cm�1 (with
respect to the ground state), the next two sublevels were found
at 33 and 104 cm�1 higher energies at the ground state
geometry,61 but their wavefunctions and lifetimes were not
analyzed. The reason for this was connected with the fact that
the composition of the substrate mixture and the energies
strongly depend on the choice of the starting geometry. The
calculated lowest triplet sublevel was in good agreement with
observation in THF matrix87 for energy and lifetime. The aver-
aged phosphorescence decay time of 2.1 ms87 also agrees with
our prediction.61 The structure and energy of the upper sublevels
are dependent on the pseudo Jahn–Teller effect; thus their exact
assignment can be properly analyzed only by account of SOC and
vibronic mixing. Sophisticated calculations by Koseki et al.96,113

with an MCSCF + SOCI approach indicate an importance of the
Jahn–Teller effect on the lowest 3E state of the [Ir(ppy)3] dye. All
calculations with variational treatment of the ZFS problem in a
large T and S environment61,80,96 predict a large number of close-
lying substates and interpretation of the [Ir(ppy)3] phosphores-
cence therefore become complicated and uncertain.

Analyses of the old results with the above-described splitting
of spin sublevels61 predict that the upper triplet substrate (TIII)
has a large contribution from the singlet S4 and S5 states, which
provides the most active radiative decay. The ZFS for the two
other sublevels is determined more by T–T spin states mixing.
Thus, these substates have much lower decay rates.

8.4. Phosphorescence of phenylisoquinoline containing Ir(III)
complexes

The C^N cyclometalated complexes of the Ir(III) ion, such as the
green phosphorescent fac-[Ir(ppy)3] and red emissive fac-[Ir(piq)3],
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are now well known as phosphor emitters in OLED applications.114

Such devices doped with Ir complexes exhibit external quantum
efficiency in the range of 20–29% with no optical outcoupling
enhancements. According to the high quantum yield and short
lifetime of phosphorescence in the cyclometalated Ir(III) com-
plexes and the corresponding OLED applications there have
been detailed studies of their photophysical characteristics
including heteroleptic Ir dyes and cationic species with bipyr-
idine ligands.59

It is interesting to calculate the relative set of complexes
of the intermediate type [Ir(piq)x(ppy)3�x] where x = 1–3 (Fig. 10)
in order to scrutinize their photophysics in solutions and
their electroluminescence performance in OLEDs.64,114 The
oxidation potential of the parent homoleptic complexes are
almost identical;114 thus the presence of the ppy ligands in
the heteroleptic dyes cannot alter the degree of the metal
5d orbitals admixture in the HOMO–LUMO character (these
are the orbitals involved in phosphorescence mostly based
on piq ligands64), since the donor properties of the two organic
species are nearly the same.64,114 In fact the HOMO energies
of the series including the fac-[Ir(ppy)3] dyes are nearly
identical.64

It was also assumed at the beginning of the experimental
project of Deaton et al.,114 that the phosphorescence of the
systems [Ir(piq)x(ppy)3�x] (x = 1–3) originates from the piq
ligands because of the lower T1 state energy than that of the
ppy ligand. This assumption is based on comparison of the
phosphorescence data and is supported by TD DFT QR calcula-
tions64 in those parts that the LUMOs are really localized mostly
on piq ligands; the LUMO energy falls down drastically going
from [Ir(ppy)3] to the first dye with a new piq ligand [Ir(piq)-
(ppy)2].64 Therefore, the above series of dyes can provide a
comparison of the effects upon photophysical properties of
having one, two, or three emissive piq ligands without being
confounded by effects from the differences in electron-donating
between the radiatively passive (ppy) species and the active piq
ligands.114

In ref. 64 the experimental results of Deaton et al.114 have
been interpreted on the ground of TD DFT calculations with
account of quadratic response for the phosphorescence rate
constant.

A series of fac-[Ir(piq)x(ppy)3�x] complexes were studied114

for comparison with the parent fac-[Ir(ppy)3] dye in order to
reveal the position effects of placing emissive ligands in various
coordination structures. All species were optimized with differ-
ent DFT functional and basis sets64 giving a similar quality of
comparison with the X-ray experimental data. The Ir–Cppy bond
lengths are optimized to be longer (2.02–2.023 Å) than the
Ir–Cpiq bonds (2.014–2.017 Å) in agreement with experiment.114

From x = 1 to x = 2 the Ir–C2 and Ir–N2 bonds are both
significantly shortened, while the Ir–C3 and Ir–N1 are slightly
elongated. Large structural changes occur upon the transition
from x = 2 to x = 3. The Ir–C3 and Ir–N1 bonds are shortened by
0.007 and 0.005 Å, respectively, while Ir–N2 is slightly elongated
by 0.003 Å.

The spectral properties of the series have been calculated by
theh TD DFT QR method with the PBE0 functional and the
mixed basis sets, D95 and SDD (Stuttgart effective core
potential basis for Ir).103,115 The singlet–singlet absorption
spectra consist of the visible bands system (400–500 nm) of
increasing intensity (going from x = 1 to x = 3) and also of the
intense UV system (starting from 370 nm in experiment114). The
UV band system is predicted in the range 370–300 nm, though
the experimental measurements are limited to long wavelength
(350 nm). The solvent effect of tetrahydrofuran used in experi-
ment is simulated by the polarized continuum model.116

The presence of an increasing number of the piq ligands
results in a substantial enhancement of the absorption inten-
sity in the whole spectrum. In the visible part of the experi-
mental spectra a number of overlapping bands are seen114

which are completely reproduced by the TD DFT QR calcula-
tions including a weak S0 - T1 absorption at about 600 nm.
The first S0 - S1 transitions at 475 nm are very weak in
agreement with experiment. These are HOMO - LUMO excita-
tions of the MLCT character with a very small contribution of
the intraligand (piq) and interligand transitions (Fig. 11).64

The HOMO represents mostly the Ir 5dz2 AO with small
admixtures from all ligands, while the LUMO is localized on piq
ligands with a small decreasing admixture of the 5dxy AO. The
most intense bands in the visible range also have MLCT
character but with larger contributions from the intraligand
pp* excitations. The relative absorption intensity of these bands

Fig. 10 Series of the fac-[Ir(piq)x(ppy)3�x] complexes (x = 1, a; x = 2, b; x = 3, c). Reprinted with permission from ref. 64. Copyright 2011 American
Chemical Society.
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follows the order fac-[Ir(piq)(ppy)2] o fac-[Ir(piq)2(ppy)] o fac-
[Ir(piq)3], their wavelengths and the standard molar absorptiv-
ities are qualitatively reproduced.64,114 In the 440–420 nm
region the calculations predict that there are three dominant
electronic transitions (with oscillator strength close to 0.1) for
fac-[Ir(piq)3], two for fac-[Ir(piq)2(ppy)] and one for fac-
[Ir(piq)(ppy)2], leading to the increase of absorption intensity
with increasing x number. Thus, the additivity of absorption
from several ligands explains the observed trend.

In accordance with the QR TD DFT approach the radiative
rate constants, kr,calc are calculated and compared with room
temperature measurements as shown in Table 5, where all
values correspond to the high-temperature limit of kr. The
numbers are to be compared with experimental radiative rate
constants obtained from the lifetime and quantum yield:
kr,expt = Fem/t0 where Fem is the photoluminescence quantum
yield and tobs is the observed emission decay time measured in
2-methyl-tetrahydrofuran (2-MeTHF) at 293 K.114 The radiative
lifetimes of phosphorescence are also shown. Overall, the
accuracy and reliability of the theoretical computations are
quite satisfactory.

Deaton et al.114 have also measured emission decay in doped
PMMA matrices at various temperatures from 295 down to 2 K.
The decay rates of the individual sublevels of the T1 state and
their ZFS energies have been extracted from the temperature

dependence, as it is usually performed in studies of Yersin
et al.34,35,87 The highest spin sublevel demonstrates the most
prompt decay: kIII = 2.37 � 106 s�1 for fac-[Ir(piq)3]. There is no
contradiction with results presented in Table 5. The average
lifetime is still close to 1.26 ms for this dye in PMMA, since it is
about three times larger than the individual radiative lifetime
of the prompt sublevel TIII. This is a typical result for Ir dyes,
when two other spin sublevels demonstrate much slower decay.
In ref. 64 the ZFS parameters were though not calculated. From
our experience with other Ir dyes we can easily transform the
results of the SOC calculations in ref. 64 and confirm qualita-
tively the spinlevel selectivity obtained by Deaton et al.114 for
the PMMA matrix.

The kr values are nicely reproduced for fac-[Ir(ppy)3], fac-
[Ir(piq)2(ppy)] and fac-[Ir(piq)3], indicating a promising use of
density functional theory calculations in phosphorescence
intensity studies of iridium complexes. In all our works we
have calculated the electronic parameters of the T - S transi-
tion moment in terms of perturbation theory at the vertical
geometry, and all perturbing states are fixed at the S0 geometry,
since the transition ends in the S0 state and its vibrations
determine the vibronic parameters of the emission. In fact,
calculations at the T1 geometry are not as successful. They
suggest that the electronic T - S transition moment decreases
as the geometry of the molecule is changed from S0 to T1, and

Fig. 11 Calculated HOMOs (top) and LUMOs (bottom) of the fac-[Ir(piq)x(ppy)3�x] complexes (x = 1, 2, and 3 from left to right). Reprinted with permission
from ref. 64. Copyright 2011 American Chemical Society.

Table 5 Phosphorescence emission energies and radiative rate constants calculated at the ground state geometry using B3LYP TDDFT linear and
quadratic response theory in comparison with experimental data. Based on ref. 64

Complex DE(S–T)expt/eV DES–T,calc/eV kr,expt/s
�1 kr,calc/s�1 Fem tobs/ms

fac-[Ir(ppy)3] 2.40a 2.48 6.4 � 105 a 6.1 � 105 0.9 1.3
fac-[Ir(piq)(ppy)2] 1.97b 2.05 2.9 � 105 b 2.2 � 105 0.4b 1.38b

fac-[Ir(piq)2(ppy)] 1.98b 1.99 2.7 � 105 b 2.7 � 105 0.37b 1.39b

fac-[Ir(piq)3] 1.99b 1.99 3.6 � 105 b 3.5 � 105 0.45b 1.25b

a In degassed CH2Cl2 at room temperature.117 b In 2-MeTHF at 293 K.114
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that the energy of the vertical T1 - S0 transition is much
smaller (as it is expected accounting for the preference in
elongation of numerous bonds). Just because of the smaller
EST gap and its third power dependence, the computed lifetime
t would be unreasonably large at the T1 geometry. One should
also note that at room temperature the phosphorescence band
is wide and structureless; both 0–0 and other vibronic transi-
tions contribute to this band. In the case of Ir dyes with their
low symmetry, the pure electronic T–S transitions are allowed
with SOC account and the vertical S0 - T1 band corresponds to
the most intense peak in the emission spectrum. Thus, it is
used in our calculation to obtain the radiative rate constant kr

and the phosphorescence lifetime.
The experimental Stokes shift in the studied series of Ir

dyes clearly indicates a relatively large distortion upon S–T
transition, which is well reproduced by DFT geometry optimi-
zations.64 The final good results for the calculated phosphor-
escence wavelength and lifetime is probably a result of some
error cancellation. In fact our TD DFT calculations underesti-
mate to some extent the vertical S0 - T1 excitation energy.
Thus some better agreement is occasionally obtained in this
approach for the calculated phosphorescence wavelength.
Despite these details one has to stress that the agreement for
the radiative phosphorescence lifetime between theory and
experiment is much more impressive and reliable. The quad-
ratic response method for the summation of a huge number of
contributions in the estimation of the electric dipole T–S
transition moment, is more relevant when it is implemented
at the final S0 ground state structure. SOC calculations pre-
sented in ref. 64 indicate that the non-radiative rate constants
knr should diminish going from fac-[Ir(piq)2(ppy)] to fac-[Ir(piq)3]
and the phosphorescence quantum yields should increase – a
trend that is supported by experiment.114 This is because the
iridium d-orbital contribution to the LUMO becomes smaller as
x increases from 2 to 3 in the fac-[Ir(piq)x(ppy)3�x] series,
suggesting that the SOC matrix element between the ground
singlet (S0) and first excited triplet (T1) states hS0|HSO|T1i
decreases, from 289 to 169 cm�1.64 The latter is reduced to the
HOMO–LUMO single-electron SOC integral and strongly
depends on the small d-orbital admixture of the LUMO.

8.5. Phosphorescence of heteroleptic Ir(III) complexes with
various ancillary ligands

A number of theoretical phosphorescence studies of new cyclo-
metalated heteroleptic Ir(III) complexes with SOC account have
been published recently.62–64,97 TD DFT QR calculations of the
above-described approach have been presented for heteroleptic
complexes with the picolinate (pic) ligand of the [Ir(ppy)2(pic)]
type in ref. 62. The main subject of that study was a comparison
with amino-derivatives of the picolinate species. The phosphor-
escent, structural and electrochemical properties of [Ir(ppy)2(pic)]
and [Ir(ppy)2(dmapic)] complexes (Fig. 9 and 12) were thus studied
and compared.

The [bis(2-phenylpyridine)(2-carboxy-4-dimethylaminopyridine)]
iridium(III) complex (denoted as N984)68 has been reported to
exhibit a relatively strong phosphorescence with high quantum

yield in a PMMA matrix.62,68 In contrast, the phosphorescence
of the [Ir(ppy)2(pic)] species is very weak.68 The LUMO in this
species is localized on the picolinate ligand, while in N984 both
LUMO and LUMO + 1 are distributed on the ppy 0 and ppy
ligands, respectively. (The HOMOs are universally delocalized
on Ir and ppy ligands in all heteroleptic cyclometalated Ir(III)
complexes presented in Fig. 9.9a,69,97,110) In the N984 species
the first excited triplet state represents the MLCT configuration
with a large admixture of interligand (ppy)–(ppy)0 and intra-
ligand excitations. The calculated averaged radiative lifetime of
the N984 phosphorescence in the high-temperature limit is
equal to 3.08 ms,62 which is in a reasonable agreement with the
measured lifetime (2.42 ms) for N984 dopant in a PMMA film.68

In the [Ir(ppy)2(pic)] species the nature of the T1 state is rather
different.62,69 The charge transfer to both ppy and pic ligands
are present; thus, the triplet state is more delocalized than in
the N984 complex, where the ancillary pic ligand is not involved
in the S0–T1 transition.62 The introduction of the N(CH3)2 group
in the picolinate moiety of the N984 species provides a strong
shift of the LUMO level from the weakly bound pic ligand to the
p* MO at the tightly bound ppy 0 ligand. By this introduction of
the donor dimethylamino group into the pic moiety the N984
complex returns back to the wide family of bright phosphor-
escent Ir(III) dyes discussed in this chapter: a strong SOC-mixing
between T and S states of the MLCT type with electron transfer
from 5dp and 5ds orbitals induced by exchange interaction with
local excited pp* excitations in the ppy ligands is the general
characteristic of their phosphorescence mechanism.61–64 A fast
ISC together with a short radiative lifetime of the microsecond
scale (order of magnitude shorter than nonradiative quenching
time) thus provide a strong phosphorescence in this group of
Ir(III) dyes. The quantum yield of phosphorescence (Fp) of the
[Ir(ppy)2(pic)] complex is much lower (0.033) than Fp of the
N984 dye (0.70) in similar solvents at room temperature68

because of the above-mentioned deformation of the LUMO
and the change of nature of the lowest triplet state orbital.62

8.6. Fluorinated organoiridium complexes for blue-
phosphorescent OLEDs

Implementation of fluorine substituents into the cyclo-
metalated ligands has been widely used in attempts to develop
blue-phosphorescent dopants for emissive layers in white

Fig. 12 Structure of cyclometalated [Ir(ppy)2(pic)] and [Ir(ppy)2(dmapic)]
complexes.
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OLEDs.9,35,63,97,113 A series of Ir(III) complexes with fluorinated
ppy ligands have been studied in ref. 63 and 97 with an account
of the SOC effect on their phosphorescence. Xin Li et al.63

calculated, by the TDDFT QR method, a series of three- and
four-F atom substituted phenylpyridines in fac- and mer-
isomers of homoleptic Ir(III) dyes, while Koseki et al.97 studied
various fluorinated homoleptic and heteroleptic Ir(III) com-
plexes including pic and acac ancillary ligands. Introduction
of two F atoms at the 20 and 40 positions of the ppy ligands in
combination with the employment of picolinate as an ancillary
ligand provides a very efficient blue-emitting bis-cyclometalated
dye, the so-called FIrpic.118 Koseki et al.97 calculated SOC effects
in this and similar complexes taking the FIrpic as the first target
and discussed the substituent fluorine and ancillary ligand
effects on stability and phosphorescence. They have shown
that the use of two ancillary ligands is inappropriate for blue-
phosphorescent dopants in OLEDs.

Xin Li et al.63 considered in particular the phosphorescence
radiative rate constants and lifetimes in the series of fac-[Ir(F3-
ppy)3], fac-[Ir(F4-ppy)3], mer-[Ir(F3-ppy)3], and mer-[Ir(F4-ppy)3]
complexes. In Fig. 9 these ligands are denoted as 2,4,5-tFppy
and 2,3,4,5-tetFppy, respectively. The authors of ref. 63
explained why the green-emitting fac-[Ir(ppy)3] becomes blue-
emitting upon fluorination and showed that the meridional
isomers are less efficient emitters; this is supported by experi-
ment for the mer-[Ir(F4-ppy)3] complex.119 Like in other studied
Ir(III) complexes61–64 the MLCT phosphorescent transition is
rather localized in one ligand, which moves closer to the Ir
atom after relaxation in the T1 state.63 Introduction of the
fourth fluorine substituent into the ppy ligand leads to an
increase of the phosphorescence radiative lifetime by destroy-
ing the balance of various T–T and S–S contributions in the
T1–S0 transition moment, eqn (50). The calculated lifetimes
for the fac-[Ir(F3-ppy)3] and fac-[Ir(F4-ppy)3] dyes are 2.7 and
3.2 ms,63 which can be compared with the experimental results
in butyronitrile glass at 77 K, 3.9 and 4.2 ms,119 respectively.

The SOC matrix element between the T1 and S0 states was
determined to be 100 and 500 cm�1 in the facial and meridio-
nal isomers of the [Ir(F3-ppy)3] complex.63 Accounting that the
square of this matrix element determines the nonradiative
quenching of phosphorescence the authors of ref. 63 explained
the lower quantum yield of the meridional dye. The electro-
chemical and photophysical properties of this series of dyes
studied in solvents and in the solid state119 agree with the
theoretical studies.63 The fabricated OLEDs with doped PVK
provide electro-generated blue luminescence (similar to that in
solution); the stability and efficiency of the devices made with
the studied series of homoleptic fluorinated Ir(III) dyes strongly
depend on the stereochemistry of these complexes and the
higher external quantum efficiency measured for the facial
isomers.119

We must remind that the blue PhOLEDs are hard to fabri-
cate (compared with the red and green ones) due to the big TS
energy gap, which leads to insufficient carrier injection and
exciton confinement.54,113 Recently, the FIrpic compound could
provide nearly 100% when doped into the wide energy gap host

of N,N0-dicarbazolyl-3,5-benzene; such an electron transport
material with high electron mobility as well as high triplet
energy is needed to confine the T excitons and to improve the
electron–hole recombination.113

Phosphorescent OLED devices based on Ir(III) complexes as
highly efficient blue-emissive dopants have by now entered the
market.97,113 The color tuning method is widely applied to
multicolor and white light OLED devices. Quadratic response
DFT calculations assist the scrutiny of the details of spin–orbit
coupling effects on singlet–triplet states mixing in the organo-
iridium dyes. The required red–green–blue (RGB) primary color
emitters97 are firmly based on the structural platform of the
[Ir(C^N)2(L^X)] type of dyes (Fig. 9). The recent quantum
chemical studies with SOC account63,97 show that the selection
of geometrical isomers is important to obtain brighter blue-
color phosphorescence.

9. Some new approaches to increase
the efficiency of OLEDs

A few alternative ways have recently been considered in order to
compel triplet excitons to do useful work in pure organic
materials.28,35,55a The general idea is to induce the reverse
ISC up-conversion from the triplet T1 to the singlet S1 state
and then to use a sufficiently strong S1 - S0 fluorescence. The
SOC-induced mixing coefficient between the T1 and S1 states,
eqn (46), (n = 1), is inversely proportional to the energy gap.
This means that heavy elements are not required if the DEST

energy gap is small and the SOC matrix element is non-
vanishing.

Adachi et al.28 have used a novel pathway to obtain the
greatest possible electroluminescence efficiency from rather
small and simple aromatic molecules, carbazolyl dicyano-
benzenes (CDCB), that exhibit efficient thermally activated
delayed fluorescence (TADF). In organic dyes the S1–T1 energy
gap is usually big (0.5–1 eV) because of the large exchange
integral, eqn (12), for the pp* excitations in conjugated systems.
In a series of the CDCB molecules the unusually small S1–T1

energy gap (less than 0.1 eV) was found because of charge
transfer from the carbazolyl parts to the dicyanobenzene moiety
in these excited states. In spite of the CT nature, the S1 state has
a large transition moment for the S1–S0 fluorescent emission
due to the common area of electron density corresponding to
the HOMO–LUMO deexcitation. Like in the simple example,
eqn (13), both molecular orbitals should produce overlapping
electron densities in order to get the large S1–S0 transition
moment, eqn (17). In all studied CDCB molecules an efficient
spin up-conversion from the non-radiative triplet state to the
bright fluorescent S1 state has been obtained.28 The transient
luminescence of all CDCB species indicates both a prompt
component and a microsecond-scaled delayed emission increas-
ing with temperature, which confirms the TADF nature. These
molecules harness both S and T excitons for light emission
through the S1–S0 channel in OLEDs composed of ITO, NPB, LiF,
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Al, BCP (Fig. 5) and other carbazolyl-containing materials with
an external quantum efficiency more than 19%.28

The lowest S1 state in all studied metalloorganic complexes
of the Pt(II) and Ir(III) ions has rather low radiative rate
for transitions to the ground S0 state (and low absorption
intensity). Therefore, the ISC process (5 in Fig. 4) is highly
competitive with the emission (process 4, Fig. 4). All
singlet recombined e–h pairs which produce the intermediate
S1 excitons finally lead to triplet excitons by ISC. In this
condition the triplet–triplet annihilation (TTA) is a parasitic
phenomenon which just quenches the electroluminescence.
In principle, such pure organic molecules could be chosen
when the TTA rate, see k4 and k5 rate constants in Fig. 4, are in
a proper balance so that fluorescence is relatively strong.
The triplet excitons produced by e–h recombination are not
emissive, but can generate the S1 state by the TTA process.
Thus, the internal quantum efficiency of fluorescence could be
strongly increased and the search for such organic dyes is in
steady progress.120 The triplet–triplet annihilation processes
have recently been shown to provide an attractive route to
achieving high efficiencies in small molecule (SMOLED) fluor-
escent systems.120,121 The 25% limit on internal quantum
efficiency imposed by the S : T ratio may be boosted up to a
theoretical limit of 62.5% if the materials could be designed in
such a way as to harvest all the triplets generated. The analysis
of the impact of TTA processes on the efficiency of a polymer
(P-OLED) fluorescent system shows that an efficiency boost
of B20% can be obtained in a prototypical materials set.
Introduction of a ‘‘stable TTA’’ material, designed to accept
triplets and stabilize the TTA contribution, results in a dra-
matic improvement in device stability without loss of device
efficiency.120

An additional way to harness triplet excitons in pure organic
materials is based on the intermolecular triplet–singlet energy
transfer. Combinations of various substituted carbazole com-
pounds as the host and guest species at resonance conditions
for the energy transfer between the triplet host and the S1 state
of the guest molecule have been achieved.122 The T–S energy
transfer in similar solids is well known37a and is realized in very
efficient blue OLEDs.122b The delayed components of the guest
fluorescence have been detected and more than 19% external
quantum efficiency obtained. Carbazole is considered as one of
the few molecules with both good hole transport properties and
a high T1 state energy (about 3 eV), thus its derivatives are the
best host materials for blue OLEDs. It is not difficult to choose
the carbazolyl derivative with the similar S1 state energy as a
guest dopant.122 The T–S energy transfer depends on intermo-
lecular mixing of the T and S states, which is inversely propor-
tional to the energy gap.122b When the guest molecules overlap
with the host species a nonzero SOC matrix element between
their S and T states has been estimated.122b Following eqn (46),
(n = 1), a high T–S energy transfer rate can be achieved because
of the inverse proportionality to the T–S energy gap at the close-
to-resonance conditions.

Thus, various types of delayed fluorescence originating in
triplet excitons can be realized in efficient OLEDs without heavy

metal dopants. Weak and proper balanced spin–orbit coupling
in such organic materials is still a key issue for OLED design.

10. Conclusions

Organic molecules were considered as insulators in chemistry
textbooks until the discovery of conducting polymers by
Heeger, MacDiarmid and Shirakawa (Nobel Prize in chemistry
in 2000). Later on small elementoorganic molecules of the
Alq3 type10 and conjugated polymers12,25 were found to be
light-emissive upon bias in film-multilayer OLED devices. The
general concept of organic electronics includes now OLEDs,123

organic photovoltaics and thin-film transistors;9–28 it is a fast
growing field of research because of commercialization and the
promising merits of being cheap, flexible, printable and tech-
nologically designable. OLEDs provide the next generation of
flat panel displays because of their numerous advantages
comparable with the use of liquid crystals and plasma display
panels.113 At the end of 2013 a number of companies (Samsung,
Sony, LG) launched commercial OLED TV sets based on RGB plat-
forms of organic emissive layers doped with heavy ion complexes.

In the case of pure organic fluorescent molecules and
polymers about 25% internal quantum efficiency (IQE) (or 5%
external quantum efficiency (EQE)) can be obtained from the
singlet excited states produced by electron–hole recombina-
tion. A huge amount of electricity is spent for nothing in such
OLEDs since the triplet excitons are quenched by non-radiative
decay. However, the emissive layer doped by metalloorganic
complexes, such as those containing Pt(II) and Ir(III) ions, can
provide close to 100% IQE (about 20% of EQE) because the S and
T states are mixed by effective spin–orbit coupling.

Nowadays the phosphorescent OLED devices based on Ir(III)
complexes as highly efficient blue-emissive dopants have firmly
entered the market. The color tuning method is widely applied
to multicolor and white light OLED devices. Modern theory,
like quadratic response TDDFT briefly reviewed here, can assist
in the scrutiny of the details of phosphorescence and spin–orbit
coupling effects for singlet–triplet state mixing in the organo-
iridium dyes. The required red–green–blue (RGB) primary color
emitters are firmly based on the structural platform of the
[Ir(C^N)2(L^X)] type of dyes reviewed here.

A theme emphasized in this review is that spin–orbit cou-
pling plays a crucial role in modern OLEDs. The first devices
made with organic polymers provided only 25% efficiency since
the singlet excitons produced by electron–hole recombination
were emissive and 75% of the remaining electric power spent
for triplet exciton generation was wasted for heating. To pro-
duce 100% internal quantum efficiency the triplet excitons
have to be involved in the light emission process. Spin–orbit
coupling is very weak in organic dyes and the triplet radiative
lifetime is too long to produce efficient phosphorescence in
order to compete with the nonradiative decay in the polymer
matrix at room temperature. In contrast, the SOC effects in
Ir(III) complexes are sufficiently strong to produce mixing
between the triplet and singlet states which provides effective
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T1 - S0 emission. Thus, the triplet excitons can perform useful
work in OLEDs leading to an internal quantum efficiency that
can reach close to 100%.

In this review we have considered basic principles and
modern computational techniques to design efficient phos-
phorescent OLEDs. We outlined particularly important applica-
tions on elemento-organic complexes of Ir, Pt and Al ions
that have been widely used in emissive layers of modern
OLEDs; the calculated rate constants of their phosphorescence
could be compared with the electroluminescent parameters of
the devices. A prime example was the tris(8-hydroxyquinoline)
aluminium complex (Alq3) which is known to be a good
fluorescent emitter, as used already in the first multilayer
devices. SOC calculations show that its phosphorescence
cannot be explained as a pure electronic triplet state emission
without taking account of vibrations and spin–orbit–vibronic
coupling, as deemed important in many cases. We showed,
as an example, that such calculations can reproduce the
big difference in phosphorescence lifetime between the neutral
complexes of the type [Ir(ppy)3] and cationic species [Ir(bpy)3]3+,
where ppy = 2-phenylpyridinate and bpy = 2,20-bipyridine
ligands, and could explain SOC effects on the triplet decay for
the various phenylisoquinoline and fluorinated ppy ligands.
The studies of different types of auxiliary ligands thus helped to
explain the color tuning and decay time of Ir(III) phosphors. The
first principle calculations of phosphorescence in organic and
organometallic compounds provide a theoretical background
for contemporary recognized and widely acknowledged ideas
about the working mechanisms phosphorescent OLEDs.

However, in spite of great achievements in understanding
the physical–chemical background of numerous mechanisms
of charge and energy transfer, quantum-chemical simulations
of elementary recombination steps and radiation processes in
organic and metalloorganic species of emitting layers, a com-
plete theoretical design of new materials for effective OLEDs is
impossible. So many factors are still difficult to predict, like
non-radiative rates, the length of exciton diffusion and separa-
tion between layers, the processes at interfaces, etc. Thus the
OLED development is more a realm of the art of experiment
than being a predictive and theoretically determined science.
Nevertheless, key features, like the S–T states mixing, and some
other crucial parameters and aspects of OLED efficiency, can be
quite reliably considered by theory. The main subject of this
review was to demonstrate the most important peculiarities
for elementoorganic phosphors and to apply this knowledge
for practical considerations in the design and fabrication of
phosphorescent OLEDs.

Acronyms

Alq3 Tris(8-hydroxyquinoline) aluminium
AM1 Austin model 1 semiempirical SCF approach
AO Atomic orbital
B3LYP Three-parameter Becke–Lee–Yang–Parr

exchange–correlation functional

BCP 2,9-Dimethyl-4,7-diphenyl-1,10-phenanthroline
BP Benzophenone
bpy 2,20-Bipyridine
CBP 4,40-N,N0-Dicarbazolebiphenyl
CDCB Carbazolyl dicyanobenzenes
CI Configuration interaction
CIC Cyclometalated iridium complexes
CNDO/S Complete neglect of differential overlap for

spectroscopy semiempirical approach
CT Charge transfer
CzVD Carbazol–vinylene derivative
DFT Density functional theory
DSSC Dye-sensitized solar cells
DZR Double zeta Rydberg basis set
ECP Effective core potential
EDTM Electric-dipole transition moment
e–h Electron–hole pair
EL Electroluminescence
EML Emission layer
EPR Electronic paramagnetic resonance
EQE External quantum efficiency
ETL Electron-transfer layer
FBP Free-base porphine
FC Franck–Condon factor
HBL Hole-blocker layer
HOMO Highest occupied molecular orbital
HTL Hole-transport layer
INDO/S Intermediate neglect of differential overlap for

spectroscopy semiempirical approach
IQE Internal quantum efficiency
IR Infra-red
ISC Intersystem crossing
ITO Indium tin oxide
Lanl2DZ Los Alamos National Laboratory double zeta

basis set
LCM Linear coupling model
LEC Light-emitting electrochemical cell
LED Light-emitting diode
LUMO Lowest unoccupied molecular orbital
MCQR Multi-configurational quadratic response
MLCT Metal-to-ligand charge transfer
MO Molecular orbital
NPB 4,40-Bis[N-(1-naphthyl)-N-phenylamino]biphenyl
ODMR Optical detection of magnetic resonance
OEL Organic electroluminescence
OLEDs Organic light-emitting diodes
PEDOT:PSS Poly(3,4-ethylenedioxythiophene):

poly(styrenesulfonate) matrix
PES Potential energy surface
PF Polyfluoren
PFO Poly(9,9-di-n-octyl-2,7-fluorene)
PhOLEDs Phosphorescent organic light-emitting diodes
pic Picolinate
PMMA Poly(methyl methacrylate)
P-OLED Polymer organic light-emitting diode
PPV Polyphenylene vinylene
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ppy 2-Phenylpyridine anion
PT Polythiophene
PtOEP Octaethyl-porphine Pt(II) complex
PtP Pt-porphyrin
PVK Polyvinylcarbazole
QM/MM Quantum mechanics/molecular mechanics

calculations
QR Quadratic response methodology
RGB Red, green and blue platform
RS Russel–Saunders scheme
S Singlet state
SCF Self-consistent field
SLR Spin–lattice relaxation
SMOLED Small molecule organic light-emitting diode
SOC Spin–orbit coupling
SSC Spin–spin coupling
T Triplet state
TADF Thermally activated delayed fluorescence
TD DFT Time-dependent density functional theory
TTA Triplet–triplet annihilation
WOLED White organic light-emitting diode
ZFS Zero-field splitting
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