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Abstract

Query routing refers to the general problem of selecting from a large set of accessible infor-
mation sources the ones relevant to a given query(i.e. database selection), evaluating the
query on the selected sources(i.e. query evaluation), and merging their results(i.e. result
merging). As the number of information sources on the Internet increases dramatically,
query routing is becoming increasingly important. Much of the previous work in query rout-
ing focused on information sources that are document collections. Moreover, there has been
little work done for collections that can be accessed only through some query interface. In
this project, we focus on the database selection problem, an important subproblem of query
routing, for bibliographic databases consisting of multiple text attributes. In particular,
we first proposed a few database selection techniques that are designed for bibliographic
databases accessible through some boolean retrieval interface. Our techniques rely on past
queries and query results to determine the relevance of databases with respect to a given
user query. By conducting a series of experiments on a set of bibliographic databases, we
evaluated and compared the performance of our proposed database selection techniques. We
further explore the use of techniques to improve the performance of database selection for
bibliographic databases. By clustering bibliographic records of each database into different
groups and by collecting summary information about them, the performance and accuracy
of database selection can be further improved. To verify the claim, a number of experiments

were conducted and their results were presented in this report.
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Chapter 1

INTRODUCTION

As the number of information sources increases rapidly on the Internet, users are beginning

to experience difficulties locating the relevant information sources to meet their search re-

quirement. These information sources could be document collections, SQL databases, or

other kinds of databases. Although many web search engines e.g. Yahoo![Yah], Altavista[Alt],
etc., are available on the Internet, they are only useful for discovering individual web pages

instead of information sources such as document collections, SQL databases, etc.. Web

search engines index all web pages found on the Internet and support keyword searches on

the constructed indices. They, however, cannot be easily extended to index the content of

information sources for several reasons:

e It may not be possible for information sources to provide all their content available on
the Internet due to copyright or business reasons. Access to these information sources
is only possible via some pre-defined query interfaces.

e To index web pages from the Internet, web search engines employ some robot agents
which navigate themselves from discovered and indexed web pages to new undiscovered
web pages. Since these robot agents are programmed to discover information through
navigation only, they are incapable of discovering information via the query interfaces

provided by information sources.

e The information sources may contain data in many different forms other than text. For
example, some of them may be SQL databases; others may contain data in proprietary
formats. These spectrum of data formats cannot be easily handled by the web search

engines.

We call the entire process of selecting information sources to be queried, forwarding

queries to the different selected sources, and merging their query results query routing. An
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Figure 1: Query Routing Steps

intelligent agent that is designed to perform query routing can be called a query router. As
shown in Figure 1, database selection, query evaluation and result merging are the three main
steps involved in query routing. In the database selection step, the query router chooses the
best information source(s) to evaluate a query based on some knowledge about the sources.
The query is then submitted to these information sources. Some transformations may have
to be performed on the queries and their results if the information sources adopt query and
result formats different from that used by the global user. In the result merging step, the
query router merges the results returned by different information sources. Re-computation
of the rank of result records may have to be performed when ranking is required for the

merged result.

Depending on the type of search requirement and the type of data sources, different
variants of query routing problems can be defined. In the following, we illustrate some

specific examples of query routing problems.

e Scenario 1 (Global Digital Library System): In a global digital library system that is
built upon multiple text collection servers on the Internet, a query routing problem
may be defined by determining the most relevant text collection(s) for any user query
which includes keyword criteria specified on the title, author and/or subject of the
distributed text documents. Query routing, in this case, may involve searchable or
non-searchable text collections, and the results from selected text collections may have

to combined together in order to form a single result set for the original query.

e Scenario 2 (Electronic Shopping): The Internet is predicted to be a commonplace for
users to perform electronic shopping. The promise of electronic shopping depends
to a large extent upon the user interface and how users interact with the various
electronic commerce agents on the Internet. Typically, each retailer will provide online

information about his/her products. To ensure that a buyer with a specific buying



need will be able to locate the right retailer(s) quickly, we need a query routing
mechanism that can suggest fairly accurately a small number of retailers for the buyer
to consider or patronize. Unlike scenario 1, the data sources to be dealt with are
product information from the retail stores, and the buying need may be represented
by conditions specified on the product attributes.

In solving query routing problems, a number of important issues also have to be consid-
ered:

e Heterogeneity: Information sources are allowed to have different data formats and
query interfaces. Databases may have different attribute sets. Although they may
share some common attributes, the name and domain of the common attributes may
still be different. Before query routing can be performed on the heterogeneous infor-
mation sources, the query interface and attribute mismatches must be dealt with. In
fact, query routing techniques must be developed for different classes of information

sources.

e Autonomy: It is neither possible nor feasible to maintain complete knowledge about
the information sources. Leaving the storage issue aside, the owners of information
sources usually do not wish to sacrifice their control over the information content and

to reveal the operational details of their information sources.

e Content FEvolution: The content of information sources may vary after some updates
are performed. This dynamic changes of content may jeopardize the query routing

knowledge constructed based on past queries or past query results.

1.1 Scope and Objectives

In recent years, query routing problems for collections of text-based databases have received
a lot of attention. In contrast, there has not been much query routing research performed

on other kinds of information sources.

Bibliographic databases represent an important class of information maintained by exist-
ing library systems. We envisage a future whereby a large number of bibliographic databases
will be created, maintained, and made available on the Internet by content providers, pub-
lishers, and librarians. As each bibliographic database may be designed to store different
types of bibliographic records, a meta-search mechanism{GCGM97] has to be provided by
a query router to assist digital library users in their quest of information.

In this report, we focus on addressing the database selection problem for a set of bib-

liographic databases each containing a set of records with multiple text-based attributes.



The bibliographic database engines involved support simple boolean queries and the results
they return are unranked.

We aim to develop new database selection techniques based on two classes of approaches.
The first class of proposed database selection techniques exploits the use of training queries
to construct the knowledge base for query routing. The second class of techniques, on
the other hand, incorporate different clustering techniques to improve the performance of
database selection. The performance of these two classes of proposed database selection
techniques together with techniques proposed by other researchers are further compared
using some simulated bibliographic database collections.

1.2 Problem Definition

There are many variants of database selection problems for a set of bibliographic databases.
In general, they can be formally defined as follows:

Definition 1 Let D = {dby,dby,---,dbn} be a set of bibliographic databases. Let q be a
query and M be the number of databases to which query q should be forwarded to. The
M-Database Selection Problem is defined as the following optimization problem.

Compute E C D such that |E| = M and (YF C D such that |F| = M, Goodness(q, E) >
Goodness(q, F') )

Here, Goodness is a function on the results returned by a set of databases. Depending
on the definition of Goodness, different variants of M-Database Selection Problems can be
derived. M is a number determined by the global users or applications to constrain the
number of databases for evaluating the query. The database selection problem is trivial
when M = N.

In the rest of this report, we are concerned with maximizing the result sizes returned
by the selected databases. Hence, given a set of databases £ and a query g , we define our
Goodness as follows:

Definition 2
Goodness(q, E) = Z Si
ek

where s; denotes the result size returned by db; for query q.

We have also adopted a simple keyword-based boolean query model for the bibliographic
databases. For example, to retrieve all bibliographic records having title keywords “database”
and subject keywords “information” and “retrieval”, the following query can be formulated.

title=“database” and subject=(“information” and “retrieval”)

At present, we have restricted our queries to contain only conjunctions of predicates on
title and subject. Nevertheless, our proposed techniques can be easily extended to handle
other text-based attributes.



1.3 Outline

The rest of this report is structured as follows. In Chapter 2 we provide a brief survey of
the relevant work. Chapter 3 discusses our proposed database selection techniques that are
based on training queries. Chapter 4 further introduces our proposed cluster-base database
selection techniques. The experiments conducted for the two classes of proposed database
selection techniques are reported in the respective chapters. Chapter 5 concludes the report

and describes our future work.



Chapter 2

LITERATURE SURVEY

In recent years, different forms of database selection problems have been studied by several
research groups, and a number of solution approaches have been proposed. As pointed out
in [GP98], database selection problems can occur both in routing and mediating queries
to distributed set of data sources. Query routing often operates on top of a set of text
collections or collections with text attributes such that the collections share a common
and simple schema. Query mediation, on the other hand, involves heterogeneous schemas
exported by the underlying databases and the schemas usually complement one another
in the database content. While query routing often adopts a query model which returns
partial results to any given queries, query mediation requires complete query results to be

returned from the participating databases.

In the following, we describe previous research efforts in database selection for query
routing. These research efforts can be classified into three main categories according to the

type of data sources.

2.1 Database Selection for Text Collections

Research efforts in this category deal with collections of text documents. Usually, the vector
space retrieval model is adopted for querying the text collections. A query supported by
such model consists of a set of keywords, and the relevance of a text document is determined

by the frequency of keywords appearing in the document and their discriminatory power.

In the gGlOSS project|GGM95], the document frequency for each word in each text
collection is extracted and included in the knowledge base for database selection. Using
the document frequencies, the relevance of each text collection can be estimated for a given

user query.



In Callan’s work, the CORI (Collection Retrieval Inference Network) project[CLC95],
the TF x I DF document ranking method has been extended to rank a set of text collections
where T'F' denotes term frequency and IDF denotes inverse document frequency. In this
method, the TF x IDF document scoring formula is modified by replacing TF and IDF
by DF and ICF (inverse collection frequency) respectively. A CORI network is later con-
structed based on the relationship between collections and their terms, and the relationship
between a given query and its term. Each collection is scored using the CORI network and
is determined by the combined belief or probability of all query terms. It is assumed that
all terms involved in the query are of equal importance.

Based on the document frequency knowledge, Yuwono and Lee proposed a unique
database ranking formula based on Cue-Validity Variance (CVV). The proposed database
ranking formula essentially incorporates the discriminatory power of keywords across col-
lections. It was shown that the CVV-based database selection technique out-performed the
database selection techniques in gGIOSS and CORI.

2.2 Database Selection for Collections with Multiple Attributes

In the G10SS (Glossary of Servers Server) project{ GGMT94, TGL197], a database selection
technique for collections containing multiple text attributes has been proposed. The queries
for such collections consist of keyword predicates on the different attributes such as author,
title, etc. Given a collection and an attribute-term pair, the number of records having the
attribute values containing the term is known as the frequency of the attribute-term pair.
This frequency information has been further used to estimate the rank of each database.
The main assumption behind GIOSS is that terms appearing in any specific attribute of
records of a collection follow independent and uniform distributions. The discriminatory
power of each term is not considered in this work. Real user queries and a set of six
databases(INSPEC, COMPENDEX, ABI, GEOREF, ERIC and PSYCINFO databases)
have been used to evaluate the performance of GIOSS.

Li and Danzig [LD97] proposed a database selection technique based on calculating
similarities between databases and a boolean query. His research requires that both user
queries and database descriptions to be written in boolean expressions. The similarity
measure will be further applied to these boolean expressions and used to rank databases.
However, boolean expressions may not precisely describe databases’ content when these
databases contain huge number of records with multiple text attributes. This proposed

database selection technique has been experimented on two database collections(CISI and
USC Homer).

In this report, we will present new database selection techniques that exploit the dis-
crimintory power of attribute-term pair. As part of our experiments, we have also developed
an approach to generate simulated databases such that their content skewness can be con-
trolled.



2.3 Database Selection for Collections Accessible Through
Query Interface Only

So far, the database selection techniques given in Sections 2.1 and 2.2 assume that the
document frequency information for each text collection is available for query routing. This
is possible either by having full access to the text collections or by mandating each text
collection to provide the necessary information voluntarily. Nevertheless, in reality, not all
text collections may be able to cooperate fully on providing their local information. Hence,
one may have to investigate database selection techniques for collections accesible through

query interface only.

Voorhees[TVGJL95] proposed two query routing techniques in the domain of unstruc-
tured document collections. In the two techniques, known as multiple relevant document
distribution (MRDD) and query clustering (QC), document collections are ranked based
on their responses to the training queries most similar to the query to be routed. These
methods are cost efficient in terms of resource utilization and implementation effort. How-
ever, it is not clear how training queries that sufficiently capture the content of a document
can be generated. Furthermore, the two techniques only deal with document collections.
In our research, we will propose database selection techniques for bibliographic databases
such that the techniques require training query information only.



Chapter 3

DATABASE SELECTION
TECHNIQUES BASED ON
TRAINING QUERIES

In this chapter, three database selection techniques based on training queries will be pre-

sented. They are known as the:

e Database selection technique based on training queries and their result sizes(TQS);
e Database selection technique based on training query result summary (TQRS); and

e Database selection technique based on training query result summary using G1OSS

(TQRG)

To evaluate and compare their performance, a experimental framework has been estab-
lished. Moreover, we will also introduce two non-training query based database selection
techniques using GlOSS and cue validity variance (CVV) as the baseline techniques for

performance comparison.

In Sections 3.1 and 3.2, the two non-training query based database selection techniques
are given. The TQS, TQRS and TQRG techniques are later described in Section 3.3, 3.4
and 3.5 respectively. The performance experiments and the experiment results are given in
Section 3.6.



3.1 Database Selection based on GIOSS(GIOSS)

In the database selection techniques based on G1OSS ( Glossary of Servers Server) [GGMT94],
the estimated result size of a boolean query ¢ returned from a database db;, S/z';e(dbi’q), is
computed from tuple frequencies summarized from the entire database content. Similar
to document frequency, tuple frequency (denoted by T'F; ;) is defined as the number of
tuples(records) in database i containing term j in the bibliographic attribute Ay.

3.1.1 Database Ranking

The GIOSS technique defines the goodness score G4, , for a given database db; and a

given boolean query ¢ as follows:

|A] A
TF;
Gabg = Size(ay,q = Ni [] [T —2* (1)
k=1j5=1

where |A| denotes the number of terms in the domain of attribute Ag, and N; denotes

the number of tuples in database db;.

3.1.2 Analysis of GIOSS Technique

This technique extracts statistical information (i.e, tuple frequencies) from each biblio-
graphic database and also store the total number of tuples in each bibliographic database
in the knowledge base for database selection. Although the technique acquires a rather com-
plete knowledge about the bibliographic database, it violates some degree of local autonomy.

This may not desirable to some bibliographic database systems.

3.2 Database Selection based on Database Summary Infor-

mation(DS)

The DS technique is developed based on the CVV server ranking method proposed in
[YLO7]. It exploits the discriminatory powers of terms to improve the accuracy of database
selection. Like GIOSS, it also relies on the tuple frequencies and the number of tuples in

each bibliographic database.



3.2.1 Database Ranking

The Cue-Validity Variance (CVV) ranking technique was proposed by Lee to rank a set of
document databases[YL97]. The DS technique essentially extends CVV ranking technique
to rank databases containing multiple text attributes.

Given a set of databases D, the DS technique assigns a goodness score G g, 4 to database

db; € D with respect to query ¢ as follows:

|A] A

Gabig = H Z CVVjy-TF; (2)
k=1 j—1

where CV'Vj; is the variance of CVj ;. ’s, the Cue Validity of term j, across all databases
for attribute Ay in A(={title, subject} ). |Ax| denotes the number of terms for attribute
Ag.

TFjk

_ N;
CVZ,JJC = Dl e (3)
TF; ik + Zl;&i 1,4,k
N; |D]

11

where Nj; is the number of tuples in database db;, and |D| is the number of databases
in the system. The population variance CVVj of CV; ;; measures the skewness of the
distribution of term j of attribute Aj for distinguishing one database from another for
particular attribute Ag. The larger is the variance, the more discriminatory is the attribute

term. CVV} is computed as follows.

1D

CVV],IC — i=1 (CV;JJC — C‘/}1k)2

|D|

(4)

where C'V; . is the population mean of C'V; ; over all databases for attribute Ay, and is

defined as follows.

D

(5)

3.2.2 Analysis of DS Technique

To deploy DS technique, one has to extract statistical information (i.e. tuple frequencies)
from each bibliographic database and store them as part of the knowledge base for database
selection. Like GIOSS technique, DS also requires a rather complete knowledge about the

bibliographic database. This may not desirable to some bibliographic database systems.



3.3 Database Selection based on Training Queries and Their
Result Sizes (TQS)

Unlike GIOSS and DS techniques, this technique attempts to discover the content of each
bibliographic database using a set of training queries, and estimate the result size of a new
query using that of similar training queries. Hence, we construct for each bibliographic
database a knowledge base consisting of the set of training queries and their result sizes.
Formally, the knowledge base K B(db;) for database db; can be represented as follows:

K B(db;) = {(tq1, si1), (tq2, si2), -+, (tqp, Sip)}

where each tg;(1 < j < p) is a training query and s; ; denotes the result size of tg; returned
by database db;.

3.3.1 Knowledge Base Construction

To construct the knowledge base, a set of training queries has to be generated. There are
essentially two possible approaches to do so. One can either collect past queries as training
queries, or create synthetic training queries. In this research, we have chosen the latter
due to three reasons: it is time consuming to collect queries; the collected queries may not
have a good coverage of the bibliographic database content; and database owners are often
apprehensive towards modification to existing query interface so that the past queries can
be logged. The training queries we generated for the knowledge base satisfy a number of

criteria:

e Each training query is a boolean query consisting of a conjunction of keyword pred-
icates on the title and/or subject attributes. Other bibliographic attributes such as
author and publisher have been excluded because these attributes were not considered
in the construction of our experimental collections as described in the later part of this
report. However, for real collections such as those used by the NCSTRL (Networked
Computer Science Technical Reports Library) [NCS], author and other attributes may
provide important information for database selection.

e Each training query must return sizable result at least for a bibliographic database
before it can be included in the knowledge base. The minimum result size is required
since queries returning very small results do not capture a database content well.
The minimum result size that must be satisfied by training queries is specified by the
parameter L;.. In our experiment, we empirically choose Ly to be 4 since the TQS

technique performs well with this number'.

!The same constraint also works well for the TQRS technique.



The synthetic training queries are generated as follows.

e Step 1: Randomly select a record from the combined set of bibliographic records
collected from all experimental databases.

e Step 2: Extract title and subject values from the record. (Note that it is possible for

a bibliographic record to have multiple subjects.)
e Step 3: Randomly decide whether to use title, subject or both in a new training query.

e Step 4: For each attribute (title or subject) to be included in the training query,
construct a predicate on it by randomly selecting one to four distinct terms from the

corresponding extracted attribute value?. No stop words are used in this step.

For example, a randomly selected bibliographic record is entitled “Algorithms and Data
Structures in C++” and has multiple subjects “C++ (Computer programming language)”,
“Computer algorithms”, and “Data structures (Computer science)”. A training query con-

sisting of the following predicates may be generated:

title = (“Algorithms” and “Structures” and “C++")

subject = (“Computer” and “language”)

At present, we have not thoroughly investigated the storage space constraint imposed on
knowledge bases for the bibliographic databases. The storage space constraint essentially
creates two sub-problems: allocation of storage space to each knowledge base; and choice of
training queries included in the knowledge base. A simple space allocation strategy assigns
storage space to knowledge bases according to their bibliographic database sizes. Since
training queries with large result sizes carry more significant knowledge about the biblio-
graphic databases, they should be given preference among training queries to be included

in the knowledge base.

3.3.2 Database Ranking

To rank bibliographic databases for a query using the TQS technique, we estimate the result
size returned by every bibliographic database using training queries from the corresponding
knowledge base. Before we formally present the proposed database ranking technique, the

following term are first defined.

e Matching selection predicates

2Since a bibliographic record may have multiple subject values, all terms are selected from one of the
subject values.



Definition 3 Two selection predicates py = (A1 = valy) and py = (Ay = valy) are
said to match if Ay = Ay, where Ay and As are attribute names, and each val; (i =1
or 2) represents a conjunction of terms.

e Predicate similarity measure

Similarity between two matching predicates is defined as the similarity between the
values used in the predicates, which is measured by the cosine distance[FBY92, Sal88]
defined as follows:

Definition 4 Let p1 = (A = valy) and py = (A = valy) be two matching predicates.
The similarity measure of p1 and po, denoted by simp(p1,p2), is defined below.

simp - lval; Nwals| (6)
simp(pr,p2) = o

where |valy| and |vals| refer to the numbers of distinct terms in p1 and py respectively,

\waly Nwals| refers to the number of distinct terms valy and valy have in common.

The definition of cosine distance implies that predicate similarity measure is in the

range of [0,1]. For example, let predicates p; and py be title = (“database” and “se-

lection”) and title = (“database” and “design”) respectively. The similarity between
. . ]

the two predicates is NIV

e Query similarity measure

Definition 5 Let g1 and qo be two queries, P(q) be all selection predicates in a
query q, and M P(q1,q2) be the set of matching predicate pairs (i.e. MP(q1,q2) =
{(p1,p2)|p1 € P(q1),p2 € P(q2), p1 and py are matching predicates}). The similarity
measure between ¢ and qo, denoted by simq(qi,q2), is defined as:

2. zéc:] ‘Qimp(plaPQ) (7)
|P(q1)| + [P(g2)]
where (p1,p2) € MP(q1,q2), k = |[MP(q1,q2)]|.

simq(qi,q2) =

In above definition, simp(q1, g2), which is the normalized sum of predicate similarity
of all matching predicates in ¢; and ¢y , will yield a value in the range of [0,1] because

k=|MP(q1,q2)| < min(|P(q1)],|P(g2)])

Let () denotes a set of training queries. Given a query ¢, the TQS technique defines the
goodness score for a database db; as follows:
>4 1 sima(q. ;) - sij
25:1 SimQ(qa tq])

(8)

Gdbi’q = Size(dl,i,q) =

where tqq,---,1q, € Q, s;; denotes the stored result size of tg; return by database db;.

Note that all databases use the same set of training queries.



3.3.3 Analysis of TQS Technique

In the TQS technique, query similarity measure is computed based on the assumption that
all terms in the matching predicates are of equal importance, i.e. they have the same dis-
criminatory power. This assumption do not usually hold for a bibliographic database. Fur-
thermore, the discriminatory power of terms may be different across bibliographic databases.
TQS technique relies on training queries and their result sizes. Instead of using bibliographic
database records to create synthetic training queries, one can easily modify the technique to
use some dictionaries for title and subject attributes. This allows TQS technique to operate
without violating the autonomy of existing bibliographic database systems.

3.4 Database Selection based on Training Query Result Sum-
mary(TQRS)

TQRS technique combines both TQS and DS techniques. Instead of directly collecting
database summary information from a set of bibliographic databases, TQRS technique uses
a set of training queries to sample the content of bibliographic databases, and to build
database summary information using the training query results.

3.4.1 Database Ranking

One first obtains a set of synthetic training queries using the query generation strategy of
TQS technique. The combined result of these training queries thus represents a sample of the
database content from which tuple frequencies and cue-validity variances can be computed.
Using a goodness definition similar to (2), the bibliographic databases are ranked. Formally,
the goodness score Gy, 4 for database db; € D with respect to query g is defined by the
TQRS technique as follows:

|A] [Ag]

Gavig = [[ > CVVjy TF (9)
k=1 j—1

where T'F] j.x denotes the tuple frequency of term j for attribute A computed from the
combined training query result for db;; and

TF! .

ig.k
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where N is the number of tuples in the combined training query result for db;.

D] l 1 \2
SI2UCV = TV
(— = 2., 7 11
__ sPev,
! — 1= 2,7, 12

3.4.2 Analysis of TQRS Technique

The ranking procedure of TQRS technique resembles that of DS technique. However, it
computes the relevant statistical information from a smaller set of database records sampled
by collecting training query results. Like the case of TQS technique, the training queries
generation should provide a reasonable uniform coverage of the database content. When
the training query results are collected from a bibliographic database, the individual result
tuples should be identified. Note that duplicate result tuples should not be permitted in the
combined training query result. This can be achieved by examining unique ids (e.g. ISBN
number, system id) assigned to bibliographic records.

3.5 Database Selection based on Training Query Result Sum-
mary Using GIOSS(TQRG)

This technique is derived from the database selection techniques based on TQS and GIOSS.
Instead of directly collecting statistical information from a set of bibliographic databases,
like TQRS, TQRG technique uses a set of training queries to sample the content of biblio-
graphic databases, and builds the statistical information from the training query results.

3.5.1 Database Ranking

Using the combined result of a set of synthetic training queries generated by the query
generation strategy of TQS technique, one can build a sample of the database content
from which the tuple frequencies and the total number of tuples in each database will be
computed. Using a goodness score definition similar to (1), the TQRG technique assigns
the goodness score G, 4 to database db; with respect to the given query g as follows:

\A[ [Ag[ o g

ST i,k
Gdb,-,q = Szze(dbiyq) = Nll H H ]\;’!J’ (13)
h—1j=1 Vi




where |Aj| denotes the number of terms for attribute Ay, TFi’]-/,C denotes the tuple
frequency of term j for attribute A; computed from the combined training query result for
database db;, N; is the number of tuples in the combined training query result for database
db;.

3.5.2 Analysis of TQRG technique

Although the ranking procedure of TQRG technique resembles that of GIOSS technique, it
computes the relevant statistical information from a smaller set of database records sampled
by collecting training query results. Unlike TQRS, this technique does not need to compute
the CVV values of terms.

3.6 Experiments

To evaluate the proposed three database selection techniques and the two baseline database
selection techniques, we have conducted a set of experiments to evaluate their performance.

The experiments have been conducted to answer a few questions about the five techniques:
e How do the techniques perform for different query requirements (e.g. by varying the
number of databases to be selected M)?

e In the case of TQS, TQRS and TQRG, how does the choice of training queries affect

the performance?

e How do the techniques perform for bibliographic databases with different skewness in

their content?
e How do the techniques perform for different sets of test queries which have different

result sizes from bibliographic databases?

In the rest of this section, we describe the experiment setup, and the performance

measures used. The experiment findings are presented and analyzed.

3.6.1 Experiment Framework

To set up the bibliographic database collection for our experiments, we down-loaded all
bibliographic records from NTU? library database. NTU library database contains 217,928
bibliographic records. The records are classified according to the Library of Congress(LC)
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Figure 2: Organize the catalogue records from categories to databases

classification scheme. For example, the call number QA76.9.D3.A149 indicates that the
bibliographic record belongs to the mathematics science category.

For each of our experiments, a set of N = 10 bibliographic databases has been con-
structed using the down-loaded bibliographic records based on the following strategy:

e All bibliographic records are grouped according to their LC categories. Assume that
there are V such virtual categories and we want to assign their records to NV databases
such that each database contains records from all categories, and at the same time con-
tains distinct makeup of records from different categories. In this way, the databases
in our collection always demonstrate different degrees of relevance for the same query.

o We divide each category into N groups, with records assigned to the groups according
to the following pre-defined ratio(the sizes of these groups are determined by the
Zipf-like distribution[HLY93, Gol84, VF95]):

Ch]:|Co] ... 1 |CN]

where:
C]

-7 N 1
UKD 7

Ci| = (14)

\C| is the size of the category, Z; is Database Skew. (When Z; > 0, |C;| has a
Zipf-like distribution, and when Z; = 0, it is a uniform distribution. )

e The groups are assigned to N databases in a round-robin manner.

#The web page of Nanyang Technological University library is available at:(http://web.ntu.ac.sg/library/)
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Figure 3: Category distribution given different database skew value (when N=10)

The assignment of bibliographic records to different databases in our experiment is
illustrated by Figure 2.

By varying the Z; value, we can evaluate the performance of database selection tech-
niques in database collections with different skewness. When Z; = 0, each category is evenly
distributed to the N databases. It should be noted that the larger Z; is, the more skew is
each category being grouped[HLY93] (see Figure 3). In particular, Z; = 1 was selected as a
normal database skew level so that we can evaluate the performance of our techniques when
a static database skew is required. On the other hand, the different degrees of database
skew, Z; = 0, 0.5, 1, 1.5, and 2 were used in our experiments to evaluate the performance
of our techniques for database collection with different database skews.

In our experiments, we generated 8000 training queries and 2000 test queries. Each
query is generated using the training query generation procedure in TQS technique. Note
that the training query set and test query set are distinct.

3.6.2 Performance Measurement

In our experiments, two performance measures have been adopted. The first performance
measure (denoted by P) derives the accuracy of a database selection technique by computing
the ratio between the combined result size returned by the database selection technique and
that returned by the ideal choice of databases.

Definition 6 Given K test queries {q1,qo2, - .qi }, the performance P is computed as
follows:
1 K
P=—=—) P, 15

where Pj(1 < j < K) represents the performance contributed by test query g;.
e Sili
P, - D dbieG Sij

= (16)
T YdbeB Siyj

G represents the set of databases selected by a proposed database selection technique.
The ideal database selection is B. s; ; denotes the actual result size of test query q; returned
by database db;.



Clearly 0 < P < 1. When M = N, G = B and P = 1%,

The second performance measure (known as mean-square rank error denoted by P') de-
termines the difference between the predicted ranks and the actual ranks of databases[CLC95].

Definition 7 The mean-square rank error metric for a single test query q; is defined

as.’
Pj=—- Y (0ij— Rij)’ (17)

where:

O;; = actual rank for database db; based on the actual result size returned by database db;
for test query q; ( the database with the largest number of results is ranked 1, the database
with second largest number of results is ranked 2, and so on);

R; j = the rank of database db; determined by our techniques for test query q;.

P is derived from P} in the same way as P is derived(see (15)).

3.6.3 Parameter Setting

The experiments are conducted by varying the following four parameters:

e 7, - the degree of database skew according to Zipf-like function. (Z; = 0, 0.5, 1, 1.5,

2 were selected)

e T(for TQS, TQRS and TQRG techniques only) - number of training queries used to
generate the knowledge base(for TQS technique) or queries result summary informa-
tion(for TQRS and TQRG techniques). We use five different T' values, namely, 100,
500, 2000, 5000, and 8000; (e.g. T" = 500 means that the first 500 training queries are

selected ° )
e M- the number of databases to be selected(M = 1, 2, ..., 10)

e [ - the minimum result size for the test queries. The result size of a test query is
defined by the total number of records returned by all databases. Given a L, K
test queries were selected from 2000 generated test queries and used to conduct the

experiment.



T 100 | 500 | 2000 | 5000 | 8000
Prgs 739 | .767 | .798 | .808 | .812
Prqrs .798 | .840 | .862 | .865 | .867
Prqra .786 | .843 | .875 | .881 | .883

Pgioss 0.888
Pps 0.870
Prandnm, 0574

Pros 127 [ 11.3 [ 10.1 | 9.60 | 9.32
Phors | 914 | 7.23 | 6.50 | 6.40 | 6.32
Prore | 939 | 7.23 | 6.36 | 6.22 | 6.15

Plioss 6.14
Phs 6.23
’
random 16.3

Table 1: Performance measures of the five techniques as a function of the number of training
queries used T'(M=5, Z; = 1, Px denotes performance P of X technique)

3.6.4 Experiments Findings

Figures 4 to 9 show the performance of the five different database selection techniques
against the number of databases to be selected (M) when L = 2, Z; = 1. The performance
of random database selection, which randomly selects M databases out of N databases,
serves as a bottom baseline for the performance of all database selection techniques. Both
the GIOSS and DS techniques have been used as the top baselines for the performance of
TQRG and TQRS, respectively®. For TQRS and TQRG techniques, training query results
were used to generate result summary information. The total numbers of tuples used by
TQRS(TQRG) were shown in Figures 6 and 7 (Figures 8 and 9).

e As shown in these figures, GIOSS and DS techniques yield the best performance.
e QOur proposed techniques always outperform the random database selection.

e For TQS, TQRS and TQRG techniques, as the number of training queries stored in
the knowledge base(for TQS) or used for database sampling (for TQRS and TQRG)
increases, their performance also improve. Especially for TQS technique, the per-
formance using 8000 training queries improves more than 50% over that using 100
training queries when M=1 (from 0.43 to 0.64). Table 1 shows the performance
measures of the five techniques and the random database selection techniques when
M = 5. GIOSS and DS techniques clearly give the upper bounds for TQRG and
TQRS techniques, respectively. When the number of training queries is large enough,
TQRG (or TQRS) technique uses all tuples in databases to generate result summary
information. Hence it behaves like the GIOSS (or DS) technique.

‘M = |G| = |B|. M is defined in Introduction section.

The set of training queries selected by 7' = 100 is a subset of training queries selected by T' = 500, which
is a subset of training queries selected by T = 2000, and so on.

SWe will further denote G10SS and TQRG techniques by GIOSS/TQRG, DS and TQRS techniques by
DS/TQRS, respectively.
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Figure 9: Mean-square rank error P’ of GIOSS and TQRG techniques with 1224 test queries
as a function of the number of database selected M (L=2, Z; = 1)

L 2 10 20 30 40 50 60
Pcioss 888 | .952 | 971 | .975 | .979 | .981 | .983
Prgra 883 | 948 | 968 | 974 | 978 | .980 | .982

Pps 869 | 945 | 966 | .972 | 977 | 979 | .981
Prqrs 866 | .943 | .965 | .970 | .977 | 979 | .981
Prgs 812 | .884 | 903 | .910 | .917 | .921 | 923
Prondom | 585 | .646 | .666 | .666 | .668 | .677 | .663
K 1224 | 695 | 560 | 504 | 453 | 420 | 383

Table 2: Performance P and the number of test queries used K as a function of threshold
L(M=5, T=8000(for TQS, TQRS and TQRG only), Z; = 1)

e TQRG and TQRS techniques always outperform TQS technique. In particular,
TQRG(or TQRS) technique using only 100 training queries (only 14% of all tuples in
databases were used) performs as well as TQS technique using 8000 training queries.
Our experiments show that GIOSS/TQRG and DS/TQRS techniques are able to
capture the content feature of database better than the TQS technique which relies

mainly on query similarities.

e GIOSS/TQRG techniques slightly outperform DS/TQRS techniques.

We also discovered that when test queries with large result sizes are used in the experi-
ment, the performance of all proposed techniques become much better as shown in Table 2.
This observation is fair since it is usually more difficult to decide the relevant databases
when the result of a query is very small.

To investigate the performance of our techniques in different types of database collec-
tions, we conducted experiments on collections with different database skew values. Since
every experiment has to be re-conducted for each database skew, the experiment is ex-
tremely time-consuming. We have experimented with five different database skew values.
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Figure 10: Performance P of different techniques as a function of database skew value Z,
(L=2, M=5, T=8000(for TQS, TQRS and TQRG only))

Nevertheless, the results of our experiments are encouraging. As shown in Figure 10 and
11, our techniques consistently outperformed random database selection significantly for
all database skews. Note that the performance for TQRG with T'=8000(or TQRS with
T'=8000) technique is so similar to the GIOSS(or DS) technique that we simply use the per-
formance of GIOSS(or DS) as the representative. As shown in Figure 10, when databases
are uniformly distributed(i.e. database skew Z; = 0), GIOSS/TQRG and DS/TQRS tech-
niques outperform random database selection by 20% while TQS technique outperforms the
latter by 5%. As the database skew increases, there are significant improvement in the per-
formance of our proposed techniques. It means that databases with large result size will be
easier to be selected by our proposed techniques when the database skew is larger. On the
other hand, the performance of random database selection degrades dramatically. For the
database collection generated with Z; = 2, GIOSS/TQRG(T = 8000) techniques yield the
best performance(about 0.95). Figure 11 shows the mean-square rank error performance
P’ of GIOSS/TQRG(T = 8000), DS/TQRS (7' = 8000) and TQS techniques. The figure
reveals that the relative performance of the proposed techniques using mean-square rank
error is similar to that using performance P.

The storage requirement for each technique was also investigated in our experiments.
The storage size for the whole database collection is 30MB. The storage requirement for
GI1OSS/DS, TQRG/TQRS(T' = 8000), TQRG/TQRS(T' = 100), and TQS(T' = 8000) are
5MB, 4.8MB, 1.2MB and 570KB respectively (when Z; = 1). In other words, TQS technique
only need 1.9% storage size of all databases. Note that DS and TQRS store terms, tuple
frequency and relevant term CVV values for each database’. G10SS and TQRG store terms,
tuple frequency for each databases where TQS stores only training queries and their result

"Actually, DS/TQRS need more storage size than GIOSS/TQRG because of the term CVV values’
storage. However, it is trivial when there is a large number of databases.



18 T T T T

. S, S X g Y
16 | E
GIOSS/TQG(T=8000) <—
DS/TQRS(T=8000) -+--
TQS(T=8000) -2-- |

14 T:‘ Random -x:

12 - E

10 + n

Mean-Square Rank Error(P’)
gl

4 1 1 1 T 1
0 0.5 1 15 2
Database Skew zd

Figure 11: Mean-square rank error P’ of different techniques as a function of database skew
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sizes. However, TQRG and TQRS allow different storage requirement when using different
number of training queries. We believe that our techniques are more suitable to sets of large
databases since the storage requirement of the techniques only increases marginally as the
database sizes increase

Finally, we comment on the computational overhead incurred for the three proposed
database selection techniques. TQRG and GIOSS require little computation compared to
TQRS/DS where TQRS and DS require little computation compared to TQS. For TQS,
additional computations are required to evaluate the similarity between a given query and
the training queries stored in the knowledge base.



Chapter 4

CLUSTER-BASED DATABASE
SELECTION TECHNIQUES

The performance of database selection largely depends on how the database content can be
accurately summarized and how the summarized knowledge about databases can be further
used to predict the goodness of each database with respect to a given query. In this project,
we investigate the use of clustering to improve the accuracy of database selection. Sev-
eral cluster-based database selection techniques have been proposed to route bibliographic

queries.

Unlike other non clustered-based approaches, cluster-based database selection tech-
niques involve clustering of database tuples before the content of each database is sum-
marized. In this research, we have adopted three clustering techniques known as Single
Pass Clustering(SPC®), Reallocation Clustering(RC®), and Constrained Clustering(CC%).
In Chapter 3, both the estimated result size (ERS) and estimated goodness score (EGS) have
been used to rank databases. The two ranking formulas have been further adapted to the
cluster-based database selection techniques. To evaluate the performance of cluster-based
database selection, a number of experiments have been conducted using the experiment

framework given in Section 3.6.

The overall structure of this chapter is as follows. In Section 4.1, we give an overall
description of the cluster-based database selection techniques. Section 4.2 describes three
database clustering techniques. Following that, two cluster-based database ranking formulas
known as ERS and EGS are given in Section 4.3. The performance evaluation experiments
of database selection techniques built upon combination of database clustering techniques

and database ranking formulas are reported in Section 4.4.
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4.1 Overview of Cluster-based Database Selection

Clustering refers to the grouping of database records based on the degrees of similar-
ity between the records. Clustering has been used in many fields, such as information
retrieval (IR)[Sal88, FBY92, Mea92|, data mining, data reduction[BDF197], etc.. In order
to route queries to a set of databases each with multiple text attributes, the content of
each databases has to be summarized properly. Nevertheless, as the databases contain wide
range of information, direct summarization of their content may result in inaccurate sum-
mary knowledge. In such cases, clustering may be applied to discover the hidden grouping
of database records. By summarizing the content of different groups of database records,
we believe that the accuracy of summary knowledge can be improved.

We therefore proposed a number of cluster-based database selection techniques and
apply them to the query routing problem over a set of bibliographic databases. A number of
issues have to be addressed when clustering techniques are applied to the database selection
problem:

e What is a cluster? How is a cluster represented?

e How are the similarity between two bibliographic records, and similarity between a
bibliographic record and a cluster defined?

e What are the clustering algorithms?

e How many clusters should be generated for each bibliographic database? How does
the number of clusters affect the database selection performance?

The overall steps of all cluster-based database selection techniques are depicted in Fig-
ure 12. During knowledge construction, bibliographic records from each database involved
are clustered and the content of each cluster is summarized. Database ranking is therefore
performed for a given query based on the summary information of the clusters. The query
will be matched against the clusters during database ranking. When a query matches well
with a cluster, it is likely that many records in that cluster will be relevant to the query. In
this case, the rank of each database will be determined by how well its clusters match the
given query, and the cluster sizes.

4.2 Clustering Techniques for Bibliographic Databases

Clustering of text documents is a well researched problem in information retrieval CKPT92,
SHS96, KS97, LD97]. Nevertheless, to our best knowledge, there has not been much previous
work on clustering bibliographic databases that consist of multiple text attributes. In
our research, we therefore adapted some text clustering techniques to cluster bibliographic
databases.
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4.2.1 Similarity Measure Between a Bibliographic Record and a Cluster

Clustering can only be performed on the bibliographic databases when the similarity be-
tween a bibliographic record and a cluster can be determined and quantified. In this section,

the similarity measures used in our proposed clustering techniques are defined.

Several attributes can be found in a bibliographic database, e.g. title, subject, etc..
An attribute value can be described by an attribute descriptor (to be defined later) which
is essentially a text vector. A database record can be represented by a set of attribute
descriptors, one for each attribute. Similarly, a cluster can also be represented by a set
of attribute descriptors. Hence, the similarity measure between a bibliographic record and
a cluster has to be defined based on the attribute descriptors information describing the
record and that describing a cluster. In this report, we only deal with text attributes and

assume that all databases contain the same set of attributes!.

To support our proposed techniques, several theoretic foundations are provided as fol-

lows:

Definition 8 An attribute descriptor is defined by a vector v = (wq,ws, - -+, wyw ), where
wj denotes the term weight of term j and W denotes the number of all possible terms in

our term dictionary.

'Obviously, this assumption that all databases have the same set of attributes is impractical in reality.
However, if there are heterogeneous attribute lists among different databases, this uniformed attribute list
still can be produced by integrating those database attributes.



Apart from being used to represent a bibliographic record, attribute descriptors can also
be used to capture the information about a cluster and a query. However, in the case of
representing a bibliographic record, term frequencies are used as term weights (denoted by
w;’s in the above definition).

Definition 9 A bibliographic record is defined by a list of attribute descriptors,
r = (vry,vre, -+, vr])
where each attribute descriptor vry represents the value for attribute Ay.
Definition 10 A cluster consisting of a list of bibliographic records, ri,79,---,rn,, 1S

defined by a binary tuple
¢ = (N, D.),

where D, s a list of attribute descriptors

D. = (vey,veg, -+ 0q),

and each attribute descriptor vey in D, captures the statistical information of the biblio-

graphic records contained in cluster ¢ with respect to attribute Ay, and
Ve = VT +uTro g+ +UTN E

where vrjy, denotes the kth attribute descriptor of r; (the jth bibliographic records in the

cluster).

In the above definition, D, captures the representative content of all bibliographic
records belonging to a cluster.

Definition 11 The similarity between a bibliographic record r(= (vrq,---,vr)) and
a cluster ¢(= (N, (vcr,---,vq))), denoted by SIM,. ., is defined as:

l
1
SIMr,c = 7 § SIM'urk,vck (18)
k=1

where the SIM,y, o, denotes the similarity between two attribute descriptors, and
is defined by:

lorg - veg|

V]vrg? - ]veg]?

SIMvrk,vck = (19)



Intuitively, the similarity between a cluster and a bibliographic record is defined by
averaging the similarities between the record and the cluster for all common attributes.
Furthermore, the similarity between a cluster ¢ and a bibliographic record r with respect
to attribute Ay is defined as the cosine distance between attribute descriptor vrg and wvcy.

Example 1:

Consider a database that contains two attributes Ay = title, Ay = subject and a term
dictionary containing only three terms, i.e. Information, Retrieval, Clustering with term
ids 1,2 and 3 respectively.

Let 71 and 79 be two bibliographic records shown below. They can be represented by
r = ((1,0,1),(1,0,2))? and ry = ((1,1,0), (1, 1,0)), respectively.

record ids title subject
1 information clustering | clustering, information clustering
2 information retrieval | information retrieval

A cluster ¢; = (10,((2,2,3),(2,1,5))) represents a cluster containing 10 bibliographic
records. The two attribute descriptors (2,2,3) and (2,1,5) denote the weights of the three
terms for the given two attributes(i.e. title and subject). Figure 13 shows the bibliographic
records r1, r9 and cluster ¢; in a three-dimension space.

The similarity between the bibliographic record r; and cluster ¢; is:

( (1x240x2+1x3) (1x24+0x142x5) )
\/(12+02+12)_(22+22+32) \/(12+02+22)_(22+12+52)
= 0.115

SIM,, ., = 3-

The similarity between the bibliographic record r9 and cluster c; is:

( (1x241x2+0x3) (1x2+1x140x5) )
\/(]2+]2+02),(22+22+32) \/(]2+]2+02),(22+]2+52)
= 0.085

SIM,, e = -

4.2.2 Proposed Database Clustering Techniques

Single Pass Clustering (SPC) and Rellocation Clustering (RC) are two straightforward clus-
tering techniques used for text documents[FBY92]. To cluster bibliographic databases, the
two techniques have been modified to cater for bibliographic records consisting of multiple
text attributes. In addition, we have proposed a Constrained Clustering (CC) technique
that generates for a bibliographic database a fixed number of clusters specified by the user.
These three clustering techniques have been used with two different database ranking for-

mulas given in Section 4.3.

2The two identical terms in the subject of the first hibliographic record are selected in the purpose to
point out that attribute descriptors representing a bibliographic record could be non-binary vectors.
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Figure 13: Representation of Records and Clusters

Single Pass Clustering Technique(SPCY)

Single pass clustering technique is basically a greedy algorithm that always assigns a bib-
liographic record to the most similar cluster. Since each bibliographic record is read only
once, SPCY technique is efficient and easy to implement. Nevertheless, SPC technique
requires a similarity threshold T H specified by the user. T'H is used to determine if the
similarity between a record and a cluster is large enough to assign the record to the cluster.
When TH is small, each cluster can accommodate records that are less similar. Hence, a
smaller number of clusters will be generated. The detailed clustering steps are given below
and are depicted in Figure 14:

1. For each bibliographic record from the database, perform Steps (2) and (3).

2. Find the most similar cluster for the record among the existing clusters. The similarity
measure between a bibliographic record and a cluster is given in Section 4.2.1.

3. (a) If no cluster has been created so far, or the similarity measures between the
record and all existing clusters are smaller than the given threshold T'H, a new cluster
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Figure 14: Single Pass Clustering

containing the record is created. (b) Otherwise, the record will be inserted into the
cluster that is most similar.

4. All outlier clusters (clusters containing only 1 or 2 records) are combined into one at
the end of the SPCY clustering technique.

Although the single pass clustering technique has the advantage of simplicity, one might
find that large clusters will often be generated by this clustering technique. Moreover, the
performance of SPCY technique depends on the order in which bibliographic records are
processed.

Reallocation Clustering(RCY)

Reallocation clustering[FBY92, GS98] operates by selecting an initial set of clusters followed
by a series of iterations of re-assigning bibliographic records to the most similar clusters.
Through the iterations, the cohesiveness among records in a cluster is improved. The
following algorithm describes the steps required by the reallocation clustering technique for
a bibliographic database. The algorithm is also illustrated in Figure 15.

1. Apply SPC? to the database and use the clusters generated by SPCC as the initial
clusters.
2. For each bibliographic record from the database, perform Steps (3) and (4).

3. Find the most similar cluster for the record among the given clusters using the simi-
larity measure given in Section 4.2.1.
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Figure 15: Reallocation Clustering

4. If the similarity measures between the record and all given clusters are smaller than the
given threshold T H, the record will be inserted into the outliers’ cluster. Otherwise,
the record will be inserted into the cluster which is most similar.

5. After all records have been re-assigned, re-calculate the cluster vectors.

6. The resultant clusters of Step (5) are used as the input set of clusters for the next
iteration of reallocation (i.e. Step (2) is performed again) until a specified number of
iterations are completed.

In this technique, each record is assigned to a most similar cluster in every iteration.
After a number of iterations, the set of clusters derived is expected to improve. However,
it is difficult to decide how many iterations should be executed. For simplicity, we have
chosen to apply 9 iterations in our experiments which will be described in Section 4.4. Like
SPCY, RCY relies on a user specified threshold to control the number of clusters generated

indirectly.

Constrained Clustering(CC®)

In both SPC® and RCY, there is no control parameter that directly controls the storage
requirement for the generated cluster information. The number of resultant clusters is
controlled indirectly by the threshold T'"H. To overcome this shortcoming, we proposed the
Constrained Clustering (CC) technique. CC® is able to generate a fixed number 3 of
clusters for each database where 3 is specified by the user. Like in the case of RC¢, CC®
requires an initial set of clusters to be first generated followed by iteratively improving the
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similarity among records within the clusters. The algorithm, illustrated in Figure 16, is

further described in detail as follows.

[a—y

. Use the first 3 largest clusters generated by SPC® as the initial clusters.
2. For each bibliographic record from the database, perform Steps (3) and (4).

3. Find the most similar cluster for the record among the given clusters using the simi-

larity measure given in Section 4.2.1.

4. If the similarity measures between the record and all given clusters are smaller than
the given threshold T'H, the record will be inserted into a randomly chosen cluster.

Otherwise, the record will be inserted into the cluster which is most similar.
5. After all records have been processed, recalculate the cluster vectors.

6. The resultant clusters of Step (5) are used as the input set of clusters for the next
iteration of reallocation (i.e. Step (2) is performed again) until a specified number of

iterations are completed.

4.2.3 Discussions

Several relevant issues regarding to our proposed database clustering techniques for biblio-

graphic databases are discussed as follows.
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Outliers

Outliers are records that are dissimilar to almost all other records as shown in Figure 17[GS98].
It is difficult to fit them into even the nearest cluster, i.e., the distance from the bibliographic
record to its most similar cluster is much larger than the distance between any pair of records
in that cluster. In this case, we have to decide whether outliers should be included into
the most similar clusters (despite that they may not be similar enough) or to generate new
clusters for them.

If we allow outliers to be included into individual clusters consisting of only one or two
outlier records, large amount of storage resources will be required. On the other hand, if
outliers are forced to be included into some clusters containing other records, the accuracy
of clustering will be compromised. This becomes a trade-off between the clustering accuracy
and the storage requirement of knowledge base. In SPC® and RCY clustering techniques
for bibliographic database, all outliers are combined into a single cluster which is called

outliers’ cluster. In CCY clustering technique, outliers’ cluster is not included.

Less Significant Terms

Since the size of term dictionary is usually very large and the term frequency distribution is
governed by the Zipf’s Law, some clustering techniques [SYB97, SYB98] eliminate those less
significant terms(LST) which have very small term frequencies. These less significant terms
are eliminated on the basis that they have insufficient discriminatory power for objects to
be clustered. We have also conducted experiments to evaluate the performance of clustering

considering LST elimination(shown in Section 4.4).

4.3 Cluster-Based Database Ranking Formulas

In this section, two cluster-based database ranking formulas are given. They are defined
based on the similarity between a given query and a database represented by a set of clusters.



Definition 12 A query is defined to be a list of attribute descriptors,

q= (,Uthqua T avql)u

where each vector vqy, which is an attribute descriptor for attribute Ay.

In each attribute descriptor, the weight for term j is 1 when term j is given in the query
for the respective attribute. Otherwise, a term weight of 0 will be assigned.

Example 1(continued) : The query consisting of the following predicate: subject =
(“information” and “clustering”) can be represented by ¢ = (0, (1,0, 1)).

Once a set of clusters have been generated for each database, we can apply the following
two database ranking formulas to compute the rank of the database using the clusters
information.

4.3.1 Cluster-based Database Ranking based on Estimated Result Sizes(ERS)

Given a query, this database ranking scheme computes the estimated query result size from
a database by summing the estimated query result sizes returned by clusters belonging to
the database. The ranking formula is formally defined below:

Definition 13 The estimated result size(ERS) of a given query q from database db; is
defined as follows:

IC|
Ganig = Size(an,q) = D Si2(c,q) (20)
n=I1
where C = {c1,¢2, -+ ,cp,} is a set of clusters generated for database db;, ; denotes the

number of clusters generated for database db;. The estimated result size of a given query q
returned from a cluster ¢, is defined as follows:

- |A| W
: — Jv N
Sizee,g=New 1111 5 (21)
k=1 j=1
vap #0 wj, #0
where 7";,k denotes the term weight of the jth dimension of the attribute descriptor vqy for
query q, wj g, denotes the term weight of the jth dimension of the attribute descriptor vqy,
of cluster ¢, and N., denotes the number of records that belong to the cluster c;,.

When the result size from a cluster for a given query is estimated, we assume that all
attributes in the cluster are independently distributed and all terms in an attribute domain
are also independently distributed. This assumption is important to the above formula that
computes the estimated result size from a cluster. In the Formula 21, the predicates vqy # 0
and w;’k # 0 indicate that only terms appearing in the query ¢ and their corresponding
terms appearing in cluster ¢, will be considered in the computation.



4.3.2 Cluster-based Database Ranking based on Estimated Goodness Score(EGS)

Rather than estimating the query result size returned from each database, this ranking

formula computes the goodness score of a database with respect to a given query.

Definition 14 The estimated goodness score(EGS) of database db; for a given query
q s defined as follows:

IC|
Gav, g = Z Geng (22)
n=1
where C = {c1,¢c2,---,¢p;} is a set of clusters generated for database db;.

The goodness score G, q, similar with that adopted by the DS technique in Section 3.2,
of cluster ¢, with respect to query q is defined by:

|A| w
Geg= I D CVVik wjkn (23)
k=1 j=1
vqE # a w;'k # 0

where CV'V; i denotes the variance of CV; ;. ’s, the Cue Validity of term j, for attribute
Ay, across all databases, w'j’k denotes the weight of term j in attribute Ay for query q, wjgn

denotes the term frequency of term j with respect to attribute Ay in cluster c,.

The formula to derive the CV'V value of a term has been given in Section 3.2.

4.3.3 Discussions

Because the clusters of a database are derived based on all attributes of the database records,
it’s straightforward to compute the similarity between a cluster and a query that involves
all attributes. Nevertheless, queries often do not involve all attributes. By applying the two
database ranking formulas on one such query, we effectively compute the database ranks
based on the cluster information in the dimensions where the attributes can be found in the
query. This is analogous to using cluster information obtained by clustering the databases

using the only attributes in the query.



4.4 FExperiments

To evaluate the performance of database selection techniques that are built upon various
combination of the three database clustering techniques and the two cluster-based database

ranking formulas, a number of experiments have been conducted.

We conducted the experiments using the same experiment framework shown in Sec-
tion 3.6. The difference is that we do not use training queries but use the summary knowl-
edge about clusters. The experiments have been designed to answer a few questions about

cluster-based database selection techniques:

e How do different database clustering techniques perform when the same database

ranking formula is used?

e How do different database ranking formula perform when the same database clustering

techniques is used?

e How do the cluster-based database selection techniques perform when generating dif-

ferent number of clusters?

e How do the cluster-based database selection techniques perform for bibliographic

databases with different skewness in their content?

e How much storage requirement do our cluster-based database selection techniques

need compared to non cluster-based database selection techniques?

4.4.1 Performance Evaluation

Since it is difficult or even impossible to find the ideal clusters for databases, we did not
attempt to evaluate the performance of database clustering techniques. We only focus on

the performance of our entire cluster-based database selection techniques.

The performance metric P defined in Section 3.6 is used to evaluate our cluster-based
database selection techniques. Furthermore, we use the same set of 2000 test queries, which
have been adopted in Section 3.6, to evaluate the performance of these techniques. Using
this metric and these test queries, we can make comparison between the cluster-based

database selection technique and the three previous techniques based on training queries.



4.4.2 Parameter Setting

The experiments are conducted by varying or fixing the following parameters which are
used to perform the cluster-based database selection:

e M - the number of databases to be selected(M =1,2, ...,10)

{3 - the number of clusters(only available for CC® method, three values were selected

3 = 20,50, 100)

e T H - the threshold of the similarity between a record and a cluster to decide whether
to combine the record into the cluster. Five values were selected T'"H=0, 0.05, 0.1,
0.2, 0.4(available for SPC® and RC® methods, it only decides the initial clusters for
CC% method)

e Lp - the number of iterations is fixed to 9. (for RC® and CCY method)

e O - the minimum number of records in a normal cluster, O is fixed to O = 3 in this
experiment which means that all clusters containing only two or one records will be
considered as outlier clusters and be combined into one cluster

e [ - the minimum result size for the test queries is fixed to 2. (see Section 3.6)

e 7, - the database skew (Z; = 0, 0.5, 1, 1.5, 2)

4.4.3 Experiments Finding

Figures 18 to 22 show the performance P against the number of databases to be selected (M)
of our cluster-based database selection techniques. Six database selection techniques have
been experimented by combining the 3 database clustering techniques (i.e., SPC®, RCY
and CCY) with the 2 database ranking formulas(i.e., ERS and EGS). For SPC® and RC“
clustering techniques, the similarity threshold T'H is a control parameter. By varying T'H,
different cluster-based database selection techniques perform differently. Note that, for
CCY clustering technique, the TH is only used in generating the initial set of clusters using
SPC%e.g., TH = 0.2 and B = 50 for CCY mean that CC clustering uses the first 50
largest clusters of SPCY(TH = 0.2) as the initial clusters).

The performance of database selection techniques using two ranking formulas based on
SPCY, (i.e., SPC®-ERS and SPCY-EGS)? with respect to four different similarity threshold
TH are shown in Figure 18. Figure 19 shows the performance of RC®-ERS and RC“-EGS
with respect to four TH values. Figures 20 to 22 show the performance of CCY-ERS and
CCC-EGS using different initial clusters decided by T'H and the number of clusters 3 fixed
to 20, 50 and 100. In order to be compared with CC®, the number of clusters generated
for database dby by SPCY and RCY are shown in Figures 18 and 19*.
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In order to compare the performance of our proposed database selection techniques
with that of others and our previous database selection techniques, the performance of
GIOSS|GGMTY94] and DS[XCLNY8] are also shown in each of these figures as the baselines.
Note that GIOSS database selection technique could be considered as an extreme case for
our cluster-based database selection technique using only one cluster (i.e. § = 1) and ERS
as the database ranking formula. On the other hand, DS technique could be considered
as one extreme case of the cluster-based database selection technique using one cluster
and EGS as the database ranking formula. Since all our proposed techniques outperform
random database selection significantly, we do not show the performance of random database
selection in these figures.

From the experiments conducted, we have several findings as described below:

e For SPC® and RCY, all database selection techniques with similarity threshold TH =
0.2 usually outperform the others.

Explanation: When a large similarity threshold is chosen, the condition to combine
records into clusters becomes stringent and the number of clusters increases. More-
over, the number of outliers will also increase. After combining the outliers into a
outliers’ cluster(see Section 4.2.2), a large number of records will be stored in the
outliers’ cluster. By having a large number of records stored in the outliers’ cluster,
the accuracy of clustering technique is reduced and it further worsens the performance
our proposed database selection techniques. On the other hand, clustering techniques
using small similarity threshold will generate a small number of clusters for each
database. This might not reflect the exact distribution of database and will also com-
promise the database selection performance. In our experiments, it was shown that
techniques using T'H = (.2 yield relatively good performance.

e Cluster-based database selection techniques using ERS significantly outperform those
using EGS. The exact database clustering technique used does not even affect the per-
formance of database selection techniques using EGS. This case occurs especially when
a larger number of clusters were generated. When the number of clusters increases,
database selection techniques using ERS outperforms those using EGS.

Explanation: In [YL97], the GIOSS database selection technique is shown to perform
better than the database selection technique using DS for a set of text documents.
In our experiments, we notice that the same phenomenon also occurred in the case
of databases containing multiple text attributes. The underlying reasons causing this
are being investigated and will be reported in the final report.

3SPCY-ERS denotes the database selection technique with ERS database ranking formula using SPC”
as the clustering method. This convention of naming database selection techniques will be used henceforth.

*As each database may have different number of clusters generated by SPC® or RCY, we only show the
number of clusters for database dby. Note that SPCY and RCY could generate slightly different numbers of

clusters due to the possibility that some of the clusters may not be assigned any record during the reallocation
phase in RCY.
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Figure 20: Performance of techniques using ERS and EGS based on CC® with 8 = 20(Z;=1)
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Figure 21: Performance of techniques using ERS and EGS based on CC® with 8 = 50(Z4=1)

e Database selection techniques using RC® outperform those using SPCC.

Explanation: Reallocation method reassigns all records into clusters based on the
actual distribution of the database after enough times of iterations. The clustering
becomes more accurate after several times of iterations using RC® than using SPC®
which only processes each record once.

e For CCY technique, the choice of initial set of clusters is not important. For a given
number of clusters, 3, no matter what similarity threshold(7'H) was chosen, the per-
formance of our database selection techniques using CC® is similar(see Figures 20
to 22).

In particular, the performance of database selection using CC® clustering technique by
changing ( and fixing TH = 0.2 is depicted in Figure 23.
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e Asshown in Figure 23, for CC, the larger is the number of clusters, the more accurate

is the performance of the database selection techniques.

To evaluate the performance of database selection of eliminating the less significant

terms, we have conducted the experiment that applies the elimination of LST in the CC®

clustering technique(this procedure is denoted by ECC in the figure). The performance of

this technique is shown in Figure 24. We found that:

e Less Significant Terms(LST) elimination is not useful for database selection.
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(Less Significant Terms)(TH=0.2, Z;=1)
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Figure 25: The storage space needed for database selection techniques(Z;=1)

Furthermore, we investigate the storage requirement of database selection techniques
using SPCY, RCY, CCY(with 8=20, 50,100), together with that of GIOSS and DS as the
baselines®. Figure 25 shows the results.

e RCY clustering technique has the largest storage requirement. The storage needed by
CCC can be adjusted by g and is highly lower than SPC® and RC®. We further find
that CC®(Constrained Clustering) needs relatively lower storage requirement and has
acceptable performance.

The performance of our cluster-based techniques in different types of database skew
values are shown in Figure 26 as well. The results are promising. Our proposed database

5The storage requirement of ECC are also shown as reference.
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Figure 26: Performance of different cluster-based database selection techniques as a function
of database skew value Zg(M=5, TH=0.2 for SPC® and RCY, 8 = 50 for CCY)

selection techniques RCY-ERS, SPC¢-ERS and CCY-ERS always outperform GlOSS and
DS techniques in all database skew values. Even when the database skew is O(i.e, the
databases are randomly distributed), our proposed database selection techniques still have
good performance. In particular, RCC-ERS outperforms G1OSS by 12% when Z; = 0 where
it has about 5% increase when Z; = 2. SPCY-ERS and CC®-ERS also have promising
performance.



Chapter 5

CONCLUSIONS

Query routing is a common class of problems that involve selecting the appropriate infor-
mation sources for a query to be evaluated, and merging the query results from the selected
sources. In this report, two classes of database selection techniques have been proposed for
routing queries to the relevant bibliographic databases on the Internet. We have proposed
three database selection techniques based on training queries (TQS, TQRS and TQRG)
and several cluster-based database selection techniques(SPCY, RCY and CCY clustering,
and ERS, EGS database ranking formulas). Unlike the previous database selection research
that only focused on text document collections, our proposed techniques support databases
and queries that involve multiple text attributes.

The TQS technique relies on a set of training queries and their actual result sizes to rank
the databases relevant to a query. We also reexamined the GIOSS and DS techniques, two
existing database selection techniques, which derive the ranks of databases from the tuple
frequencies of terms in each database. By combining TQS and DS, the TQRS technique
determines the database ranks from the tuple frequencies from the set of records sampled
from each database using training queries. Similarly, the TQRG is derived from G1OSS
and TQS. Through experiments, we have shown that the two new techniques, TQRG and
TQRS, perform better than the TQS technique. Although the performance of GIOSS and
DS techniques has been consistently good, they acquire complete tuple frequency statistics
from all the bibliographic databases involved, Nevertheless, it is not much better than the
TQRG and TQRS techniques which only require tuple frequency statistics from the training

query results.

In the second class of database selection techniques, several cluster-based database selec-
tion techniques have been proposed. They are derived by combining three database cluster-
ing techniques with two database ranking formulas. Through experiments, we have shown
that cluster-based database selection techniques outperform non cluster-based database se-
lection techniques. However, clustering techniques need storage space more than their non
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cluster-based counterparts. In cases where accuracy of database selection outweighs the
storage overheads, cluster-based database selection techniques could be applied.

The other contribution of this project is that we have also proposed the use of Zipf-like
distribution to generate database collections with controlled skew compositions of records
from different categories. The Zipf-based approach[Gol84] to generate database collections
with skew content can be applied to other database selection problems. OQur experiments
have shown our techniques yield better performance when the databases in the collection
are highly skew in their content.

As part of our future work, we plan to pursue the following research directions:

e Implementation: We believe that these proposed database selection techniques can be
applied to select bibliographic severs on the Internet. Hence, we plan to develop a
query routing broker that incorporates the suitable database selection techniques for a
distributed technical report collection. We will investigate the system issues involved
in building such an intelligent broker and address them accordingly.

e Database evolution: Due to the time constraint, we have not investigated the database
evolution issue. The three database selection techniques have to be extended to update
their knowledge base as the databases evolve in their content. It is also important to
keep the overhead of updating the knowledge bases low so that database selection can
still be efficiently performed.

e Fzxperiments with other types of databases: At present, our work has focused on bibli-
ographic records which contain not many words in their attributes. As the proposed
database selection techniques are generally applicable to any database with multiple
text attributes, we plan to extend our experiments to other types of databases. In
this case, it will be worthwhile to reexamine the performance when larger text have
to be dealt with. Furthermore, the performance of our techniques with larger number

of databases should also be investigated.



Appendix A

Symbol Table
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Symbol Description

D a set of bibliographic databases
G the set of databases to be selected in database selection
N the number of member databases in D
M the number of databases to be selected in database selection
db; database ¢ in D
q a query
S; the result size returned by db; for query g
K B(db;) the knowledge base for database db;
tq; the jth training query
Sij the result size of tq; returned by database db;
p the number of training queries
Ly, the minimum result size that must be satisfied by training queries
(Ltr=4 in our experiment)
P(q) all selection predicates in a query ¢

MP(q1,q2) | the set of matching predicate pairs in query g1 and ¢
simp(p1,p2) | the similarity measure of two matching predicates p1 and p»
simq(qi,q2) | the similarity measure between two queries ¢1 and g2

Q a set of training queries
sz’;(dbi,q) the estimated result size of database db; for a given query g
Gap; g a goodness score to database db; with respect to query g
TF; j« tuple frequency, the number of tuples(records) in database ¢ containing term j
in the attribute A;
A a set of text attribute
Ay a attribute in A
| Akl the number of terms for attribute Ay
CVVjk the variance of CV; ; i’s across all databases of term j for attribute A
N; the number of tuples in database db;
CVijk the Cue Validity of term j in database db; for attribute Ay
CVik the population mean of CV; ;i over all databases for attribute Ay
TFi',.i,k the tuple frequency of term j for attribute Ay computed from the combined
training query result for db;
cvvy, the variance of OV} ;’s of term j for attribute Aj across all sample
databases combined from the training query result
N/ the number of tuples in the combined training query result for db;
%4 a set of virtual categories
Ci a set of records assigned to database db; from a given category
Zq the database skew, the parameter used to apply a Zipf-like distribution
P the performance measure
K the number of test queries
B the ideal database selection
P the mean-square rank error measure
O;.,; the actual rank for database db; for test query g;
R; ; the rank of database db; determined by our techniques for test query g;
T the number of training queries used to generate the knowledge base
L the minimum result size for the test queries
TQS database selection technique using Training Queries and their result Sizes
DS database selection technique using Database Summary information
TQRS database selection technique using Training Queries Result Summary information

Table 3: The Symbol Description Table for Database Selection Techniques Using Training
Queries



Symbol Description

l the number of attributes
w the number of all possible terms in the text corpus representing the dimension of a
text vector
v a text vector, attribute descriptor
Uk the text vector with respect to attribute Ay for a record r
Tk the kth attribute descriptor for the jth record contained in a cluster
Ve the text vector with respect to attribute Ay for a cluster ¢
vqk the text vector with respect to attribute Ay for a query ¢
w; the term weight of the jth term
r a record
c a cluster
N, the number of tuples contained in cluster ¢
D. a list of text vectors contained in cluster ¢
SIM, . the similarity between a record r and a cluster ¢
SIMyr, ve, | the similarity between two text vectors with respect to attribute Ay
0 zero vector
Cn the nth cluster
Sfi;ecn,q the estimated result size from the cluster ¢, for the give query ¢
Ge, .q the goodness score of cluster ¢, with respect to query g
w.;,k the term weight of term j with respect to attribute Ay for query ¢
Wi k,n the term frequency of term j with respect to attribute A for cluster ¢,
8 the number of clusters
Bi the number of clusters generated for database db;
TH the threshold of the similarity between a record and a cluster
Lp the number of iterations
LST the maximum term frequency for less significant term
0 the minimum number of records in a normal cluster
spce single pass database clustering
RCY reallocation database clustering
cce constrained database clustering
ERS database ranking based on estimated result sizes
EGS database ranking based on estimated goodness score

Table 4: The Symbol Description for Cluster-based Database Selection Techniques
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Experiment Framework for
Database Selection Techniques

Based on Training Queries
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Cluster-Based Query Routing Experiment Framework

/_7\
o
Databases O /

(Db_0-Db_9)

U O testing_query ? testing_result
*

Classes Support

Classes defined: Classes defined:

Word, ItemQ/v,_ O CVV vaue Storage
ItemFreguency, Cvv_Attribute_ (dbsterms.ow)
Text_Descriptor Descriptor

Record CvvBase

Query

Cluster

Cluster_Control

7 Similarity Threshold for SPC and RC |
O Genclusters.cc

c]usterwom ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
(storing all term ids) Ontdlust RCC | Number of Clustersfor CC |
prelusiers.ce = ! (Beta=10,20,50,100) |

Cccc Lo oTmTTITIoY
Eliminating.cc Clustering Techniques
SpC©
RC®
U - U Cluster-based ccce
Knowledge base *
(cluster?99) /
Clstmatching.cc Database Selection Techniques
logfil ERS
ogrile EGS

Performance Evaluation(P & P’)

Program Description

Clustering.cc: Class implementation of database clustering techniques by

defining several classes Logical flow
Ccvv.cc: Cluster-based Cue Validity Variance related definition —  Dataflow(Input/Output)
Genclusters.cc: Building theinitial clusters for each database )
OptClusters.cc: Optimize the clustering using generic algorithm 3 Datafile
Eliminating.cc: Eliminating less significant terms from clusters C_ D Program

Clstmatching.cc: Matching each test query with the clusters and

estimating the result size from each database , )
Filename: ClstFramework.fig

Designer: Xu Jian Date: Aug 18, 1998




Appendix D

Visualization of Term CVYV Values

and Term Frequencies

As a part of the result of our experiment, Figure 27 shows the CVV values of all terms across
these ten databases with respect to fitle attribute calculated by DS technique. Figure 28
shows the term frequencies of all terms in database dby with respect to ¢itle attribute.
The order of all term ids is decided by the order of the appearance of each term during
processing the text attributes of every bibliographic record. Interestingly in Figure 27, there
is a straight line in the middle of this figure which relates to several terms having cvv value
0.09. The reason is that there are a large number of terms only appearing in one of the

databases once and the cvv value of them are identical.
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Figure 27: The term CVV values for attribute title calculated by DS technique
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