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Abstract
Query routing refers to the general problem of selecting from a large set of accessible infor-mation sources the ones relevant to a given query(i.e. database selection), evaluating thequery on the selected sources(i.e. query evaluation), and merging their results(i.e. resultmerging). As the number of information sources on the Internet increases dramatically,query routing is becoming increasingly important. Much of the previous work in query rout-ing focused on information sources that are document collections. Moreover, there has beenlittle work done for collections that can be accessed only through some query interface. Inthis project, we focus on the database selection problem, an important subproblem of queryrouting, for bibliographic databases consisting of multiple text attributes. In particular,we �rst proposed a few database selection techniques that are designed for bibliographicdatabases accessible through some boolean retrieval interface. Our techniques rely on pastqueries and query results to determine the relevance of databases with respect to a givenuser query. By conducting a series of experiments on a set of bibliographic databases, weevaluated and compared the performance of our proposed database selection techniques. Wefurther explore the use of techniques to improve the performance of database selection forbibliographic databases. By clustering bibliographic records of each database into di�erentgroups and by collecting summary information about them, the performance and accuracyof database selection can be further improved. To verify the claim, a number of experimentswere conducted and their results were presented in this report.
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Chapter 1
INTRODUCTION
As the number of information sources increases rapidly on the Internet, users are beginningto experience di�culties locating the relevant information sources to meet their search re-quirement. These information sources could be document collections, SQL databases, orother kinds of databases. Although many web search engines e.g. Yahoo![Yah], Altavista[Alt],etc., are available on the Internet, they are only useful for discovering individual web pagesinstead of information sources such as document collections, SQL databases, etc.. Websearch engines index all web pages found on the Internet and support keyword searches onthe constructed indices. They, however, cannot be easily extended to index the content ofinformation sources for several reasons:� It may not be possible for information sources to provide all their content available onthe Internet due to copyright or business reasons. Access to these information sourcesis only possible via some pre-de�ned query interfaces.� To index web pages from the Internet, web search engines employ some robot agentswhich navigate themselves from discovered and indexed web pages to new undiscoveredweb pages. Since these robot agents are programmed to discover information throughnavigation only, they are incapable of discovering information via the query interfacesprovided by information sources.� The information sources may contain data in many di�erent forms other than text. Forexample, some of them may be SQL databases; others may contain data in proprietaryformats. These spectrum of data formats cannot be easily handled by the web searchengines.We call the entire process of selecting information sources to be queried, forwardingqueries to the di�erent selected sources, and merging their query results query routing. An1
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Figure 1: Query Routing Stepsintelligent agent that is designed to perform query routing can be called a query router. Asshown in Figure 1, database selection, query evaluation and result merging are the three mainsteps involved in query routing. In the database selection step, the query router chooses thebest information source(s) to evaluate a query based on some knowledge about the sources.The query is then submitted to these information sources. Some transformations may haveto be performed on the queries and their results if the information sources adopt query andresult formats di�erent from that used by the global user. In the result merging step, thequery router merges the results returned by di�erent information sources. Re-computationof the rank of result records may have to be performed when ranking is required for themerged result.Depending on the type of search requirement and the type of data sources, di�erentvariants of query routing problems can be de�ned. In the following, we illustrate somespeci�c examples of query routing problems.� Scenario 1 (Global Digital Library System): In a global digital library system that isbuilt upon multiple text collection servers on the Internet, a query routing problemmay be de�ned by determining the most relevant text collection(s) for any user querywhich includes keyword criteria speci�ed on the title, author and/or subject of thedistributed text documents. Query routing, in this case, may involve searchable ornon-searchable text collections, and the results from selected text collections may haveto combined together in order to form a single result set for the original query.� Scenario 2 (Electronic Shopping): The Internet is predicted to be a commonplace forusers to perform electronic shopping. The promise of electronic shopping dependsto a large extent upon the user interface and how users interact with the variouselectronic commerce agents on the Internet. Typically, each retailer will provide onlineinformation about his/her products. To ensure that a buyer with a speci�c buying



3need will be able to locate the right retailer(s) quickly, we need a query routingmechanism that can suggest fairly accurately a small number of retailers for the buyerto consider or patronize. Unlike scenario 1, the data sources to be dealt with areproduct information from the retail stores, and the buying need may be representedby conditions speci�ed on the product attributes.In solving query routing problems, a number of important issues also have to be consid-ered:� Heterogeneity: Information sources are allowed to have di�erent data formats andquery interfaces. Databases may have di�erent attribute sets. Although they mayshare some common attributes, the name and domain of the common attributes maystill be di�erent. Before query routing can be performed on the heterogeneous infor-mation sources, the query interface and attribute mismatches must be dealt with. Infact, query routing techniques must be developed for di�erent classes of informationsources.� Autonomy: It is neither possible nor feasible to maintain complete knowledge aboutthe information sources. Leaving the storage issue aside, the owners of informationsources usually do not wish to sacri�ce their control over the information content andto reveal the operational details of their information sources.� Content Evolution: The content of information sources may vary after some updatesare performed. This dynamic changes of content may jeopardize the query routingknowledge constructed based on past queries or past query results.1.1 Scope and ObjectivesIn recent years, query routing problems for collections of text-based databases have receiveda lot of attention. In contrast, there has not been much query routing research performedon other kinds of information sources.Bibliographic databases represent an important class of information maintained by exist-ing library systems. We envisage a future whereby a large number of bibliographic databaseswill be created, maintained, and made available on the Internet by content providers, pub-lishers, and librarians. As each bibliographic database may be designed to store di�erenttypes of bibliographic records, a meta-search mechanism[GCGM97] has to be provided bya query router to assist digital library users in their quest of information.In this report, we focus on addressing the database selection problem for a set of bib-liographic databases each containing a set of records with multiple text-based attributes.



4The bibliographic database engines involved support simple boolean queries and the resultsthey return are unranked.We aim to develop new database selection techniques based on two classes of approaches.The �rst class of proposed database selection techniques exploits the use of training queriesto construct the knowledge base for query routing. The second class of techniques, onthe other hand, incorporate di�erent clustering techniques to improve the performance ofdatabase selection. The performance of these two classes of proposed database selectiontechniques together with techniques proposed by other researchers are further comparedusing some simulated bibliographic database collections.1.2 Problem De�nitionThere are many variants of database selection problems for a set of bibliographic databases.In general, they can be formally de�ned as follows:De�nition 1 Let D = fdb1; db2; � � � ; dbNg be a set of bibliographic databases. Let q be aquery and M be the number of databases to which query q should be forwarded to. TheM-Database Selection Problem is de�ned as the following optimization problem.Compute E � D such that jEj =M and (8F � D such that jF j =M , Goodness(q;E) �Goodness(q; F ) )Here, Goodness is a function on the results returned by a set of databases. Dependingon the de�nition of Goodness, di�erent variants of M-Database Selection Problems can bederived. M is a number determined by the global users or applications to constrain thenumber of databases for evaluating the query. The database selection problem is trivialwhen M = N .In the rest of this report, we are concerned with maximizing the result sizes returnedby the selected databases. Hence, given a set of databases E and a query q , we de�ne ourGoodness as follows:De�nition 2 Goodness(q;E) =Xi2E siwhere si denotes the result size returned by dbi for query q.We have also adopted a simple keyword-based boolean query model for the bibliographicdatabases. For example, to retrieve all bibliographic records having title keywords \database"and subject keywords \information" and \retrieval", the following query can be formulated.title=\database" and subject=(\information" and \retrieval")At present, we have restricted our queries to contain only conjunctions of predicates ontitle and subject. Nevertheless, our proposed techniques can be easily extended to handleother text-based attributes.



51.3 OutlineThe rest of this report is structured as follows. In Chapter 2 we provide a brief survey ofthe relevant work. Chapter 3 discusses our proposed database selection techniques that arebased on training queries. Chapter 4 further introduces our proposed cluster-base databaseselection techniques. The experiments conducted for the two classes of proposed databaseselection techniques are reported in the respective chapters. Chapter 5 concludes the reportand describes our future work.



Chapter 2
LITERATURE SURVEY
In recent years, di�erent forms of database selection problems have been studied by severalresearch groups, and a number of solution approaches have been proposed. As pointed outin [GP98], database selection problems can occur both in routing and mediating queriesto distributed set of data sources. Query routing often operates on top of a set of textcollections or collections with text attributes such that the collections share a commonand simple schema. Query mediation, on the other hand, involves heterogeneous schemasexported by the underlying databases and the schemas usually complement one anotherin the database content. While query routing often adopts a query model which returnspartial results to any given queries, query mediation requires complete query results to bereturned from the participating databases.In the following, we describe previous research e�orts in database selection for queryrouting. These research e�orts can be classi�ed into three main categories according to thetype of data sources.2.1 Database Selection for Text CollectionsResearch e�orts in this category deal with collections of text documents. Usually, the vectorspace retrieval model is adopted for querying the text collections. A query supported bysuch model consists of a set of keywords, and the relevance of a text document is determinedby the frequency of keywords appearing in the document and their discriminatory power.In the gGlOSS project[GGM95], the document frequency for each word in each textcollection is extracted and included in the knowledge base for database selection. Usingthe document frequencies, the relevance of each text collection can be estimated for a givenuser query. 6



7In Callan's work, the CORI (Collection Retrieval Inference Network) project[CLC95],the TF�IDF document ranking method has been extended to rank a set of text collectionswhere TF denotes term frequency and IDF denotes inverse document frequency. In thismethod, the TF � IDF document scoring formula is modi�ed by replacing TF and IDFby DF and ICF (inverse collection frequency) respectively. A CORI network is later con-structed based on the relationship between collections and their terms, and the relationshipbetween a given query and its term. Each collection is scored using the CORI network andis determined by the combined belief or probability of all query terms. It is assumed thatall terms involved in the query are of equal importance.Based on the document frequency knowledge, Yuwono and Lee proposed a uniquedatabase ranking formula based on Cue-Validity Variance (CVV). The proposed databaseranking formula essentially incorporates the discriminatory power of keywords across col-lections. It was shown that the CVV-based database selection technique out-performed thedatabase selection techniques in gGlOSS and CORI.2.2 Database Selection for Collections with Multiple AttributesIn the GlOSS (Glossary of Servers Server) project[GGMT94, TGL+97], a database selectiontechnique for collections containing multiple text attributes has been proposed. The queriesfor such collections consist of keyword predicates on the di�erent attributes such as author,title, etc. Given a collection and an attribute-term pair, the number of records having theattribute values containing the term is known as the frequency of the attribute-term pair.This frequency information has been further used to estimate the rank of each database.The main assumption behind GlOSS is that terms appearing in any speci�c attribute ofrecords of a collection follow independent and uniform distributions. The discriminatorypower of each term is not considered in this work. Real user queries and a set of sixdatabases(INSPEC, COMPENDEX, ABI, GEOREF, ERIC and PSYCINFO databases)have been used to evaluate the performance of GlOSS.Li and Danzig [LD97] proposed a database selection technique based on calculatingsimilarities between databases and a boolean query. His research requires that both userqueries and database descriptions to be written in boolean expressions. The similaritymeasure will be further applied to these boolean expressions and used to rank databases.However, boolean expressions may not precisely describe databases' content when thesedatabases contain huge number of records with multiple text attributes. This proposeddatabase selection technique has been experimented on two database collections(CISI andUSC Homer).In this report, we will present new database selection techniques that exploit the dis-crimintory power of attribute-term pair. As part of our experiments, we have also developedan approach to generate simulated databases such that their content skewness can be con-trolled.



82.3 Database Selection for Collections Accessible ThroughQuery Interface OnlySo far, the database selection techniques given in Sections 2.1 and 2.2 assume that thedocument frequency information for each text collection is available for query routing. Thisis possible either by having full access to the text collections or by mandating each textcollection to provide the necessary information voluntarily. Nevertheless, in reality, not alltext collections may be able to cooperate fully on providing their local information. Hence,one may have to investigate database selection techniques for collections accesible throughquery interface only.Voorhees[TVGJL95] proposed two query routing techniques in the domain of unstruc-tured document collections. In the two techniques, known as multiple relevant documentdistribution (MRDD) and query clustering (QC), document collections are ranked basedon their responses to the training queries most similar to the query to be routed. Thesemethods are cost e�cient in terms of resource utilization and implementation e�ort. How-ever, it is not clear how training queries that su�ciently capture the content of a documentcan be generated. Furthermore, the two techniques only deal with document collections.In our research, we will propose database selection techniques for bibliographic databasessuch that the techniques require training query information only.



Chapter 3
DATABASE SELECTIONTECHNIQUES BASED ONTRAINING QUERIES
In this chapter, three database selection techniques based on training queries will be pre-sented. They are known as the:� Database selection technique based on training queries and their result sizes(TQS);� Database selection technique based on training query result summary (TQRS); and� Database selection technique based on training query result summary using GlOSS(TQRG)To evaluate and compare their performance, a experimental framework has been estab-lished. Moreover, we will also introduce two non-training query based database selectiontechniques using GlOSS and cue validity variance (CVV) as the baseline techniques forperformance comparison.In Sections 3.1 and 3.2, the two non-training query based database selection techniquesare given. The TQS, TQRS and TQRG techniques are later described in Section 3.3, 3.4and 3.5 respectively. The performance experiments and the experiment results are given inSection 3.6. 9



103.1 Database Selection based on GlOSS(GlOSS)In the database selection techniques based on GlOSS (Glossary of Servers Server) [GGMT94],the estimated result size of a boolean query q returned from a database dbi, dSize(dbi;q), iscomputed from tuple frequencies summarized from the entire database content. Similarto document frequency, tuple frequency (denoted by TFi;j;k) is de�ned as the number oftuples(records) in database i containing term j in the bibliographic attribute Ak.3.1.1 Database RankingThe GlOSS technique de�nes the goodness score Gdbi;q for a given database dbi and agiven boolean query q as follows:Gdbi;q = dSize(dbi;q) = Ni jAjYk=1 jAkjYj=1 TFi;j;kNi (1)where jAkj denotes the number of terms in the domain of attribute Ak, and Ni denotesthe number of tuples in database dbi.3.1.2 Analysis of GlOSS TechniqueThis technique extracts statistical information (i.e, tuple frequencies) from each biblio-graphic database and also store the total number of tuples in each bibliographic databasein the knowledge base for database selection. Although the technique acquires a rather com-plete knowledge about the bibliographic database, it violates some degree of local autonomy.This may not desirable to some bibliographic database systems.3.2 Database Selection based on Database Summary Infor-mation(DS)The DS technique is developed based on the CVV server ranking method proposed in[YL97]. It exploits the discriminatory powers of terms to improve the accuracy of databaseselection. Like GlOSS, it also relies on the tuple frequencies and the number of tuples ineach bibliographic database.



113.2.1 Database RankingThe Cue-Validity Variance (CVV) ranking technique was proposed by Lee to rank a set ofdocument databases[YL97]. The DS technique essentially extends CVV ranking techniqueto rank databases containing multiple text attributes.Given a set of databases D, the DS technique assigns a goodness score Gdbi;q to databasedbi 2 D with respect to query q as follows:Gdbi;q = jAjYk=1 jAkjXj=1CV Vj;k � TFi;j;k (2)where CV Vj;k is the variance of CVi;j;k 's, the Cue Validity of term j, across all databasesfor attribute Ak in A(=ftitle, subjectg ). jAkj denotes the number of terms for attributeAk. CVi;j;k = TFi;j;kNiTFi;j;kNi + PjDjl6=i TFl;j;kPjDjl6=iNl (3)where Ni is the number of tuples in database dbi, and jDj is the number of databasesin the system. The population variance CV Vj;k of CVi;j;k measures the skewness of thedistribution of term j of attribute Ak for distinguishing one database from another forparticular attribute Ak. The larger is the variance, the more discriminatory is the attributeterm. CV Vj;k is computed as follows.CV Vj;k = PjDji=1(CVi;j;k �CVj;k)2jDj (4)where CVj;k is the population mean of CVi;j;k over all databases for attribute Ak, and isde�ned as follows. CVj;k = PjDji=1CVi;j;kjDj (5)3.2.2 Analysis of DS TechniqueTo deploy DS technique, one has to extract statistical information (i.e. tuple frequencies)from each bibliographic database and store them as part of the knowledge base for databaseselection. Like GlOSS technique, DS also requires a rather complete knowledge about thebibliographic database. This may not desirable to some bibliographic database systems.



123.3 Database Selection based on Training Queries and TheirResult Sizes (TQS)Unlike GlOSS and DS techniques, this technique attempts to discover the content of eachbibliographic database using a set of training queries, and estimate the result size of a newquery using that of similar training queries. Hence, we construct for each bibliographicdatabase a knowledge base consisting of the set of training queries and their result sizes.Formally, the knowledge base KB(dbi) for database dbi can be represented as follows:KB(dbi) = f(tq1; si;1); (tq2; si;2); � � � ; (tqp; si;p)gwhere each tqj(1 � j � p) is a training query and si;j denotes the result size of tqj returnedby database dbi.3.3.1 Knowledge Base ConstructionTo construct the knowledge base, a set of training queries has to be generated. There areessentially two possible approaches to do so. One can either collect past queries as trainingqueries, or create synthetic training queries. In this research, we have chosen the latterdue to three reasons: it is time consuming to collect queries; the collected queries may nothave a good coverage of the bibliographic database content; and database owners are oftenapprehensive towards modi�cation to existing query interface so that the past queries canbe logged. The training queries we generated for the knowledge base satisfy a number ofcriteria:� Each training query is a boolean query consisting of a conjunction of keyword pred-icates on the title and/or subject attributes. Other bibliographic attributes such asauthor and publisher have been excluded because these attributes were not consideredin the construction of our experimental collections as described in the later part of thisreport. However, for real collections such as those used by the NCSTRL (NetworkedComputer Science Technical Reports Library) [NCS], author and other attributes mayprovide important information for database selection.� Each training query must return sizable result at least for a bibliographic databasebefore it can be included in the knowledge base. The minimum result size is requiredsince queries returning very small results do not capture a database content well.The minimum result size that must be satis�ed by training queries is speci�ed by theparameter Ltr. In our experiment, we empirically choose Ltr to be 4 since the TQStechnique performs well with this number1.1The same constraint also works well for the TQRS technique.



13The synthetic training queries are generated as follows.� Step 1: Randomly select a record from the combined set of bibliographic recordscollected from all experimental databases.� Step 2: Extract title and subject values from the record. (Note that it is possible fora bibliographic record to have multiple subjects.)� Step 3: Randomly decide whether to use title, subject or both in a new training query.� Step 4: For each attribute (title or subject) to be included in the training query,construct a predicate on it by randomly selecting one to four distinct terms from thecorresponding extracted attribute value2. No stop words are used in this step.For example, a randomly selected bibliographic record is entitled \Algorithms and DataStructures in C++" and has multiple subjects \C++ (Computer programming language)",\Computer algorithms", and \Data structures (Computer science)". A training query con-sisting of the following predicates may be generated:title = (\Algorithms" and \Structures" and \C++")subject = (\Computer" and \language")At present, we have not thoroughly investigated the storage space constraint imposed onknowledge bases for the bibliographic databases. The storage space constraint essentiallycreates two sub-problems: allocation of storage space to each knowledge base; and choice oftraining queries included in the knowledge base. A simple space allocation strategy assignsstorage space to knowledge bases according to their bibliographic database sizes. Sincetraining queries with large result sizes carry more signi�cant knowledge about the biblio-graphic databases, they should be given preference among training queries to be includedin the knowledge base.3.3.2 Database RankingTo rank bibliographic databases for a query using the TQS technique, we estimate the resultsize returned by every bibliographic database using training queries from the correspondingknowledge base. Before we formally present the proposed database ranking technique, thefollowing term are �rst de�ned.� Matching selection predicates2Since a bibliographic record may have multiple subject values, all terms are selected from one of thesubject values.



14De�nition 3 Two selection predicates p1 � (A1 = val1) and p2 � (A2 = val2) aresaid to match if A1 � A2, where A1 and A2 are attribute names, and each vali (i = 1or 2) represents a conjunction of terms.� Predicate similarity measureSimilarity between two matching predicates is de�ned as the similarity between thevalues used in the predicates, which is measured by the cosine distance[FBY92, Sal88]de�ned as follows:De�nition 4 Let p1 � (A = val1) and p2 � (A = val2) be two matching predicates.The similarity measure of p1 and p2, denoted by simp(p1; p2), is de�ned below.simp(p1; p2) = jval1 \ val2jpjval1j �pjval2j (6)where jval1j and jval2j refer to the numbers of distinct terms in p1 and p2 respectively,jval1 \ val2j refers to the number of distinct terms val1 and val2 have in common.The de�nition of cosine distance implies that predicate similarity measure is in therange of [0,1]. For example, let predicates p1 and p2 be title = (\database" and \se-lection") and title = (\database" and \design") respectively. The similarity betweenthe two predicates is 1p2�p2 .� Query similarity measureDe�nition 5 Let q1 and q2 be two queries, P (q) be all selection predicates in aquery q, and MP (q1; q2) be the set of matching predicate pairs (i.e. MP (q1; q2) =f(p1; p2)jp1 2 P (q1); p2 2 P (q2), p1 and p2 are matching predicatesg). The similaritymeasure between q1 and q2, denoted by simq(q1; q2), is de�ned as:simq(q1; q2) = 2 �Pki=1 simp(p1; p2)jP (q1)j+ jP (q2)j (7)where (p1; p2) 2MP (q1; q2), k = jMP (q1; q2)j.In above de�nition, simp(q1; q2), which is the normalized sum of predicate similarityof all matching predicates in q1 and q2 , will yield a value in the range of [0,1] becausek = jMP (q1; q2)j � min(jP (q1)j; jP (q2)j).Let Q denotes a set of training queries. Given a query q, the TQS technique de�nes thegoodness score for a database dbi as follows:Gdbi;q = dSize(dbi;q) = Ppj=1 simq(q; tqj) � si;jPpj=1 simq(q; tqj) (8)where tq1; � � � ; tqp 2 Q, si;j denotes the stored result size of tqj return by database dbi.Note that all databases use the same set of training queries.



153.3.3 Analysis of TQS TechniqueIn the TQS technique, query similarity measure is computed based on the assumption thatall terms in the matching predicates are of equal importance, i.e. they have the same dis-criminatory power. This assumption do not usually hold for a bibliographic database. Fur-thermore, the discriminatory power of terms may be di�erent across bibliographic databases.TQS technique relies on training queries and their result sizes. Instead of using bibliographicdatabase records to create synthetic training queries, one can easily modify the technique touse some dictionaries for title and subject attributes. This allows TQS technique to operatewithout violating the autonomy of existing bibliographic database systems.3.4 Database Selection based on Training Query Result Sum-mary(TQRS)TQRS technique combines both TQS and DS techniques. Instead of directly collectingdatabase summary information from a set of bibliographic databases, TQRS technique usesa set of training queries to sample the content of bibliographic databases, and to builddatabase summary information using the training query results.3.4.1 Database RankingOne �rst obtains a set of synthetic training queries using the query generation strategy ofTQS technique. The combined result of these training queries thus represents a sample of thedatabase content from which tuple frequencies and cue-validity variances can be computed.Using a goodness de�nition similar to (2), the bibliographic databases are ranked. Formally,the goodness score Gdbi;q for database dbi 2 D with respect to query q is de�ned by theTQRS technique as follows:Gdbi;q = jAjYk=1 jAkjXj=1CV V 0j;k � TF 0i;j;k (9)where TF 0i;j;k denotes the tuple frequency of term j for attribute Ak computed from thecombined training query result for dbi; andCV 0i;j;k = TF 0i;j;kN 0iTF 0i;j;kN 0i + PjDjl6=i TF 0l;j;kPjDjl6=i N 0l (10)



16where N 0i is the number of tuples in the combined training query result for dbi.CV V 0j;k = PjDji=1(CV 0i;j;k �CV 0j;k)2jDj (11)CV 0j;k = PjDji=1CV 0i;j;kjDj (12)3.4.2 Analysis of TQRS TechniqueThe ranking procedure of TQRS technique resembles that of DS technique. However, itcomputes the relevant statistical information from a smaller set of database records sampledby collecting training query results. Like the case of TQS technique, the training queriesgeneration should provide a reasonable uniform coverage of the database content. Whenthe training query results are collected from a bibliographic database, the individual resulttuples should be identi�ed. Note that duplicate result tuples should not be permitted in thecombined training query result. This can be achieved by examining unique ids (e.g. ISBNnumber, system id) assigned to bibliographic records.3.5 Database Selection based on Training Query Result Sum-mary Using GlOSS(TQRG)This technique is derived from the database selection techniques based on TQS and GlOSS.Instead of directly collecting statistical information from a set of bibliographic databases,like TQRS, TQRG technique uses a set of training queries to sample the content of biblio-graphic databases, and builds the statistical information from the training query results.3.5.1 Database RankingUsing the combined result of a set of synthetic training queries generated by the querygeneration strategy of TQS technique, one can build a sample of the database contentfrom which the tuple frequencies and the total number of tuples in each database will becomputed. Using a goodness score de�nition similar to (1), the TQRG technique assignsthe goodness score Gdbi;q to database dbi with respect to the given query q as follows:Gdbi;q = dSize(dbi;q) = N 0i jAjYk=1 jAkjYj=1 TF 0i;j;kN 0i (13)



17where jAkj denotes the number of terms for attribute Ak, TF 0i;j;k denotes the tuplefrequency of term j for attribute Ak computed from the combined training query result fordatabase dbi, N 0i is the number of tuples in the combined training query result for databasedbi.3.5.2 Analysis of TQRG techniqueAlthough the ranking procedure of TQRG technique resembles that of GlOSS technique, itcomputes the relevant statistical information from a smaller set of database records sampledby collecting training query results. Unlike TQRS, this technique does not need to computethe CVV values of terms.3.6 ExperimentsTo evaluate the proposed three database selection techniques and the two baseline databaseselection techniques, we have conducted a set of experiments to evaluate their performance.The experiments have been conducted to answer a few questions about the �ve techniques:� How do the techniques perform for di�erent query requirements (e.g. by varying thenumber of databases to be selected M)?� In the case of TQS, TQRS and TQRG, how does the choice of training queries a�ectthe performance?� How do the techniques perform for bibliographic databases with di�erent skewness intheir content?� How do the techniques perform for di�erent sets of test queries which have di�erentresult sizes from bibliographic databases?In the rest of this section, we describe the experiment setup, and the performancemeasures used. The experiment �ndings are presented and analyzed.3.6.1 Experiment FrameworkTo set up the bibliographic database collection for our experiments, we down-loaded allbibliographic records from NTU3 library database. NTU library database contains 217,928bibliographic records. The records are classi�ed according to the Library of Congress(LC)
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Figure 2: Organize the catalogue records from categories to databasesclassi�cation scheme. For example, the call number QA76.9.D3.AI49 indicates that thebibliographic record belongs to the mathematics science category.For each of our experiments, a set of N = 10 bibliographic databases has been con-structed using the down-loaded bibliographic records based on the following strategy:� All bibliographic records are grouped according to their LC categories. Assume thatthere are V such virtual categories and we want to assign their records to N databasessuch that each database contains records from all categories, and at the same time con-tains distinct makeup of records from di�erent categories. In this way, the databasesin our collection always demonstrate di�erent degrees of relevance for the same query.� We divide each category into N groups, with records assigned to the groups accordingto the following pre-de�ned ratio(the sizes of these groups are determined by theZipf-like distribution[HLY93, Gol84, VF95]):jC1j : jC2j : : : : : jCN jwhere: jCij = jCjiZdPNj=1 1jZd (14)jCj is the size of the category, Zd is Database Skew. (When Zd > 0, jCij has aZipf-like distribution, and when Zd = 0, it is a uniform distribution. )� The groups are assigned to N databases in a round-robin manner.3The web page of Nanyang Technological University library is available at:(http://web.ntu.ac.sg/library/)
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Figure 3: Category distribution given di�erent database skew value (when N=10)The assignment of bibliographic records to di�erent databases in our experiment isillustrated by Figure 2.By varying the Zd value, we can evaluate the performance of database selection tech-niques in database collections with di�erent skewness. When Zd = 0, each category is evenlydistributed to the N databases. It should be noted that the larger Zd is, the more skew iseach category being grouped[HLY93] (see Figure 3). In particular, Zd = 1 was selected as anormal database skew level so that we can evaluate the performance of our techniques whena static database skew is required. On the other hand, the di�erent degrees of databaseskew, Zd = 0, 0.5, 1, 1.5, and 2 were used in our experiments to evaluate the performanceof our techniques for database collection with di�erent database skews.In our experiments, we generated 8000 training queries and 2000 test queries. Eachquery is generated using the training query generation procedure in TQS technique. Notethat the training query set and test query set are distinct.3.6.2 Performance MeasurementIn our experiments, two performance measures have been adopted. The �rst performancemeasure (denoted by P ) derives the accuracy of a database selection technique by computingthe ratio between the combined result size returned by the database selection technique andthat returned by the ideal choice of databases.De�nition 6 Given K test queries fq1; q2; � � � ; qKg, the performance P is computed asfollows: P = 1K KXj=1Pj (15)where Pj(1 � j � K) represents the performance contributed by test query qj.Pj = Pdbi2G si;jPdbi2B si;j (16)G represents the set of databases selected by a proposed database selection technique.The ideal database selection is B. si;j denotes the actual result size of test query qj returnedby database dbi.



20Clearly 0 � P � 1. When M = N , G = B and P = 14.The second performance measure (known as mean-square rank error denoted by P 0) de-termines the di�erence between the predicted ranks and the actual ranks of databases[CLC95].De�nition 7 The mean-square rank error metric for a single test query qj is de�nedas: P 0j = 1jGj � Xdbi2G(Oi;j �Ri;j)2 (17)where:Oi;j = actual rank for database dbi based on the actual result size returned by database dbifor test query qj ( the database with the largest number of results is ranked 1, the databasewith second largest number of results is ranked 2, and so on);Ri;j = the rank of database dbi determined by our techniques for test query qj.P 0 is derived from P 0j in the same way as P is derived(see (15)).3.6.3 Parameter SettingThe experiments are conducted by varying the following four parameters:� Zd - the degree of database skew according to Zipf-like function. (Zd = 0, 0.5, 1, 1.5,2 were selected)� T (for TQS, TQRS and TQRG techniques only) - number of training queries used togenerate the knowledge base(for TQS technique) or queries result summary informa-tion(for TQRS and TQRG techniques). We use �ve di�erent T values, namely, 100,500, 2000, 5000, and 8000; (e.g. T = 500 means that the �rst 500 training queries areselected 5 )� M - the number of databases to be selected(M = 1, 2, ..., 10)� L - the minimum result size for the test queries. The result size of a test query isde�ned by the total number of records returned by all databases. Given a L, Ktest queries were selected from 2000 generated test queries and used to conduct theexperiment.



21T 100 500 2000 5000 8000PTQS .739 .767 .798 .808 .812PTQRS .798 .840 .862 .865 .867PTQRG .786 .843 .875 .881 .883PGlOSS 0.888PDS 0.870Prandom 0.574P 0TQS 12.7 11.3 10.1 9.60 9.32P 0TQRS 9.14 7.23 6.50 6.40 6.32P 0TQRG 9.39 7.23 6.36 6.22 6.15P 0GlOSS 6.14P 0DS 6.23P 0random 16.3Table 1: Performance measures of the �ve techniques as a function of the number of trainingqueries used T (M=5, Zd = 1, PX denotes performance P of X technique)3.6.4 Experiments FindingsFigures 4 to 9 show the performance of the �ve di�erent database selection techniquesagainst the number of databases to be selected (M) when L = 2; Zd = 1. The performanceof random database selection, which randomly selects M databases out of N databases,serves as a bottom baseline for the performance of all database selection techniques. Boththe GlOSS and DS techniques have been used as the top baselines for the performance ofTQRG and TQRS, respectively6. For TQRS and TQRG techniques, training query resultswere used to generate result summary information. The total numbers of tuples used byTQRS(TQRG) were shown in Figures 6 and 7 (Figures 8 and 9).� As shown in these �gures, GlOSS and DS techniques yield the best performance.� Our proposed techniques always outperform the random database selection.� For TQS, TQRS and TQRG techniques, as the number of training queries stored inthe knowledge base(for TQS) or used for database sampling (for TQRS and TQRG)increases, their performance also improve. Especially for TQS technique, the per-formance using 8000 training queries improves more than 50% over that using 100training queries when M=1 (from 0.43 to 0.64). Table 1 shows the performancemeasures of the �ve techniques and the random database selection techniques whenM = 5. GlOSS and DS techniques clearly give the upper bounds for TQRG andTQRS techniques, respectively. When the number of training queries is large enough,TQRG (or TQRS) technique uses all tuples in databases to generate result summaryinformation. Hence it behaves like the GlOSS (or DS) technique.4M = jGj = jBj. M is de�ned in Introduction section.5The set of training queries selected by T = 100 is a subset of training queries selected by T = 500, whichis a subset of training queries selected by T = 2000, and so on.6We will further denote GlOSS and TQRG techniques by GlOSS/TQRG, DS and TQRS techniques byDS/TQRS, respectively.
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Figure 5: Mean-square rank error P 0 of TQS technique with 1224 test queries as a functionof the number of database selected M (L=2, Zd = 1)
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Figure 7: Mean-square rank error P 0 of DS and TQRS techniques with 1224 test queries asa function of the number of database selected M (L=2, Zd = 1)
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Figure 9: Mean-square rank error P 0 of GlOSS and TQRG techniques with 1224 test queriesas a function of the number of database selected M (L=2, Zd = 1)L 2 10 20 30 40 50 60PGlOSS .888 .952 .971 .975 .979 .981 .983PTQRG .883 .948 .968 .974 .978 .980 .982PDS .869 .945 .966 .972 .977 .979 .981PTQRS .866 .943 .965 .970 .977 .979 .981PTQS .812 .884 .903 .910 .917 .921 .923Prandom .585 .646 .666 .666 .668 .677 .663K 1224 695 560 504 453 420 383Table 2: Performance P and the number of test queries used K as a function of thresholdL(M=5, T=8000(for TQS, TQRS and TQRG only), Zd = 1)� TQRG and TQRS techniques always outperform TQS technique. In particular,TQRG(or TQRS) technique using only 100 training queries (only 14% of all tuples indatabases were used) performs as well as TQS technique using 8000 training queries.Our experiments show that GlOSS/TQRG and DS/TQRS techniques are able tocapture the content feature of database better than the TQS technique which reliesmainly on query similarities.� GlOSS/TQRG techniques slightly outperform DS/TQRS techniques.We also discovered that when test queries with large result sizes are used in the experi-ment, the performance of all proposed techniques become much better as shown in Table 2.This observation is fair since it is usually more di�cult to decide the relevant databaseswhen the result of a query is very small.To investigate the performance of our techniques in di�erent types of database collec-tions, we conducted experiments on collections with di�erent database skew values. Sinceevery experiment has to be re-conducted for each database skew, the experiment is ex-tremely time-consuming. We have experimented with �ve di�erent database skew values.
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Figure 10: Performance P of di�erent techniques as a function of database skew value Zd(L=2, M=5, T=8000(for TQS, TQRS and TQRG only))Nevertheless, the results of our experiments are encouraging. As shown in Figure 10 and11, our techniques consistently outperformed random database selection signi�cantly forall database skews. Note that the performance for TQRG with T=8000(or TQRS withT=8000) technique is so similar to the GlOSS(or DS) technique that we simply use the per-formance of GlOSS(or DS) as the representative. As shown in Figure 10, when databasesare uniformly distributed(i.e. database skew Zd = 0), GlOSS/TQRG and DS/TQRS tech-niques outperform random database selection by 20% while TQS technique outperforms thelatter by 5%. As the database skew increases, there are signi�cant improvement in the per-formance of our proposed techniques. It means that databases with large result size will beeasier to be selected by our proposed techniques when the database skew is larger. On theother hand, the performance of random database selection degrades dramatically. For thedatabase collection generated with Zd = 2, GlOSS/TQRG(T = 8000) techniques yield thebest performance(about 0.95). Figure 11 shows the mean-square rank error performanceP 0 of GlOSS/TQRG(T = 8000), DS/TQRS (T = 8000) and TQS techniques. The �gurereveals that the relative performance of the proposed techniques using mean-square rankerror is similar to that using performance P .The storage requirement for each technique was also investigated in our experiments.The storage size for the whole database collection is 30MB. The storage requirement forGlOSS/DS, TQRG/TQRS(T = 8000), TQRG/TQRS(T = 100), and TQS(T = 8000) are5MB, 4.8MB, 1.2MB and 570KB respectively (when Zd = 1). In other words, TQS techniqueonly need 1.9% storage size of all databases. Note that DS and TQRS store terms, tuplefrequency and relevant term CVV values for each database7. GlOSS and TQRG store terms,tuple frequency for each databases where TQS stores only training queries and their result7Actually, DS/TQRS need more storage size than GlOSS/TQRG because of the term CVV values'storage. However, it is trivial when there is a large number of databases.
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Figure 11: Mean-square rank error P 0 of di�erent techniques as a function of database skewvalue Zd (L=2, M=5, T=8000(for TQS, TQRS and TQRG only))sizes. However, TQRG and TQRS allow di�erent storage requirement when using di�erentnumber of training queries. We believe that our techniques are more suitable to sets of largedatabases since the storage requirement of the techniques only increases marginally as thedatabase sizes increaseFinally, we comment on the computational overhead incurred for the three proposeddatabase selection techniques. TQRG and GlOSS require little computation compared toTQRS/DS where TQRS and DS require little computation compared to TQS. For TQS,additional computations are required to evaluate the similarity between a given query andthe training queries stored in the knowledge base.



Chapter 4
CLUSTER-BASED DATABASESELECTION TECHNIQUES
The performance of database selection largely depends on how the database content can beaccurately summarized and how the summarized knowledge about databases can be furtherused to predict the goodness of each database with respect to a given query. In this project,we investigate the use of clustering to improve the accuracy of database selection. Sev-eral cluster-based database selection techniques have been proposed to route bibliographicqueries.Unlike other non clustered-based approaches, cluster-based database selection tech-niques involve clustering of database tuples before the content of each database is sum-marized. In this research, we have adopted three clustering techniques known as SinglePass Clustering(SPCC), Reallocation Clustering(RCC), and Constrained Clustering(CCC).In Chapter 3, both the estimated result size (ERS) and estimated goodness score (EGS) havebeen used to rank databases. The two ranking formulas have been further adapted to thecluster-based database selection techniques. To evaluate the performance of cluster-baseddatabase selection, a number of experiments have been conducted using the experimentframework given in Section 3.6.The overall structure of this chapter is as follows. In Section 4.1, we give an overalldescription of the cluster-based database selection techniques. Section 4.2 describes threedatabase clustering techniques. Following that, two cluster-based database ranking formulasknown as ERS and EGS are given in Section 4.3. The performance evaluation experimentsof database selection techniques built upon combination of database clustering techniquesand database ranking formulas are reported in Section 4.4.27



284.1 Overview of Cluster-based Database SelectionClustering refers to the grouping of database records based on the degrees of similar-ity between the records. Clustering has been used in many �elds, such as informationretrieval(IR)[Sal88, FBY92, Mea92], data mining, data reduction[BDF+97], etc.. In orderto route queries to a set of databases each with multiple text attributes, the content ofeach databases has to be summarized properly. Nevertheless, as the databases contain widerange of information, direct summarization of their content may result in inaccurate sum-mary knowledge. In such cases, clustering may be applied to discover the hidden groupingof database records. By summarizing the content of di�erent groups of database records,we believe that the accuracy of summary knowledge can be improved.We therefore proposed a number of cluster-based database selection techniques andapply them to the query routing problem over a set of bibliographic databases. A number ofissues have to be addressed when clustering techniques are applied to the database selectionproblem:� What is a cluster? How is a cluster represented?� How are the similarity between two bibliographic records, and similarity between abibliographic record and a cluster de�ned?� What are the clustering algorithms?� How many clusters should be generated for each bibliographic database? How doesthe number of clusters a�ect the database selection performance?The overall steps of all cluster-based database selection techniques are depicted in Fig-ure 12. During knowledge construction, bibliographic records from each database involvedare clustered and the content of each cluster is summarized. Database ranking is thereforeperformed for a given query based on the summary information of the clusters. The querywill be matched against the clusters during database ranking. When a query matches wellwith a cluster, it is likely that many records in that cluster will be relevant to the query. Inthis case, the rank of each database will be determined by how well its clusters match thegiven query, and the cluster sizes.4.2 Clustering Techniques for Bibliographic DatabasesClustering of text documents is a well researched problem in information retrieval[CKPT92,SHS96, KS97, LD97]. Nevertheless, to our best knowledge, there has not been much previouswork on clustering bibliographic databases that consist of multiple text attributes. Inour research, we therefore adapted some text clustering techniques to cluster bibliographicdatabases.
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Database SelectionFigure 12: Cluster-based database selection steps4.2.1 Similarity Measure Between a Bibliographic Record and a ClusterClustering can only be performed on the bibliographic databases when the similarity be-tween a bibliographic record and a cluster can be determined and quanti�ed. In this section,the similarity measures used in our proposed clustering techniques are de�ned.Several attributes can be found in a bibliographic database, e.g. title, subject, etc..An attribute value can be described by an attribute descriptor (to be de�ned later) whichis essentially a text vector. A database record can be represented by a set of attributedescriptors, one for each attribute. Similarly, a cluster can also be represented by a setof attribute descriptors. Hence, the similarity measure between a bibliographic record anda cluster has to be de�ned based on the attribute descriptors information describing therecord and that describing a cluster. In this report, we only deal with text attributes andassume that all databases contain the same set of attributes1.To support our proposed techniques, several theoretic foundations are provided as fol-lows:De�nition 8 An attribute descriptor is de�ned by a vector v = (w1; w2; � � � ; wW ), wherewj denotes the term weight of term j and W denotes the number of all possible terms inour term dictionary.1Obviously, this assumption that all databases have the same set of attributes is impractical in reality.However, if there are heterogeneous attribute lists among di�erent databases, this uniformed attribute liststill can be produced by integrating those database attributes.



30Apart from being used to represent a bibliographic record, attribute descriptors can alsobe used to capture the information about a cluster and a query. However, in the case ofrepresenting a bibliographic record, term frequencies are used as term weights (denoted bywj 's in the above de�nition).De�nition 9 A bibliographic record is de�ned by a list of attribute descriptors,r = (vr1; vr2; � � � ; vrl)where each attribute descriptor vrk represents the value for attribute Ak.De�nition 10 A cluster consisting of a list of bibliographic records, r1; r2; � � � ; rNc , isde�ned by a binary tuple c = (Nc;Dc);where Dc is a list of attribute descriptorsDc = (vc1; vc2; � � � ; vcl);and each attribute descriptor vck in Dc captures the statistical information of the biblio-graphic records contained in cluster c with respect to attribute Ak, andvck = vr1;k + vr2;k + � � � + vrNc;kwhere vrj;k denotes the kth attribute descriptor of rj (the jth bibliographic records in thecluster).In the above de�nition, Dc captures the representative content of all bibliographicrecords belonging to a cluster.De�nition 11 The similarity between a bibliographic record r(= (vr1; � � � ; vrl)) anda cluster c(= (Nc; (vc1; � � � ; vcl))), denoted by SIMr;c, is de�ned as:SIMr;c = 1l lXk=1SIMvrk ;vck (18)where the SIMvrk ;vck denotes the similarity between two attribute descriptors, andis de�ned by: SIMvrk ;vck = jvrk � vckjpjvrkj2 �pjvckj2 (19)



31Intuitively, the similarity between a cluster and a bibliographic record is de�ned byaveraging the similarities between the record and the cluster for all common attributes.Furthermore, the similarity between a cluster c and a bibliographic record r with respectto attribute Ak is de�ned as the cosine distance between attribute descriptor vrk and vck.Example 1:Consider a database that contains two attributes A1 = title, A2 = subject and a termdictionary containing only three terms, i.e. Information, Retrieval, Clustering with termids 1,2 and 3 respectively.Let r1 and r2 be two bibliographic records shown below. They can be represented byr1 = ((1; 0; 1); (1; 0; 2))2 and r2 = ((1; 1; 0); (1; 1; 0)), respectively.record ids title subject1 information clustering clustering, information clustering2 information retrieval information retrievalA cluster c1 = (10; ((2; 2; 3); (2; 1; 5))) represents a cluster containing 10 bibliographicrecords. The two attribute descriptors (2; 2; 3) and (2; 1; 5) denote the weights of the threeterms for the given two attributes(i.e. title and subject). Figure 13 shows the bibliographicrecords r1, r2 and cluster c1 in a three-dimension space.The similarity between the bibliographic record r1 and cluster c1 is:SIMr1;c1 = 12 � ( (1�2+0�2+1�3)p(12+02+12)�(22+22+32) + (1�2+0�1+2�5)p(12+02+22)�(22+12+52))= 0.115The similarity between the bibliographic record r2 and cluster c1 is:SIMr2;c1 = 12 � ( (1�2+1�2+0�3)p(12+12+02)�(22+22+32) + (1�2+1�1+0�5)p(12+12+02)�(22+12+52))= 0.0854.2.2 Proposed Database Clustering TechniquesSingle Pass Clustering (SPC) and Rellocation Clustering (RC) are two straightforward clus-tering techniques used for text documents[FBY92]. To cluster bibliographic databases, thetwo techniques have been modi�ed to cater for bibliographic records consisting of multipletext attributes. In addition, we have proposed a Constrained Clustering (CC) techniquethat generates for a bibliographic database a �xed number of clusters speci�ed by the user.These three clustering techniques have been used with two di�erent database ranking for-mulas given in Section 4.3.2The two identical terms in the subject of the �rst bibliographic record are selected in the purpose topoint out that attribute descriptors representing a bibliographic record could be non-binary vectors.
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0Figure 13: Representation of Records and ClustersSingle Pass Clustering Technique(SPCC)Single pass clustering technique is basically a greedy algorithm that always assigns a bib-liographic record to the most similar cluster. Since each bibliographic record is read onlyonce, SPCC technique is e�cient and easy to implement. Nevertheless, SPCC techniquerequires a similarity threshold TH speci�ed by the user. TH is used to determine if thesimilarity between a record and a cluster is large enough to assign the record to the cluster.When TH is small, each cluster can accommodate records that are less similar. Hence, asmaller number of clusters will be generated. The detailed clustering steps are given belowand are depicted in Figure 14:1. For each bibliographic record from the database, perform Steps (2) and (3).2. Find the most similar cluster for the record among the existing clusters. The similaritymeasure between a bibliographic record and a cluster is given in Section 4.2.1.3. (a) If no cluster has been created so far, or the similarity measures between therecord and all existing clusters are smaller than the given threshold TH, a new cluster
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Figure 14: Single Pass Clusteringcontaining the record is created. (b) Otherwise, the record will be inserted into thecluster that is most similar.4. All outlier clusters (clusters containing only 1 or 2 records) are combined into one atthe end of the SPCC clustering technique.Although the single pass clustering technique has the advantage of simplicity, one might�nd that large clusters will often be generated by this clustering technique. Moreover, theperformance of SPCC technique depends on the order in which bibliographic records areprocessed.Reallocation Clustering(RCC)Reallocation clustering[FBY92, GS98] operates by selecting an initial set of clusters followedby a series of iterations of re-assigning bibliographic records to the most similar clusters.Through the iterations, the cohesiveness among records in a cluster is improved. Thefollowing algorithm describes the steps required by the reallocation clustering technique fora bibliographic database. The algorithm is also illustrated in Figure 15.1. Apply SPCC to the database and use the clusters generated by SPCC as the initialclusters.2. For each bibliographic record from the database, perform Steps (3) and (4).3. Find the most similar cluster for the record among the given clusters using the simi-larity measure given in Section 4.2.1.
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Figure 16: Constrained Clusteringsimilarity among records within the clusters. The algorithm, illustrated in Figure 16, isfurther described in detail as follows.1. Use the �rst � largest clusters generated by SPCC as the initial clusters.2. For each bibliographic record from the database, perform Steps (3) and (4).3. Find the most similar cluster for the record among the given clusters using the simi-larity measure given in Section 4.2.1.4. If the similarity measures between the record and all given clusters are smaller thanthe given threshold TH, the record will be inserted into a randomly chosen cluster.Otherwise, the record will be inserted into the cluster which is most similar.5. After all records have been processed, recalculate the cluster vectors.6. The resultant clusters of Step (5) are used as the input set of clusters for the nextiteration of reallocation (i.e. Step (2) is performed again) until a speci�ed number ofiterations are completed.4.2.3 DiscussionsSeveral relevant issues regarding to our proposed database clustering techniques for biblio-graphic databases are discussed as follows.
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outlier Figure 17: OutliersOutliersOutliers are records that are dissimilar to almost all other records as shown in Figure 17[GS98].It is di�cult to �t them into even the nearest cluster, i.e., the distance from the bibliographicrecord to its most similar cluster is much larger than the distance between any pair of recordsin that cluster. In this case, we have to decide whether outliers should be included intothe most similar clusters (despite that they may not be similar enough) or to generate newclusters for them.If we allow outliers to be included into individual clusters consisting of only one or twooutlier records, large amount of storage resources will be required. On the other hand, ifoutliers are forced to be included into some clusters containing other records, the accuracyof clustering will be compromised. This becomes a trade-o� between the clustering accuracyand the storage requirement of knowledge base. In SPCC and RCC clustering techniquesfor bibliographic database, all outliers are combined into a single cluster which is calledoutliers' cluster. In CCC clustering technique, outliers' cluster is not included.Less Signi�cant TermsSince the size of term dictionary is usually very large and the term frequency distribution isgoverned by the Zipf's Law, some clustering techniques [SYB97, SYB98] eliminate those lesssigni�cant terms(LST) which have very small term frequencies. These less signi�cant termsare eliminated on the basis that they have insu�cient discriminatory power for objects tobe clustered. We have also conducted experiments to evaluate the performance of clusteringconsidering LST elimination(shown in Section 4.4).4.3 Cluster-Based Database Ranking FormulasIn this section, two cluster-based database ranking formulas are given. They are de�nedbased on the similarity between a given query and a database represented by a set of clusters.



37De�nition 12 A query is de�ned to be a list of attribute descriptors,q = (vq1; vq2; � � � ; vql);where each vector vqk, which is an attribute descriptor for attribute Ak.In each attribute descriptor, the weight for term j is 1 when term j is given in the queryfor the respective attribute. Otherwise, a term weight of 0 will be assigned.Example 1(continued) : The query consisting of the following predicate: subject =(\information" and \clustering") can be represented by q = (~0; (1; 0; 1)).Once a set of clusters have been generated for each database, we can apply the followingtwo database ranking formulas to compute the rank of the database using the clustersinformation.4.3.1 Cluster-based Database Ranking based on Estimated Result Sizes(ERS)Given a query, this database ranking scheme computes the estimated query result size froma database by summing the estimated query result sizes returned by clusters belonging tothe database. The ranking formula is formally de�ned below:De�nition 13 The estimated result size(ERS) of a given query q from database dbi isde�ned as follows: Gdbi;q = dSize(dbi;q) = jCjXn=1 dSize(cn;q) (20)where C = fc1; c2; � � � ; c�ig is a set of clusters generated for database dbi, �i denotes thenumber of clusters generated for database dbi. The estimated result size of a given query qreturned from a cluster cn is de�ned as follows:dSizecn;q = Ncn � jAjYk = 1vqk 6= ~0 WYj = 1w0j;k 6= 0 wj;k;nNcn (21)where w0j;k denotes the term weight of the jth dimension of the attribute descriptor vqk forquery q, wj;k;n denotes the term weight of the jth dimension of the attribute descriptor vqkof cluster cn, and Ncn denotes the number of records that belong to the cluster cn.When the result size from a cluster for a given query is estimated, we assume that allattributes in the cluster are independently distributed and all terms in an attribute domainare also independently distributed. This assumption is important to the above formula thatcomputes the estimated result size from a cluster. In the Formula 21, the predicates vqk 6= ~0and w0j;k 6= 0 indicate that only terms appearing in the query q and their correspondingterms appearing in cluster cn will be considered in the computation.



384.3.2 Cluster-based Database Ranking based on Estimated Goodness Score(EGS)Rather than estimating the query result size returned from each database, this rankingformula computes the goodness score of a database with respect to a given query.De�nition 14 The estimated goodness score(EGS) of database dbi for a given queryq is de�ned as follows: Gdbi;q = jCjXn=1Gcn;q (22)where C = fc1; c2; � � � ; c�ig is a set of clusters generated for database dbi.The goodness score Gcn;q, similar with that adopted by the DS technique in Section 3.2,of cluster cn with respect to query q is de�ned by:Gcn;q = jAjYk = 1vqk 6= ~0 WXj = 1w0j;k 6= 0 CV Vj;k � wj;k;n (23)
where CV Vj;k denotes the variance of CVi;j;k's, the Cue Validity of term j, for attributeAk across all databases, w0j;k denotes the weight of term j in attribute Ak for query q, wj;k;ndenotes the term frequency of term j with respect to attribute Ak in cluster cn.The formula to derive the CV V value of a term has been given in Section 3.2.4.3.3 DiscussionsBecause the clusters of a database are derived based on all attributes of the database records,it's straightforward to compute the similarity between a cluster and a query that involvesall attributes. Nevertheless, queries often do not involve all attributes. By applying the twodatabase ranking formulas on one such query, we e�ectively compute the database ranksbased on the cluster information in the dimensions where the attributes can be found in thequery. This is analogous to using cluster information obtained by clustering the databasesusing the only attributes in the query.



394.4 ExperimentsTo evaluate the performance of database selection techniques that are built upon variouscombination of the three database clustering techniques and the two cluster-based databaseranking formulas, a number of experiments have been conducted.We conducted the experiments using the same experiment framework shown in Sec-tion 3.6. The di�erence is that we do not use training queries but use the summary knowl-edge about clusters. The experiments have been designed to answer a few questions aboutcluster-based database selection techniques:� How do di�erent database clustering techniques perform when the same databaseranking formula is used?� How do di�erent database ranking formula perform when the same database clusteringtechniques is used?� How do the cluster-based database selection techniques perform when generating dif-ferent number of clusters?� How do the cluster-based database selection techniques perform for bibliographicdatabases with di�erent skewness in their content?� How much storage requirement do our cluster-based database selection techniquesneed compared to non cluster-based database selection techniques?4.4.1 Performance EvaluationSince it is di�cult or even impossible to �nd the ideal clusters for databases, we did notattempt to evaluate the performance of database clustering techniques. We only focus onthe performance of our entire cluster-based database selection techniques.The performance metric P de�ned in Section 3.6 is used to evaluate our cluster-baseddatabase selection techniques. Furthermore, we use the same set of 2000 test queries, whichhave been adopted in Section 3.6, to evaluate the performance of these techniques. Usingthis metric and these test queries, we can make comparison between the cluster-baseddatabase selection technique and the three previous techniques based on training queries.



404.4.2 Parameter SettingThe experiments are conducted by varying or �xing the following parameters which areused to perform the cluster-based database selection:� M - the number of databases to be selected(M =1,2, ...,10)� � - the number of clusters(only available for CCC method, three values were selected� = 20; 50; 100)� TH - the threshold of the similarity between a record and a cluster to decide whetherto combine the record into the cluster. Five values were selected TH=0, 0.05, 0.1,0.2, 0.4(available for SPCC and RCC methods, it only decides the initial clusters forCCC method)� Lp - the number of iterations is �xed to 9. (for RCC and CCC method)� O - the minimum number of records in a normal cluster, O is �xed to O = 3 in thisexperiment which means that all clusters containing only two or one records will beconsidered as outlier clusters and be combined into one cluster� L - the minimum result size for the test queries is �xed to 2. (see Section 3.6)� Zd - the database skew (Zd = 0, 0.5, 1, 1.5, 2)4.4.3 Experiments FindingFigures 18 to 22 show the performance P against the number of databases to be selected(M)of our cluster-based database selection techniques. Six database selection techniques havebeen experimented by combining the 3 database clustering techniques (i.e., SPCC , RCCand CCC) with the 2 database ranking formulas(i.e., ERS and EGS). For SPCC and RCCclustering techniques, the similarity threshold TH is a control parameter. By varying TH,di�erent cluster-based database selection techniques perform di�erently. Note that, forCCC clustering technique, the TH is only used in generating the initial set of clusters usingSPCC(e.g., TH = 0:2 and � = 50 for CCC mean that CCC clustering uses the �rst 50largest clusters of SPCC(TH = 0:2) as the initial clusters).The performance of database selection techniques using two ranking formulas based onSPCC , (i.e., SPCC -ERS and SPCC-EGS)3 with respect to four di�erent similarity thresholdTH are shown in Figure 18. Figure 19 shows the performance of RCC -ERS and RCC -EGSwith respect to four TH values. Figures 20 to 22 show the performance of CCC-ERS andCCC-EGS using di�erent initial clusters decided by TH and the number of clusters � �xedto 20, 50 and 100. In order to be compared with CCC , the number of clusters generatedfor database db0 by SPCC and RCC are shown in Figures 18 and 194.
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Figure 19: Performance of techniques using ERS and EGS based on RCC(Zd=1)



42In order to compare the performance of our proposed database selection techniqueswith that of others and our previous database selection techniques, the performance ofGlOSS[GGMT94] and DS[XCLN98] are also shown in each of these �gures as the baselines.Note that GlOSS database selection technique could be considered as an extreme case forour cluster-based database selection technique using only one cluster (i.e. � = 1) and ERSas the database ranking formula. On the other hand, DS technique could be consideredas one extreme case of the cluster-based database selection technique using one clusterand EGS as the database ranking formula. Since all our proposed techniques outperformrandom database selection signi�cantly, we do not show the performance of random databaseselection in these �gures.From the experiments conducted, we have several �ndings as described below:� For SPCC and RCC , all database selection techniques with similarity threshold TH =0:2 usually outperform the others.Explanation: When a large similarity threshold is chosen, the condition to combinerecords into clusters becomes stringent and the number of clusters increases. More-over, the number of outliers will also increase. After combining the outliers into aoutliers' cluster(see Section 4.2.2), a large number of records will be stored in theoutliers' cluster. By having a large number of records stored in the outliers' cluster,the accuracy of clustering technique is reduced and it further worsens the performanceour proposed database selection techniques. On the other hand, clustering techniquesusing small similarity threshold will generate a small number of clusters for eachdatabase. This might not re
ect the exact distribution of database and will also com-promise the database selection performance. In our experiments, it was shown thattechniques using TH = 0:2 yield relatively good performance.� Cluster-based database selection techniques using ERS signi�cantly outperform thoseusing EGS. The exact database clustering technique used does not even a�ect the per-formance of database selection techniques using EGS. This case occurs especially whena larger number of clusters were generated. When the number of clusters increases,database selection techniques using ERS outperforms those using EGS.Explanation: In [YL97], the GlOSS database selection technique is shown to performbetter than the database selection technique using DS for a set of text documents.In our experiments, we notice that the same phenomenon also occurred in the caseof databases containing multiple text attributes. The underlying reasons causing thisare being investigated and will be reported in the �nal report.3SPCC -ERS denotes the database selection technique with ERS database ranking formula using SPCCas the clustering method. This convention of naming database selection techniques will be used henceforth.4As each database may have di�erent number of clusters generated by SPCC or RCC , we only show thenumber of clusters for database db0. Note that SPCC and RCC could generate slightly di�erent numbers ofclusters due to the possibility that some of the clusters may not be assigned any record during the reallocationphase in RCC .
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Figure 20: Performance of techniques using ERS and EGS based on CCC with � = 20(Zd=1)
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Figure 21: Performance of techniques using ERS and EGS based on CCC with � = 50(Zd=1)� Database selection techniques using RCC outperform those using SPCC .Explanation: Reallocation method reassigns all records into clusters based on theactual distribution of the database after enough times of iterations. The clusteringbecomes more accurate after several times of iterations using RCC than using SPCCwhich only processes each record once.� For CCC technique, the choice of initial set of clusters is not important. For a givennumber of clusters, �, no matter what similarity threshold(TH) was chosen, the per-formance of our database selection techniques using CCC is similar(see Figures 20to 22).In particular, the performance of database selection using CCC clustering technique bychanging � and �xing TH = 0:2 is depicted in Figure 23.
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Figure 22: Performance of techniques using ERS and EGS based on CCC with � =100(Zd=1)
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Figure 23: Performance of techniques using ERS and EGS based on CCC as a function ofthe number of clusters, (TH=0.2, Zd=1)� As shown in Figure 23, for CCC , the larger is the number of clusters, the more accurateis the performance of the database selection techniques.To evaluate the performance of database selection of eliminating the less signi�cantterms, we have conducted the experiment that applies the elimination of LST in the CCCclustering technique(this procedure is denoted by ECC in the �gure). The performance ofthis technique is shown in Figure 24. We found that:� Less Signi�cant Terms(LST) elimination is not useful for database selection.
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Figure 24: Performance of techniques using ERS and EGS based on CCC considering LST(Less Signi�cant Terms)(TH=0.2, Zd=1)
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Figure 25: The storage space needed for database selection techniques(Zd=1)Furthermore, we investigate the storage requirement of database selection techniquesusing SPCC , RCC , CCC(with �=20, 50,100), together with that of GlOSS and DS as thebaselines5. Figure 25 shows the results.� RCC clustering technique has the largest storage requirement. The storage needed byCCC can be adjusted by � and is highly lower than SPCC and RCC . We further �ndthat CCC(Constrained Clustering) needs relatively lower storage requirement and hasacceptable performance.The performance of our cluster-based techniques in di�erent types of database skewvalues are shown in Figure 26 as well. The results are promising. Our proposed database5The storage requirement of ECC are also shown as reference.
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Chapter 5
CONCLUSIONS
Query routing is a common class of problems that involve selecting the appropriate infor-mation sources for a query to be evaluated, and merging the query results from the selectedsources. In this report, two classes of database selection techniques have been proposed forrouting queries to the relevant bibliographic databases on the Internet. We have proposedthree database selection techniques based on training queries (TQS, TQRS and TQRG)and several cluster-based database selection techniques(SPCC , RCC and CCC clustering,and ERS, EGS database ranking formulas). Unlike the previous database selection researchthat only focused on text document collections, our proposed techniques support databasesand queries that involve multiple text attributes.The TQS technique relies on a set of training queries and their actual result sizes to rankthe databases relevant to a query. We also reexamined the GlOSS and DS techniques, twoexisting database selection techniques, which derive the ranks of databases from the tuplefrequencies of terms in each database. By combining TQS and DS, the TQRS techniquedetermines the database ranks from the tuple frequencies from the set of records sampledfrom each database using training queries. Similarly, the TQRG is derived from GlOSSand TQS. Through experiments, we have shown that the two new techniques, TQRG andTQRS, perform better than the TQS technique. Although the performance of GlOSS andDS techniques has been consistently good, they acquire complete tuple frequency statisticsfrom all the bibliographic databases involved, Nevertheless, it is not much better than theTQRG and TQRS techniques which only require tuple frequency statistics from the trainingquery results.In the second class of database selection techniques, several cluster-based database selec-tion techniques have been proposed. They are derived by combining three database cluster-ing techniques with two database ranking formulas. Through experiments, we have shownthat cluster-based database selection techniques outperform non cluster-based database se-lection techniques. However, clustering techniques need storage space more than their non47



48cluster-based counterparts. In cases where accuracy of database selection outweighs thestorage overheads, cluster-based database selection techniques could be applied.The other contribution of this project is that we have also proposed the use of Zipf-likedistribution to generate database collections with controlled skew compositions of recordsfrom di�erent categories. The Zipf-based approach[Gol84] to generate database collectionswith skew content can be applied to other database selection problems. Our experimentshave shown our techniques yield better performance when the databases in the collectionare highly skew in their content.As part of our future work, we plan to pursue the following research directions:� Implementation: We believe that these proposed database selection techniques can beapplied to select bibliographic severs on the Internet. Hence, we plan to develop aquery routing broker that incorporates the suitable database selection techniques for adistributed technical report collection. We will investigate the system issues involvedin building such an intelligent broker and address them accordingly.� Database evolution: Due to the time constraint, we have not investigated the databaseevolution issue. The three database selection techniques have to be extended to updatetheir knowledge base as the databases evolve in their content. It is also important tokeep the overhead of updating the knowledge bases low so that database selection canstill be e�ciently performed.� Experiments with other types of databases: At present, our work has focused on bibli-ographic records which contain not many words in their attributes. As the proposeddatabase selection techniques are generally applicable to any database with multipletext attributes, we plan to extend our experiments to other types of databases. Inthis case, it will be worthwhile to reexamine the performance when larger text haveto be dealt with. Furthermore, the performance of our techniques with larger numberof databases should also be investigated.
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Symbol DescriptionD a set of bibliographic databasesG the set of databases to be selected in database selectionN the number of member databases in DM the number of databases to be selected in database selectiondbi database i in Dq a querysi the result size returned by dbi for query qKB(dbi) the knowledge base for database dbitqj the jth training querysi;j the result size of tqj returned by database dbip the number of training queriesLtr the minimum result size that must be satis�ed by training queries(Ltr=4 in our experiment)P (q) all selection predicates in a query qMP (q1; q2) the set of matching predicate pairs in query q1 and q2simp(p1; p2) the similarity measure of two matching predicates p1 and p2simq(q1; q2) the similarity measure between two queries q1 and q2Q a set of training queriesdSize(dbi;q) the estimated result size of database dbi for a given query qGdbi;q a goodness score to database dbi with respect to query qTFi;j;k tuple frequency, the number of tuples(records) in database i containing term jin the attribute AkA a set of text attributeAk a attribute in AjAkj the number of terms for attribute AkCV Vj;k the variance of CVi;j;k's across all databases of term j for attribute AkNi the number of tuples in database dbiCVi;j;k the Cue Validity of term j in database dbi for attribute AkCVj;k the population mean of CVi;j;k over all databases for attribute AkTF 0i;j;k the tuple frequency of term j for attribute Ak computed from the combinedtraining query result for dbiCV V 0j;k the variance of CV 0i;j;k's of term j for attribute Ak across all sampledatabases combined from the training query resultN 0i the number of tuples in the combined training query result for dbiV a set of virtual categoriesCi a set of records assigned to database dbi from a given categoryZd the database skew, the parameter used to apply a Zipf-like distributionP the performance measureK the number of test queriesB the ideal database selectionP 0 the mean-square rank error measureOi;j the actual rank for database dbi for test query qjRi;j the rank of database dbi determined by our techniques for test query qjT the number of training queries used to generate the knowledge baseL the minimum result size for the test queriesTQS database selection technique using Training Queries and their result SizesDS database selection technique using Database Summary informationTQRS database selection technique using Training Queries Result Summary informationTable 3: The Symbol Description Table for Database Selection Techniques Using TrainingQueries
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Symbol Descriptionl the number of attributesW the number of all possible terms in the text corpus representing the dimension of atext vectorv a text vector, attribute descriptorvrk the text vector with respect to attribute Ak for a record rvrj;k the kth attribute descriptor for the jth record contained in a clustervck the text vector with respect to attribute Ak for a cluster cvqk the text vector with respect to attribute Ak for a query qwj the term weight of the jth termr a recordc a clusterNc the number of tuples contained in cluster cDc a list of text vectors contained in cluster cSIMr;c the similarity between a record r and a cluster cSIMvrk;vck the similarity between two text vectors with respect to attribute Ak~0 zero vectorcn the nth clusterdSizecn;q the estimated result size from the cluster cn for the give query qGcn;q the goodness score of cluster cn with respect to query qw0j;k the term weight of term j with respect to attribute Ak for query qwj;k;n the term frequency of term j with respect to attribute Ak for cluster cn� the number of clusters�i the number of clusters generated for database dbiTH the threshold of the similarity between a record and a clusterLp the number of iterationsLST the maximum term frequency for less signi�cant termO the minimum number of records in a normal clusterSPCC single pass database clusteringRCC reallocation database clusteringCCC constrained database clusteringERS database ranking based on estimated result sizesEGS database ranking based on estimated goodness scoreTable 4: The Symbol Description for Cluster-based Database Selection Techniques
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Experiment Framework forDatabase Selection TechniquesBased on Training Queries
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Experiment Framework for ClusterBased Database SelectionTechniques
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Appendix D
Visualization of Term CVV Valuesand Term Frequencies
As a part of the result of our experiment, Figure 27 shows the CVV values of all terms acrossthese ten databases with respect to title attribute calculated by DS technique. Figure 28shows the term frequencies of all terms in database db0 with respect to title attribute.The order of all term ids is decided by the order of the appearance of each term duringprocessing the text attributes of every bibliographic record. Interestingly in Figure 27, thereis a straight line in the middle of this �gure which relates to several terms having cvv value0.09. The reason is that there are a large number of terms only appearing in one of thedatabases once and the cvv value of them are identical.
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Figure 27: The term CVV values for attribute title calculated by DS technique
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