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Abstract. This chapter addresses embodied social interaction in life-
like agents. Embodiment is discussed from both artificial intelligence and
psychology viewpoints. Different degrees of embodiment in biological,
virtual and robotic agents are discussed, given the example of a bottom-
up, behavior-oriented, dynamic control of virtual robots. A ‘dancing with
strangers’ experiment shows how the same principles can be applied to
physical robot-human interaction. We then discuss the issue of sociality
which differs in different academic communities with respect to which
roles are attributed to genes, memes, and the individual embodied agent.
We attempt to define social intelligence and integrate different viewpoints
in a hierarchy of social organization and control which could be applied
to both artificial and natural social systems. The project AURORA for
children with autism which addresses issues of both human and robotic
social agents is introduced. The conclusion points out challenges in re-
search on embodied socially intelligent life-like agents.

1 Introduction and Definitions

The discussions in this chapter on embodiment and sociality originate in the
author’s work on social agents, in particular autonomous mobile robots. This
work is based on the following working hypotheses:

1. Life and intelligence only develops inside a body,
2. which is adapted to the environment which the agent is living in.
3. Intelligence can only be studied with a complete system, embedded and cou-

pled to its environment.
4. Intelligence is linked to a social context. All intelligent agents are social

beings.

These hypothesis have been investigated by studying interactions between
mobile robots and between humans and mobile robots ([9,24,74,28,10,11]). The
issue of robot-environmentco-adaptation is addressed e.g. in [24], describing ex-
periments of a robot balancing on a seesaw. A specific environment, an artificial
ecosystem, namely a hilly landscape (first proposed by the author in [20]) has
been developed and studied in a number of experiments. A specific helping sce-
nario is described in [24]. Imitation as a cooperative behavior which enhances the
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survival of a group of mobile robots is documented in [74]. An imitative ‘social
bonding’ mechanism has been used for the study of grounding of communication
(robot-robot and robot-human) and is investigated in a number of publications
of Aude Billard and the author.

We hereby characterize social robotics as follows:

1. Agents are embodied.
2. Agents are individuals, part of a heterogeneous group (the members are not

identical but have individual features, like different sensors, different shapes
and mechanics, etc).

3. Agents can recognize and interact with each other and engage in social in-
teractions as a prerequisite to developing social relationships.

4. Agents have ‘histories’; they perceive and interpret the world in terms of
their own experiences.

5. Agents can explicitly communicate with each other. Communication is
grounded in imitation and interactions between agents, meaning is trans-
ferred between two agents by sharing the same context.

6. The individual agent contributes to the dynamics of the whole group (soci-
ety) as well as the society contributing to the individual.

Above we use the term ‘agent’ in order to account for different embodiments
of agents, and also allow the discussion of biological agents and software agents.
The issue of autonomy plays an important part in agent discussions. In [27]
the author defines autonomous agents as entities inhabiting a world, being able
to react and interact with the environment they are located in and with other
agents of the same and different kind (a variation of Franklin and Graesser’s
definition ([36]).

This chapter is divided as follows: section 2 discusses the general issue of
knowledge and memory in human society (section 2.1), and the specific issue of
autobiographic agents (section 2.2). Section 3 discusses embodiment in physical
(robotic) agents (section 3.1) and virtual agents (section 3.2). The latter section
shows a concrete example of behavior-oriented control which the author has
used in her work. The same programming approach, applied to an experiment
on robot-human interaction is presented in section 3.3. Section 4 discusses the
issue of social agents in more detail, relating it to sociobiology and evolution-
ary considerations on the origin of social behavior (section 4.1). Social software
agents are discussed in section 4.2. Such issues lead to an attempt to define
(artificial) social intelligence from the perspective of an individual (section 4.3),
as well as from the perspective of social organization and control (section 4.4).
Section 5 discusses a research project which studies how an interactive robot can
be used as a remedial tool for children with autism. In section 6 we come back to
the starting point of our investigations, namely how embodiment and meaning
apply to agent research.



104 Kerstin Dautenhahn

2 Histories and Autobiographic Agents

2.1 Knowledge and Memory

Primate societies can be said to exhibit the most complex social relationships
which can be found in the animal world. The social position of an individual
within a primate society is neither innate nor strictly limited to a critical im-
printing period. Especially in human 20th-century societies social structures are
in an ongoing process of re-structuring. In a way one could say that the tendency
of making our non-social environment more predictable and reliable by means
of technological and cultural re-structuring and control has been accompanied
by the tendency that our social life is becoming more and more complex and
unpredictable, often due to the same technologies (e.g. electronic power helps to
keep us warm and save during winter while at the same time means of social
inter-networking could give rise to sociological and psychological changes of our
conception of personality and social relationships [88]).

Such degrees of complexity of social behavior of single humans as well as the
complexity of societies which emerge from interactions of groups of individuals
depend on having a good memory. Both a memory as part of the individual,
as well as a shared or ‘cultural memory’ for societies. Traditionally such is-
sues have not been considered in Artificial Intelligence (AI) or Artificial Life
(Alife) research. In the former the issue of discussion was less about memory
and more about knowledge. Memory (‘the hardware part’) was mostly regarded
less a problem than knowledge (the ‘software part’, representations, algorithms).
The idea to extract knowledge from human experts and make it operational in
computer programs led to the development of professions like knowledge engi-
neer and products like (expert- or) knowledge-based systems. The knowledge
debate can best be exemplified by the Cyc-endeavour ([52]) which for more than
one decade has been trying to ‘computationalize’ common-sense knowledge. The
idea here is not to extract knowledge from single human beings but to trans-
fer encyclopedic (cultural) knowledge to a computer. In the recently emerging
internet-age the knowledge-debate has regained attention through technological
developments trying to cope with ‘community knowledge’.

In Alife research the distinction between hardware and software level is less
clearly drawn. Evolutionary mechanisms are investigated both on the hardware,
as well as on the software side (see evolutionary robotics [41] and evolvable
hardware [55]). These conceptions are closer to biology, where the ‘computa-
tional units’, e.g neurons, are living, dynamic systems themselves, so that the
distinction between hardware and software is not useful. In the case of evolv-
ing software-agents the distinction becomes less clear. Nevertheless the question
when and whether to call software agents ‘life-like’ (if not to say ‘living’) is still
open.

A main research issue in Alife concerns the question how ‘intelligence’ and
‘cognition’ in artifacts can be defined and achieved. The question of how best
to approach cognitive or ‘intelligent’ behavior is still open. Here we find a broad
area of intersection between AI and Alife. The main difference in the ‘artificial life
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roots of artificial intelligence’ ([80]) is the bottom-up approach, namely to ground
cognition in evolutionarily ‘older’ levels.1 A second main difference which is em-
phasized by that part of the Alife community which is working with hardware
systems (robots) is the concept of ‘embodiment’ (see section 3). In [13] Rodney
Brooks strongly argues against traditional AI techniques towards intelligence
and especially against the philosophy of ‘representation’. The behavior-oriented
robotics research area which has been mainly founded upon the conceptions de-
veloped in Rodney Brooks’ paper has therefore focused on reactive-behavior,
without an explicit memory functionality. As an alternative to the knowledge-
oriented AI systems, (reactive-) behavior-oriented Alife systems have been devel-
oped on the path towards the construction of intelligent systems. But in the same
way as AI knowledge-based systems could only perform well in a limited domain
or context (without ever becoming flexible, robust, general-purpose, i.e. human-
like, intelligent systems), current Alife systems have not yet crossed the border
towards autonomously surviving (life-like) creatures. From the current point of
view, Alife robots can do things AI robots could not, and vice versa.

No matter if the relationship between AI and Alife might result in competi-
tion or synergy, from all we discussed so far we think that the aspect of memory
which is intensively discussed in hundreds of publications in cognitive science
and psychology, should merit to be revisited in order to overcome the current
behaviorist level (see [87]) in Alife robotic research.

Traditional computationalist approaches in computer science to memory are
strongly influenced by the data-base metaphor (using the storage-and-retrieval
concept). Even in cognitive science and those parts of artificial intelligence which
are aiming at modelling human cognition, the idea of a memory ‘module’ which
contains representations of concepts, words, etc. has been most influential and
has led to intensive work on the best way of encoding and manipulating these
(propositional or procedural) representations. The idea for memory that there
is some ‘entity’ (concept or pattern of neural activity) which has (within a cer-
tain range of precision) to be reproduced in the same ‘state’ as it was when it
has been stored is characteristic for these computational approaches to mem-
ory. Recent discussions in cognitive and neuropsychology outline potential alter-
natives, proposing dynamic, constructive and self-referential remembering pro-
cesses. Rosenfield ([72]) presented an approach to memory on the basis of clinical
case studies. Rosenfield’s main statements which are relevant for this paper are:
(1) There is no memory but the process of remembering. (2) Memories do not
consist of static items which are stored and retrieved but they result out of a
construction process. (3) The body is the point of reference for all remembering
events. (4) Body, time and the concept of ‘self’ are strongly interrelated. A similar
interpretation of human memory had already been published six decades earlier
by Bartlett ([4]) who favored using the term remembering instead of memory
(see [22] for further discussions on a dynamic memory approach.)

1 We use the term ‘older’ instead of lower since the latter would imply ‘easier’, what
they are definitely not. Especially these system levels, like robust navigation, ‘sur-
viving’, etc. are often the harder engineering problems.
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2.2 Autobiographic Agents

A dynamic account of human memory suggests that humans seem to integrate
and interpret new experiences on the basis of previous ones, e.g. see [4]. Previous
experiences are reconstructed with the actual body and concrete context as the
point of reference. In this way past and presence are closely coupled. Humans
give explanations for their behavior on the basis of a story, a dynamically up-
dated and rewritten script, their autobiography. Believability of this story (to
both oneself and others) seems to be more crucial than ‘consistency’ or ‘cor-
rectness’. In order to account for this autobiographic aspect of the individual
I defined the concept of an autobiographic agent as an embodied agent which
dynamically reconstructs its individual ‘history’ (autobiography) during its life-
time [22]. Humans interpret interactions with reference to their ‘history’ and
bodily grounding in the world. A framework of a ‘historical’ account of Alife
systems has been developed together with Chrystopher Nehaniv, see e.g. [29,64].

The behavior and appearance of any biological agent can only be understood
with reference to its history. The skeletal elements of a bat’s wing, a dolphin’s
flipper, a cat’s leg and a human’s arm are homologous according to the basic
body plan of all mammals. Thus, discovering the evolutionary history furthers
understanding of the morphology and behavior of extant species. Part of the
history becomes sometimes visible in the ontogeny of an individual, e.g. the gill
pouches and the postanal tail of a 4-week-old human embryo are characteris-
tics of all vertebrate embryos. Thus, history comprises the evolutionary aspect
(phylogeny) as well as the developmental aspect (ontogeny) and the individual’s
experiences during its lifetime (see [43]). Applying the historical view to social
behavior means that an agent can only be understood when interpreted in its
context, considering past, present and future situations. This is particularly im-
portant for life-long learning human agents who are continuously learning about
themselves and their environment and are able to modify their goals and mo-
tivations. Using the notion of ‘story’ we might say that humans are constantly
telling and re-telling stories about themselves and others (see [95]). Humans are
autobiographic agents.

I suggested in [25] that social understanding depends on processes inside
an embodied system, namely based on empathy as an experiential, bodily phe-
nomenon of internal dynamics, and on a second process, the biographic re-
construction which enables the empathizing agent to relate a concrete commu-
nication situation to a complex biographical ‘story’ which helps it to interpret
and understand social interactions. Agents can be made more believable when
put into an ‘historical’ (story) context. But historical grounding of agents can
make them not only appear life-like, it can be a step towards embodied, social
understanding in artifacts themselves. Imagine:

Once upon a time, in the not so far future, robots and humans enjoy
spending their tea breaks together, sitting on the grass outside the office,
gossiping about the latest generation of intelligent coffee machines which
nobody cares for, debating on whether ‘loosing one’s head’ is a suitable
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judgement on a robot which fell in love with another robot not of his
own kind, and telling each other stories about their lives and living in a
multi-species society.

Bodily interaction with the real world is the easiest way to learn about the
world, because it directly provides meaning, context, the ‘right’ perspective, and
sensory feedback. Moreover, it gives information about the believability of the
world and the position of the agent within the world. The next section discusses
issues of embodiment and meaning in different environments.

3 Studying Embodiment and Meaning

3.1 Embodiment in Physical Robots: Social Robotics

Since the advantage of cooperative behavior in animals is quite obvious much re-
search has already been invested within the Alife and behavior-oriented robotics
community in the study of robot group behavior. In some cases there has been a
fruitful symbiosis between biologists and engineers. We would like to give a few
examples.

For a few years activities have been under way to model multi-robot behav-
ior in terms of social-insect sociology. Some results in this area are presented
in [32,86,50,61]. Social-insect societies have long been studied by biologists so
that much data is available on their social organization. Moreover, they serve
well as good models for robot group behavior since, e.g. they show efficient
strategies of division of labour and collective behavior on the basis of local
communication and interaction between relatively simple and interchangeable
(‘robot-like’) units. Recent results on the organization of work in social insect
colonies are described in [40]. Especially in cases where large groups of robots
should be designed and controlled efficiently in order to build up and maintain
complex global structures, the biological metaphor of social-insect anonymous
societies (see section 4.4) seems to be promising.

Many studies into robot group behavior are done within the field of behavior-
oriented robotics and artificial life, focusing on how complex patterns of ‘social
behavior’ can emerge from local interaction rules in a group of homogeneous
robots. Such work is interesting in applications where robust collaborative be-
havior is required and where specific skills or ‘intelligence’ of single robust is not
required (e.g. floor-cleaning robots). The term ‘collective behavior’ is used for
such a distributed form of intelligence, social insect societies (e.g. ants, bees, ter-
mites) have been used as biological models. Deneubourg and his colleagues ([32]
give an impressive example where a group of robots ant-like robots collectively
‘solves’ a sorting task. Their work is based on a model of how ants behave, using
the principle of ‘stigmergy’ which is defined as “The production of a certain
behavior in agents as a consequence of the effects produced in the local environ-
ment by previous behavior”([6]). Mataric ([57]) gives an overview on designing
collective, autonomous (robotic) agents. Principles of collective behavior are usu-
ally applied to a group of homogeneous robots which do not recognize or treat
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each other individually, i.e. they do not use any representations of other agents
or explicit communication. In contrast, the term ‘cooperation’ describes a form
of interaction which usually uses some form of more advanced communication.
“Specifically, any cooperative behaviors that require negotiation between agents
depend on directed communication in order to assign particular tasks” [57]. Dif-
ferent ‘roles’ between agents are for instance studied in [48], a flocking behavior
where one robot is the leader, but the role of the ‘leader’ is only temporally as-
signed and depends on local information only. Moreover there is only one fairly
simple ‘task’ (staying together) which does not change.

Behavior based research on the principle of stigmergy is not using explicit
representations of goals, the dynamics of group behavior are emergent and self-
organizing. The results of such behavior can be astonishing (e.g. see building
activities or feeding behavior of social insects), but is different from highly com-
plex forms of social organization and cooperation which we find e.g. in mammal
societies (see hunting behavior of wolves or organization of human society), em-
ploying division of labour, individual ‘roles’ and tasks allocated to specific indi-
viduals, and as such based on hierarchical organization. Hierarchies in mammal
societies can be either fairly rigid or flexible, adapted to specific needs and chang-
ing environmental conditions. The basis of an individualized society is particular
relationships and explicit communication between individuals.

Another example of fruitful scientific collaboration between biological and
engineering disciplines is the ecological approach towards the study of self-
sufficiency and cooperation between a few robotic agents which has been inten-
sively studied by David McFarland and Luc Steels. The theoretical background
and experimental results are described in [60,81,83]. The biological framework
is based on concepts and mechanisms within a sociobiological background and
rooted in economics and game theoretical evolutionary dynamics. Thus, central
concepts in the design of the ecosystem, the robots, and the control programs
which implement the behavior of the robotic agents are self-sufficiency and util-
ity (see [59] for a comprehensive treatment of this framework). A self-sufficient
robot must maintain itself in a viable state for longer periods of time, so that it
must be able to keep track of its energy consumption and recharge itself. This
can be seen as the basic ‘selfish’ need of a robot agent in order to guarantee
its ‘survival’. In the scenario developed by McFarland and Steels this level is
connected to cooperative behavior in the sense that viability can only be en-
sured by cooperation (note that here the term cooperation is used by Steels and
McFarland although the robots do not explicitly communicate with each other).
A second robot in the ecosystem is necessary since parasites (lights) are taking
energy from the ecosystem (including the charging station), but the parasites
can temporarily be switched off by a robot bumping into them. The ecosystem
itself was set-up so that a single robot alone (turn-taking between switching off
the parasites and recharging) could not survive.

It is interesting to note that McFarland very easily transferred and applied
sociobiological concepts to robot behavior. The development of robot designs
(the artificial evolution) is in these terms also interpreted in terms of marketing
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strategies. This is also interesting insofar as a conceptual framework which has
been developed in order to describe the behavior of natural agents at a systems
level has, by using the robotic approach, been fed back to the component level as
guidelines for the synthesis of such systems, namely as specifications for computer
programs which control the robots.

An overview on approaches towards synthesizing and analyzing collective au-
tonomous agents is systematically given by Maja J. Mataric ([57]). She discusses
biologically inspired Alife approaches as well as engineering approaches from the
Distributed Artificial Intelligence domain. The distributed problem solving sub-
area deals mainly with centrally designed systems, global problems and built-in
cooperation strategies. The other subarea, multi-agent systems comprises het-
erogeneous systems, is oriented towards locally designed agents, and deals with
utility-maximizing strategies of co-existence. [77] gives an example for off-line
design of social laws for homogeneous multi-agent societies. Mataric’s own work
is more biologically motivated. She uses e.g. a basic behavior approach and
reinforcement learning in order to study robot group behavior ([56]).

Teacher-Learner Social Robotics Experiments. Grounding of communi-
cation and meaning in ‘social robots’ has recently attracted much attention. This
subsection discusses research which studies the grounding of communication in
robotic agents in a particular teacher-learner set-up developed by Aude Bil-
lard, [8], in joint work with the author. The learner uses the teacher as a model,
i.e. learning to communicate means in this case that the learner tries to achieve a
similar ‘interpretation’ of the environment as the teacher has, on the basis of the
learner’s own sensory-motor interactions. A simple imitative strategy (following
and keeping-contact, as the author proposed in [21]) is used as the social bond-
ing mechanism, and a vocabulary is learnt by associative learning. Along these
lines a number of experiments have been performed both in simulation and with
real physical agents, with different learning tasks and different agents, including
teaching between a human and a robot. The experiments are described in detail
in [9,12], and [10]. Learning to communicate occurs as part of a general neural
network architecture, DRAMA, developed by Aude Billard, [8,11].

A particular experiment ([9]) studied the usefulness of communication using
a teacher-learner situation in a ‘meaningful’ (hilly) environment, an environment
proposed ([20], [21]) as a scenario for social learning. In this experiment ([9]) a
specific scenario (‘mother-child’) is studied as an example for a situation in which
the ability to communicate is advantageous for an individual robot. The labels
‘mother’ and ‘child’ assigned by the experimenters were used in a metaphorical
sense since the learner and teacher robot had (from an observer point of view)
particular ‘social roles’: first the learner learns to associate certain ‘words’ that
the teacher ‘utters’ with the environmental context (e.g. the values of its incli-
nation sensors). In the next step the learner can use this information in order to
find the teacher when the teacher emits the appropriate ‘names’ of its current
location. The experiment uses a hilly landscape scenario (see section 1), and the
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Fig. 1. The learner robot. It has to learn the teacher’s interpretations of ‘words’
on the basis of its own sensory inputs. Learning means here creating associations.

learner robot learns to associate names for ‘hill’ and ‘plane’ (see figures 1, 2, 3)
which are distinct features in its environment.

The behavioral architecture implements concepts of equilibrium and energy
potential in order to balance the internal dynamics of processes linked to in-
stinctive tendencies and individual learning. Results obtained were successful in
terms of the learning capacities, but they point out the limitation of using the
imitative following strategy as a means of learning. Unsuccessful or misleading
learning occurs due to the embodied nature of the agents (spatial displacement)
and the temporal delay in imitative behavior. These findings gave rise to a series
of further experiments which analyzed these limitations quantitatively and de-
termined bounds on environmental and learning parameters for successful learn-
ing [10], e.g. the impact of the parameter specifying the duration of short-term
memory which is correlated to the particular spatial distance (constraints due
to the embodiment) of the two agents.

One of the basic conclusions from these experiments was that general bounds
on parameters controlling social learning in the teacher-learner set-up can be
specified, but that the exact quantitative values of these parameters have to be
adjusted in the concrete experiments, e.g. adapted to the kind of robots, en-
vironment, and interactions which the experiments consist of. What does this
imply for the general context of (social) learning experiments of mobile robots? A
careful suggestion, based on the results so far, is that the fine-tuning of parame-
ters in experiments with embodied physical agents is not an undesired effect, and
that it is not only a matter of time until it can be overcome by a next and better
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Fig. 2. The teacher (left) and the learner (right) robot in the initial position.
The robots are not identical, they have different shapes, plus sensori-motor char-
acteristics. We assume that the teacher robot ‘knows’ how to interpret the world,
i.e. it is emitting 2 different signals (bitstrings) by radio link communication for
moving on a plane and moving on a hill.

generation of a generic learning architecture. Rather, this could be an expression
of the intrinsic individual nature of embodied agents. Embodied agents are never
exactly the same, with respect to both morphology and behavior. This applies to
biological agents as well as robots, and ultimately goes back to the organization
of physical matter. Thus, the quest for a universal learning mechanism might
be misguided, embodied agents have to be designed carefully, following specific
guidelines and using qualitative knowledge on control and adaptation (compare
the ‘logic of life’ discussion in [26]). As long as robots cannot truly be evolved
(compare the evolution of virtual creatures by Karl Sims, [78]), robot evolution
has to be done by hand, in a process of synthesis. However, scientific investiga-
tions can yield guidelines to be discovered during the process of creation. Future
evolutionary steps, i.e. in a succession of robot-environment prototypes, can then
build on these results.

What about the degree of embodiment of the robots used in the experiments
described above? The robots were situated, since they completely depend on
on-line, real world sensor data which were used directly in a behavior-oriented
control architecture. The robots did not utilize any world model. The robots
were embedded, since robot and environment (social and non-social) were con-
sidered as one system, e.g. design and dynamic behavior had to be carefully
co-adapted. However, in comparison to natural living systems the robots have
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Fig. 3. ‘Mother’ and ‘child’ on top of the hill.

a ‘weak’ status of embodiment. E.g. the body of the robot is static, the posi-
tion and characteristics of the sensors and actuators are modified and adapted
to the environment by hand, not by genuine development (compare with re-
cent studies on the evolution of robot morphology, e.g. [54]). The body (the
robot’s mechanical and electronical parts) is not ‘living’, and its state does not
depend on the internal dynamics of the control program. If the robot’s energy
supply is interrupted (the robot ‘dies’), the robot’s body still remains in the
same state. This is a fundamental difference to living systems. If the dynamics
(chemical-physiological processes) inside a cell stop, then the system dies, it loses
its structure, dissipates, in addition to being used by saprobes, and cannot be
reconstructed (revived), see [26].

3.2 Embodiment in Virtual Agents

This section illustrates the design of virtual robots in virtual worlds and discusses
the role of embodiment in virtual agents. To be concrete, the discussion is based
on the virtual laboratory INSIGHT developed by Simone Strippgen ([84,85]).
This environment uses a hilly landscape scenario with virtual robots which has
also been studied in robotic experiments ([74,21]). The environment may consist
of charging stations, areas with sand, water and trees, and other agents. IN-
SIGHT is a laboratory for experiments in an artificial ecosystem where different
environments, robots and behaviors can be designed. Visualization tools, and a
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methodology for designing control programs facilitate experimentation and anal-
ysis. In order to survive the agents have to cope with the ecological constraints
(e.g. hills, energy-consuming surfaces like sand). The agents may have various
distance and proximity sensors (e.g. bumpers). Labels like ‘sand’ and ‘energy’
(attributed by the experimenter) are used analogously to their function in exper-
iments with real robots. For example, energy for INSIGHT agents is simulated:
when they run out of energy then they stop because such a behavior is specified
in the virtual environment.

Bumper 1

Bumper 8

InclinationLR

Inclination FB

ChargingStation2ChargingStation1

“Head”

a) b) c)

dSand

Water

Tree

Charging
Station

Robot

Fig. 4. Experiments in INSIGHT. a) Environment with sand, water, trees, charg-
ing station and one agent. The two sensor cones for finding the charging station
are indicated (dashed lines). It shows that these sensors cover a relatively large
area of the environment. The light sensors (necessary to detect other agents) have
the same size. b) design of an agent: The head indicates the back-front axis. It
has a ring of 8 bumpers (quantity Bumper1,2,3,4,5,6,7,8) which are surrounding
the surface of the agent’s body, 2 sensors measuring distance to the charging
station (ChargingStation, CS1 and CS2), 3 sensors each for detecting sand and
water (Water1,2,3; Sand1,2,3), 2 inclination sensors for the forward-backward
and left-right orientation of the body axis (InclinationFB, InclinationLR), and 2
sensors sensitive to green light (SignalGreenLight1,2). Each agent has a green
‘light’ on top. c) an agent approaching a charging station.

Control programs in INSIGHT follow the so-called ‘dynamical systems ap-
proach’, which was developed by Luc Steels at the VUB AI Lab in Bussels [82].
Programs consist of a set of simple processes and a set of quantities: sensor
quantities, actuator quantities and internal quantities. Processes specify the ad-
ditive changes of quantities. In each iteration cycle the processes are executed
in parallel and the quantities updated synchronously.

A PDL program for an example agent exploring the environment and recharg-
ing can be described by two addvalue statements, one for specifying dynamic
changes to the Translation quantity, the other for modifying the Rotation quan-
tity. Tabulars 1 and 2 show these two processes which make up the control pro-
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gram. This gives an example of a bottom-up, behavior-oriented control program
for an autonomous agent which is exploring and surviving in its environment.
The overall behavior of the agent is the result of its shape, properties of its actu-
ators, internal state and sensor readings at a particular moment in time without
any hierarchical control architecture or internal model of the world. The be-
havior of the robot, given its control program cannot be predicted reliably; the
only way to find out is to place the robot with its individual embodiment in
its environment and let it run. Thus, the behavior results from non-linear local
interactions between components of the robot-environment system (including
parts of the robot’s body, control program and environment).

An auxiliary quantity ‘Contact’ is used for process ‘StopCS’ which slows
down the translation of the agent when it is close to the charging station.
This should only happen when the agent is not engaged in obstacle avoidance
(value(Contact) == 0) behavior. The quantity ‘Contact’ represents the num-
ber of bumpers which are pushed in each iteration cycle. If the agent is located
right in the middle of the charging station (so that both charging station sen-
sor variable values equal zero) then the translation quantity is reduced to zero.
According to the PDL philosophy we only used addition, subtraction, multipli-
cation and division operations in the processes. In this way the arguments of
the addvalue statements had to be computationally simple, e.g. and or or rela-
tions had to be reduced to multiplications, etc. The programs were designed so
that the agents could survive in their habitat for a period of time, i.e. that the
agents could move around the landscape, find and enter charging stations, avoid
obstacles, avoid water and sand, react to other agents and hills.

Tabular 1: Quantity Translation
Process Argument

a ReduceTranslation (−value(Translate) + 500.0)/5.0)
h1 LeftCollision (−value(Translate) ∗ value(Bumper1))
h2 LeftFrontCollision (−value(Translate) ∗ value(Bumper2))
h3 FrontCollision (−value(Translate) ∗ value(Bumper3))
h4 RightFrontCollision (−value(Translate) ∗ value(Bumper4))
h5 RightCollision (−value(Translate) ∗ value(Bumper5))
h6 RightBackCollision (−value(Translate) ∗ value(Bumper6))
h7 BackCollision (−value(Translate) ∗ value(Bumper7))
h8 LeftBackCollision (value(Translate)) ∗ (−value(Bumper8)))

i AvoidWater ((value(Water1) + value(Water2) + value(Water3))∗
(−value(Translate))/5.0)

j AvoidSand ((value(Sand1) + value(Sand2) + value(Sand3))∗
(−value(Translate))/10.0)

k StopCS ((1.0 − value(Contact))∗
((1.0 − value(CS1)) ∗ (1.0 − value(CS1))∗
(1.0 − value(CS1)) ∗ (1.0 − value(CS1))∗
(1.0 − value(CS1)) ∗ (1.0 − value(CS))∗
(−value(Translate)/2.0)))+
(1.0 − (value(Contact))∗
((1.0 − value(CS2)) ∗ (1.0 − value(CS2))∗
(1.0 − value(CS2)) ∗ (1.0 − value(CS2))∗
(1.0 − value(CS2)) ∗ (1.0 − value(CS2))∗
(−value(Translate)/2.0)))

m NormalSpeedup 50.000
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Tabular 2: Quantity Rotation
Process Argument

a ReduceRotation (−value(Rotate)/5.000)
b FindC 5.000 ∗ (value(SignalGreenLight1) − value(SignalGreenLight2)))
c FindG 5.000 ∗ (value(SignalBlueLight1) − value(SignalBlueLight2)))
d AvoidC (5.000 ∗ (value(SignalGreenLight2) − value(SignalGreenLight1)))
e AlignValleyLR ((−0.07 ∗ value(InclinationLR)))
f AlignValleyFB ((0.16 ∗ value(InclinationFB)))
g FindLS (8.000 ∗ ((value(CS1) − value(CS2))))

h1 LeftCollision (−12.0 ∗ value(Bumper1))
h2 LeftFrontCollision (−12.0 ∗ value(Bumper2))
h3 FrontCollision (−12.0 ∗ value(Bumper3))
h4 RightFrontCollision (−12.0 ∗ value(Bumper4))
h5 RightCollision (−12.0 ∗ value(Bumper5))
h6 RightBackCollision (−12.0 ∗ value(Bumper6))
h7 BackCollision (−12.0 ∗ value(Bumper7))
h8 LeftBackCollision (−12.0 ∗ value(Bumper8))

i AvoidWater (15.000 ∗ value(Water1)∗
(value(Water1) − value(Water2)))−
(15.000 ∗ value(Water2) ∗ (value(Water2) − value(Water1)))
+(25.000 ∗ value(Water3) ∗ (value(Water3) − value(Water1))
∗(value(Water3) − value(Water2)))

j AvoidSand (5.000 ∗ value(Sand1)∗
(value(Sand1) − value(Sand2)))−
(5.000 ∗ value(Sand2) ∗ (value(Sand2) − value(Sand1)))
+(10.000 ∗ value(Sand3)∗
(value(Sand3) − value(Sand1))
∗(value(Sand3) − value(Sand2)))

The environment INSIGHT has been described in order to give an example
of approaches to model the ‘embodiment’ of virtual agents in a virtual world.
To give another example, a commercially available robot simulator is Webots by
Cyberbotics (see http://www.cyberbotics.com/).

But can virtual, software or simulated agents be embodied? In section 1 we
consider embodiment a property of agents in social robotics research. Does this
mean that artificial agents which do not have a physical body cannot be embod-
ied? On a conceptual level there is no reason to restrict embodiment to the real
world, even if this is our ‘natural’ way of thinking. Recently, discussions have
started on what embodiment can mean to a software agent ([34], [51]), discussing
embodiment in terms of interactions at the agent-environment interface. Such
agent-environment couplings make sense for both software and robotic agents,
however it is not quite clear what embodiment can mean for simulated and soft-
ware agents and whether it is useful to apply the same criteria of embodiment to
physical and virtual/software agents. If virtual agents are simulations of physical
agents, e.g. the INSIGHT agents which can serve as simulations of real robots,
then realistic behavior has to be explicitly modelled. E.g. physical contact is
not provided by the simulation environment INSIGHT, it has to be modelled
explicitly. The INSIGHT agents do not ‘naturally’ possess a body boundary, so
without the specification of contact sensors around their body they could ‘cross’
through each other like ‘ghosts’. Thus, physical boundaries are realized in IN-
SIGHT by robot design and behavioral control instead of simulating physical
laws. This might appear ‘unnatural’ when the main purpose of a virtual world is
understood to simulate the physical world as close as possible, e.g. in order to use
the virtual world as a model for the real world. However, it allows alternative re-
alizations of embodiment (where embodiment is not ‘naturally given’ but has to
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be defined and designed explicitly). Thus, virtual environments might provide
an interesting testbed for concepts and theories on embodiment and meaning
since they force us to be precise and explicit about concepts like ‘embodiment’
which are in virtual environment no longer ‘naturally’ given by the physics of
the world.

3.3 Dancing with Strangers - A Dynamical Systems Approach
Towards Robot-Human Interaction

This section outlines experiments which the author first implemented at the
VUB-AI Lab in Brussels and later re-implemented at the Humanoid Interaction
Laboratory, ETL, Japan.2 This work presents an dynamics approach towards
robot-human interaction, based on ideas previously developed and published
by the author in [25]. This section will outline the basic concepts behind this
approach, introducing the concept of temporal coordination as a ‘social feedback’
signal for reinforcement learning in robot-human interaction.

Experimental Set-Up. The experiments consists of one mobile robot (e.g. a
VUB Lego robot, or a fischertechnik robot built by the author) and a human
with a stationary video camera pointing at her. The robot is controlled in a PDL-
like fashion as described in section 3.2. The camera image is processed on a PC,
movements are detected using a technique developed by Tony Belpame ([7]).
The basic idea is to calculate difference images between each pair of successive
image frames and then to calculate the centre of gravity for the difference image.
The difference image represents areas where changes of movement occurred. If
the environment in which the human moves is static then the difference image
is equivalent to areas where the human body moved. The centre of gravity then
shows the centre of the movement. This method for movement detection is com-
putationally simple, but only applies to a static camera and only if a distinct
area of main movements exists. If the human moves both arms simultaneously
then it is likely that the centre of gravity would be within the centre of the body.
Thus, the experiments required ‘controlled’ movements of parts of the body such
as hand movements or full body movements. For enhanced precision the experi-
ments report only on hand movements when the human is sitting in front of the
camera and moving her hand so that it covers a large area of the image.

Changes in the centre of gravity between two successive difference images are
then used to classify the hand movements of the human into six categories: a)
moving horizontally from right to left or left to right, b) moving vertically up or
down the screen, c) moving the hand in circles either clockwise or anti-clockwise.
Information about the classification of the movements is sent to the robot via
radio-link.

The control program which runs on the mobile robot can run in two modes:
in the autonomous mode it repeatedly performs a sequence of movements (a
2 Thanks to Luc Steels, Tony Belpaeme, Luc Berthouze and Yasuo Kuniyoshi for
supporting the experiments.
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movement repertoire) autonomously and depending on the feedback from the
human certain movements can be selected (see figure 7). The six possible inputs
(movements by the human) are mapped to four possible outputs (movements of
the robot): turning left, turning right, moving forward, moving backwards. In
the slave mode these mappings are directly determining the robot’s movements.
Figure 5 shows the basic set-up of the experiments and the association matrix.
Figure 8 gives an example of the performance of the robot in slave-mode.

Due to programming according to the PDL philosophy (see section 3.2) move-
ment transitions do not occur abruptly but in each PDL iteration cycle the ac-
tivation of the motors is updated by addition or subtraction of small values. In
this way, if in slave mode the robot is turning left and the human intends to have
it turning right, the ‘correct’ input has to be given for a significant amount of
time, since the robot will first slow down, then stop and then reverse its direction
of movement until it finally is moving right.

As the author discusses in [25] the synchronization and coordination of move-
ments between humans and their environment seems to play a crucial role in the
development of children’s social skills. Hendriks-Jansen points out ([43], [44])
too, that getting the interaction dynamics right between infant and caretaker
seems to be a central step in the development of social skills. In [25] we dis-
cuss that in social understanding empathic resonance plays an important role,
a kind of synchronization in a psychological rather than movement-based sense.
The synchronization of bodies and minds, dancing, turn-taking (e.g. in a di-
alogue) and empathy, have in common that they required one to coordinate
one’s external and/or internal states with another agent, to become engaged in
the situation. The states need not be exactly the same, dancers in a group can
dance different movement patterns, but their states are temporally coordinated.
Moreover, dancing in a group is more than the sum of its parts, a dance is an
emergent pattern in which different individual dancers take part and synchronize
their movement with respect to each other and within the group as a whole.

Temporal Coordination of Movements. How can we study mobile robots
which become ‘engaged’ in a dialogue with a human? The set-up which this sec-
tion describes puts temporal coordination in the centre of the study, i.e. neither
attempted selection and matching of movements (like in attempted imitation,
see [65]), nor (socially) learning the correct action (see works on programming by
demonstration, [19], and imitation for software and robotic agents) is the focus
of attention, but studying the temporal relationship between the movements of
two agents. Temporal Coordination is represented as a weight associated to each
possible input/output pair in the association matrix (see figure 5). The weight
is activated if the two agents perform movements as indicated in the matrix
entries. The weight is increased if the weight was activated in two consecutive
timesteps.3 The weights in the association matrix are used in the control program
of the robot as numerical factors which serve as ‘motivation factors’ for either the
3 The association matrix and the updating of the weights is a simple version of Hebbian
Learning in a neural network.
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movement repertoire (‘global’ option, only one motivation factor) or single move-
ments (‘select’ option, several motivation factors). The maximum value is 100
which means that the motor control commands are directly sent to the robot,
e.g. the commands to perform a sequence of movements. A motivation which
equals zero or is below zero means that the robot will not move at all (global
option), or will not perform that particular movement (select option). Figure 6
shows the combinations of modes and options for running the experiments. In
the autonomous mode movements with associated values which equal or are less
than zero are skipped in the sequence of movements. In that situation this partic-
ular movement would therefore (from an observer point of view) disappear from
the robot’s movement repertoire. To give a simple example, let us assume two
agents A and B which can show four or respectively six different movements A1,
A2, ...,A4 and B1, B2,....,B6. If during nine consecutive timesteps agent B shows
the sequence B1-B2-B3-B1-B2-B3-B1-B2-B3 while agent A shows A4-A4-A4-
A4–A4-A4-A4-A4-A4 then the temporal coordination between the movements
equals zero. B showing B4-B4-B4-B1-B1-B1-B1-B2-B2 results in a update of the
weights between A4/B4 (update twice) and A4/B1 (three times) and A4/B2
(once). Thus, it does not matter if the movements of agent A and agent B are
the same, it only matters if the current pairing (e.g. A1 and B4) is maintained
over consecutive timesteps. Note that the sequences A1-A2-A3 and B2-B3-B4
are temporally not coordinated, although they might be considered as mirror or
imitated movements. This might appear counter-intuitive, but results from the
segmentation of movements which is needed for the input of the association ma-
trix. Inputs to the matrix represent movements during fractions of a second, so
not ‘behaviors’ (extended over time, e.g. seconds) in the strict sense. Parameters
which are controlling the generation of the input data for the association matrix
are therefore important features of the set-up. They were manually adapted to
the movements of the human.

Results. Figure 7 gives an example of an experiment in the autonomous mode
of the system. The robot autonomously performs and repeats a sequence of
movements, e.g. rotation left (series 1 in diagram), rotation right (series 2),
translation forwards (series 3), translation backwards (series 4). Each movement
has a weight in the association matrix (select option). Here we show an example
where the duration of the movements, which is initially equal for all four move-
ments, changes over time. The weights are initialized with 100 (maximum) and
decrease by 0.5 in each iteration cycle if no temporal coordination between the
human’s and the robot’s movements is detected by the robot. If a temporal co-
ordination is detected then the weight is increased by 1.5 in that iteration cycle.
a) Global option. This shows a reference experiment where a global weight con-
trols the activation of the robot’s movement repertoire. In this case the human
responds to the robot’s movements in a non-synchronized way, namely by doing
movements without paying attention to the robot’s movement. Thus, only acci-
dentally short periods of temporal coordination interrupt the constant decrease
of the global motivation. The robot is in this situation showing the sequence of
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Fig. 5. The basic experimental set-up and the association matrix.

autonomous movements with constantly decreasing ‘motivation’, i.e. it slows
down and finally stops. b) Select option. In this experiment the human pays
attention to the robot and reacts with a temporally synchronized movement to
a particular movement, e.g. here the human reacts with circular movements in
clockwise direction everytime the robot rotates in anti-clockwise direction. In
this way anti-clockwise movement of the robot is reinforced, and the weights
for the execution of the other movements decrease. After 92 iteration cycles the
robot performs anti-clockwise rotations more frequently than any other move-
ments. The arrow indicates the continuation of the experiment, showing the time
window with iteration cycles 425-435, when the weight for anti-clockwise rota-
tion is still at its maximum value while all other weights have dropped below
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Fig. 6. Modes and options used in the ‘dancing with strangers’ experiments.

zero. As a result, the robot will, as long as the human reacts with temporally
coordinated movements, continuously rotate in an anti-clockwise direction. The
human’s appropriate reaction need not necessarily be clockwise rotation, hori-
zontal movements to the left or any other movements which are linked to the
robot’s anti-clockwise movement (as specified in the association matrix), have
the same effect.

Figure 8 gives an example of an experiment in the slave mode of the system.
Series 1-4 represent motivation factors associated to particular movements of
the robot: 1-2 stand for rotation (1: anti-clockwise, 2: for clockwise), 3-4 stand
for translational movements (3: moving forwards, 4: backwards). All weights in
the association matrix are initialized with 100 (maximum) and decrease by 0.5
in each iteration cycle if no temporal coordination between the human’s and
the robot’s movements is detected by the robot. If a temporal coordination is
detected then the weight is increased by 1.5 in each iteration cycle. Since vertical
hand movements are not used in this sequence the weights for translational
movements drop monotonically, and series 3 and 4 cannot be distinguished. Due
to reactions of the human a particular movement of the robot is selected, in this
case turning to the left. The human starts with hand movements to the right
and left, points a, b, c and d in figure 8 indicate her changes of direction. At
point e she switches to circular movements in anti-clockwise direction. During
the ‘training’ period the weights for other movement tendencies drop to zero
while the robot’s tendency for anti-clockwise rotation increases to the maximum
value. At point f the human stops circular movements and starts to move her
hand from left to right. The weight for anti-clockwise rotation drops slights while
the weight for clockwise rotation slowly increases. However, since the weights
for movements other than anti-clockwise rotation are close to zero, the robot
does not exhibit any visible movement. Thus, the movement repertoire of the
robot has been trained towards anti-clockwise rotation. Strictly speaking this
only applies to movements (different from anti-clockwise rotation) with a short
duration. If the human changes her preferred movements from anti-clockwise
rotation to clockwise rotation then this leads to a retraining of the robot. Of
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Fig. 7. Autonomous Mode. See text for explanation.

course the learning mechanism could be changed so that once a pattern has
been trained the robot tends to memorize this movement. In the experiments
reported here we did not implement any such memory functionality.

Discussion. What have these experiments shown? We studied the temporal
coordination between a human and a mobile robot which changed, depending
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on the reactions or the feedback by the human, its movement repertoire. A very
simple association matrix was used for training purposes, however, it turned
out in demonstrations of this system4 that it was the human rather than the
robot which was the learner is these experiments. In the slave mode humans very
quickly realized that the robot’s movement were correlated to their own move-
ments and that the robot could be operated like a passive puppet-on-a-string
toy. However, the ‘puppet’ was sensitive to how long humans interact with it
and how ‘attentive’ they were (e.g. adapting the speed of their own movements
to the robot’s speed, this was necessary e.g. when trying to change the robot’s
movement from turning left to turning right, see above). A cooperative human
paid attention to the robot’s movement and kept it moving, ‘neglect’ made the
robot slow down and finally stop. The robot could also be operated (in select
option) so that it finally only performed those movement(s) where the human
gave longest response and attention to. The robot therefore adapted to the hu-
man and ‘personalized’, i.e. after a while only reacting to the human’s ‘favorite’
movement. This also occurred in the autonomous mode, however then the human
could only select from a given repertoire of movements, i.e. the human could
shape the robot’s autonomous behavior. A cooperative human learnt quickly to
give the appropriate feedback in order to keep the robot moving. Depending on
the human’s preference the robot then (in the autonomous mode) ended up per-

4 For instance at a workshop co-organized with Luc Steels: 7-14 September 1996
in Cortona, Italy (Cortona Konferenz - Naturwissenschaft und die Ganzheit des
Lebens,“Innen und Aussen” - “Inside/Outside”).
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forming only one or a few different movements. Thus, the behavior of the robot
finally was typical of the human who interacted with it.

Potentially this method can be used to adapt the behavior of a robot to a
human’s individual needs and preferences, in particular if the ‘movements’ which
we used become complex behaviors and can be shaped individually. This process
is done is a purely non-symbolic way, without any reasoning involved except
for defining an association matrix and detecting temporal coordination. More
sophisticated learning architectures could be based on such a system, e.g. for
the study of imitation ([38,10]). This becomes particularly attractive if the robot
has more degrees of freedom than the simple system we used in this robot-human
interaction experiments. This becomes important in areas where humans have
long periods of interaction with a robot, e.g. in service robotics (e.g. [91]).

Another aspect in robot-human interaction aims at believability, e.g. as [35]
shows, a robot with life-like appearance and responses furthers the motivation of
a human to interact with the robot. The dynamics of the robot-human interac-
tions change both the states of the robot and the human, and that influences the
overall interaction and the way the human interprets the robot. The following
section analyses in more detail levels of interaction and how robot behavior is
interpreted by a human observer.

Temporal Coordination and Believable Interaction. Let us consider the
situation when human a enters a room where a robot is located. Hypothetical
behaviors of the robot (R), and plausible interpretations by the human observer
and interaction partner (H) can occur, depending on the following levels of in-
teraction:

1. R: the robot is not moving at all. H: the robot can be any object, it is not
interesting.

2. R: the robot moves randomly or in a manner not correlated with the reactions
of the human. H: The robot is likely to be attributed autonomy, but the
human might feel indifferent or afraid of the robot. The human might do
some ‘tests’ in order to see if the robot reacts to her, e.g. repeating certain
movements, approaching the robot, etc. After a while the human might lose
interest since she can neither influence nor control the robot.

3. The human is able to influence the behavior of the robot without paying
attention to the robot. For example, the robot increases and decreases the
speed of its movements depending on the human’s activities. The robot’s
movement repertoire itself remains unchanged.

4. R: the robot’s movements are temporally coordinated to the human’s move-
ments. H: the human realizes that she can influence the robot when perform-
ing appropriate movements, she can modify, or ‘train’ its behavior individ-
ually. The relationship builds up and needs ‘attention’, but is not a priori
given. The robot is more likely to be accepted as an interaction partner.

5. See previous item with the following increase in interaction complexity: The
human is now able to shape the robot’s behavior, e.g. by means of machine
learning techniques.
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In the author’s view synchronization of movements can contribute to life-like
behavior just as appearance can. However, in robot-human interaction so far the
analysis of the human’s behavior resulting in a symbolic description which can
then be used to control a robot’s behavior has been the predominant approach.
Generally, body movements are used by computationally expensive vision rou-
tines which extract information on position or gestures, rather than using the
dynamic nature of the movements itself. However, temporal coordination might
be a means to link the human’s and the robot’s dynamics in a way which appears
‘natural’ to humans.

The ‘dancing’ experiments described in this section were strongly inspired
by Simon Penny’s PETIT MAL, an interesting example of a non-humanoid but
socially successful mobile robot [68]). In the terminology introduced above PE-
TIT MAL facilitates human-robot interactions of level 3. A double pendulum
structure gives the robot an ‘interesting’ (very smooth behavior transitions) and
at the same time unpredictable movement repertoire, pyro-electric and ultra-
sonic sensors enable the robot to react to humans by approaching or avoiding
them. The system has been running at numerous exhibitions and attracted much
attention despite of its technological simplicity. The robot is a purely reactive
system without any learning or memory functionality, the complexity lies in
the balanced design of this system, and not in its hardware and software com-
ponents. Robot-human interactions with PETIT MAL generate interesting dy-
namics which cannot be explained or predicted from the behavior of the human
or the robot alone. This implementation at the intersection of interactive art
and robotics demonstrates the power of dynamics in human-robot social inter-
actions. Combining learning and movement training techniques which the author
investigates with interesting designs like PETIT MAL suggests the direction for
building socially competent robots. This could complement research directions
which emphasize the complexity of the robot control architecture (e.g. [49]).

4 Social Matters

The term ‘social’ seems to have become a fashionable word during the last years.
It is often used in different communities when describing work on models, the-
ories or implementations which comprise interactions between at least two au-
tonomous systems. The word ‘social’ is intensively used in research on multi-
agent systems (MAS), distributed artificial intelligence (DAI), Alife, robotics. It
has been used for a quite longer time in research areas primarily dealing with
natural systems like psychology, sociology, biology. It would go beyond the scope
of this paper to discuss in length the historical and current use of the term social
in all these different research areas. Instead, we exemplify its use by discussing
distinct approaches to sociality. Particular emphasis is given to the role of the
individual in social modelling. We discuss issues which seem to be important
characteristics of this individual dimension. In order to account for the individ-
ual in social modelling we relate this to the concept of autobiographic agents
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which keep up their individual ‘history’ (autobiography) during their life-time
(see section 2.2).

We propose as a first level beyond the individual’s self interest the social
control dynamics within a small group of individualized agents with emotional
bonding between its members. In socially integrated agents on this level com-
plex processes take place when genetic and memetic selfish interests emerging at
different levels of control structure mutually interact within the autobiographic
agent who does, by definition, try to construct and integrate all experiences on
the basis of his own embodied ‘history’. In our view these complex, dynamic in-
teractions within an embodied, autobiographic, socially integrated agent can ac-
count for the individuality, complexity and variability of human behavior which
cannot sufficiently be described by the selfishness of genes and memes only.

4.1 Natural Social Agents: Genes, Memes and the Role of the
Individual

Sociobiology can be defined as the science of investigating the factors of biological
adaptation of animal and human social behavior (according to [89], p. 1). In
his most influential book Sociobiology Edward O. Wilson argues for using the
term ‘social’ in an explicitly broad sense, “in order to prevent the exclusion
of many interesting phenomena” ([93]). One concept is basic to sociobiology:
gene selection, namely viewing genes and not the individual as a whole or the
species as the basic selectionist units. An important term in the sociobiological
vocabulary is selfishness which means that genes or individuals behave only in
a way which tends to increase their own fitness. The principle of gene selection
is opposed to how ‘classical’ ethology views the evolution of species with the
individual as the basic unit of selection. According to [94] the new paradigm of
sociobiology is that it uses Darwin’s theory of evolution by natural selection and
has transferred it to the level of genes.

Richard Dawkins’s selfish-gene approach has across disciplines influenced the
way people think about evolution and the role of the human species as part of
this system ([30,31]).

“There is a river out of Eden, and it flows through time, not space. It is
a river of DNA - a river of information, not a river of bones and tissues:
a river of abstract instructions for building bodies, not a river of solid
bodies themselves. The information passes through bodies and affects
them, but it is not affected by them on its way through.” ([31])

Dawkins’s definitions of an evolution based on information transfer and of
replicators (self-reproducing systems) as the unit of evolution has become very
attractive for computer scientists and the Artificial Life research direction, since
it seems to open up a path towards synthesizing life (or life-like qualities) without
the need and burden to rebuild a body in all its phenomenological complexity as
natural ones have. In Dawkins’s philosophy the body is merely an expression of
selfish genes in order to produce more selfish genes. In order to explain the evo-
lution of human culture Dawkins introduced the concept of memes, representing
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ideas, cognitive or behavioral patterns which are transmitted between individuals
by learning and imitation. These memes should follow the same selfish Darwinian
principles as genes. Human behavior and thinking, in this philosophy, are driven
and explainable by the selfishness of genes and memes.

Based on the sociobiological concept of selfishness many attempts have been
made to explain ‘altruism’ and cooperative behavior which obviously do exist in
human and other animal societies and seem to contradict the selfishness of genes.
Francis Heylighen reviews in [45] the most prominent models for the explanation
of altruism and cooperation, namely kin selection, group selection and reciprocal
altruism.

Kin selection, as the least controversial model, is based on inclusive fitness
and strictly follows the selfish gene dogma. Since an individual shares its genes
with its kin or offspring this principle would lead to cooperation and altruism
which at best further the transportation of copies of ones genes to the next gener-
ation. The social organization of so-called social insects can be well explained by
this. In these cases of ‘ultrasociality’, e.g. when sisters are more closely related
to each other than they would be to possible offspring of their own, altruism
increases the inclusive fitness. Genetic and physiological mechanisms serve as
control structures, e.g. inhibiting the fertility of workers. Such social organiza-
tions and control structures can be found in insect and mammal species, namely
bees, ants, wasps, termites and African naked mole-rats ([76]).

In group selection, evolution should select at the level of the group and select
for group structures where cooperation and altruism lead to an increase of the
fitness of the whole group. This principle has been shown to be sensitive to infec-
tion by non-altruistic individuals (‘free-riders’) and therefore to be evolutionary
unstable. This is the least accepted explanation for the evolution of cooperation.

Reciprocal altruism has been treated using the game theoretical approach
of Axelrod’s work on the evolution of cooperation in the Prisoner’s Dilemma
game ([1]) which shows how a symbiotic relationship between two organisms
can develop. The repeated Prisoner’s Dilemma models the fact that the same
two individuals often interact more than once. The TIT-FOR-TAT strategy has
become famous in this context. A lot of work in evolutionary biology has dis-
cussed this game-theoretical approach to account for strategies of cooperation
(see [39,67]).

Sociobiological models of social behavior are strongly influenced by game
theory and its use in evolutionary research (see [58]). Game theory has been
originally developed in order to describe human economic behavior ([90]). The
main idea is to use a utility function which evaluates every strategy by a nu-
merical value. Participants in game theoretical interactions are supposed to act
‘rationally’ in the sense to choose the strategy which provides the highest util-
ity. As Maynard Smith points out “Paradoxically, it has turned out that game
theory is more readily applied to biology than to the field of economic behavior
for which it was originally designed” ([58]). The game theoretical concepts in
economics of utility and human rationality are replaced in evolutionary biology
by Darwinian fitness and evolutionary stability. The latter seems to be more
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tractable by game theory than the former. We would like to note here that it is
an interesting point that a mathematical framework has turned out to be more
appropriate for describing the complex process of evolution than for the behavior
of those creatures who invented the framework.

In articles like [39] and [67] which model the social behavior of humans on
the basis of game theoretical approaches it is mentioned that ‘real persons’ in
real life do not only act on the bases of rationality and that the game-theoretical
assumptions do only apply in simple situations with few alternatives of choice.
[67] mentions “feelings of solidarity or selflessness” or “pressure of society” which
can underly human behavior. But nevertheless the game-theoretical models are
used to explain cooperation and developments in human societies on the abstract
level of rational choice. Axelrod himself seemed to be aware of the limitations of
the explanatory power of game-theory in modelling human behavior. In [1] he
dedicated a whole chapter to the ‘social structure of cooperation’. He identified
four factors in social structure: labels, reputation, regulation and territoriality.
Thus, while still of the basis of rational choices, Axelrod nevertheless includes
the ‘human factor’ in the game, taking into account human individual and social
characteristics. He goes a step further in his subsequent book The Complexity
of Cooperation ([2]).

Francis Heylighen [45] doubts that reciprocal altruism can sufficiently ac-
count for cooperative behavior in large groups of individuals. In [46] he introduces
another model for the evolution of cooperation especially in human society. On
the basis of memes, which we described earlier, he discusses how selfishness at the
cultural level can lead to cooperation at the lower level of the individuals. In [47]
the idea of memetic evolution is discussed in the framework of metasystem tran-
sitions, namely the evolutionary integration and control of individual systems by
shared controls. The following social metasystem transitions are identified: uni-
cellular to multicellular organisms, solitary to social insects, and human sociality.
Social insects are a good example for well-integrated societies with genetically
determined shared controls. In the case of human societies, Heylighen discusses
mutual monitoring (in small, primary groups with close face-to-face contacts),
internalized restraint, legal control and market mechanisms as memetic control
structures which lead to cooperative behavior beyond the competitive level of
the individual. This has led to ambivalent sociality and weakly integrated social
metasystems.

This section was meant to give an overview on theories about the genetic and
memetic evolution of social systems. We wanted to discuss the terms selfishness,
memes, and control structures. We come back to these terms in section 4.4 where
we discuss them in the broader context of social organization and control.
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4.2 Social Software Agents?

The research area intelligent software agents5 addresses the design of software
agents which are generally characterized by more or less repeated and ‘close’
contacts to human users. They should make the life of the human user easier
(increasing work efficiency), more comfortable or more pleasurable, e.g. helping
him to search and navigate in large databases, adjust a programming or physical
environment to the actual or expected requirements of the human or simply
entertain the human (computer games, virtual reality interactions, computer
generated movies). Thus, these agents have to represent, handle, adapt to and
learn the needs, desires and other human traits of ‘personality’. Even in the case
of ‘synthetic actors’, which do not have direct contact to any specific human,
the behavior of the agents has to satisfy the expectations of the audience. In
this way the agents themselves, in ‘coevolution’ with the human user, exhibit a
kind of ‘personality’. Keywords like ‘collaborating interface agents’, ‘believable
agents’, ‘synthetic characters’, and ‘interactive characters’ indicate the growing
interest in this research domain in modelling and synthesizing ‘individualized
agents’.

Of course, it should be noted that synthetic ‘individualized’ software agents
are not necessarily designed according to biological or psychological findings
about animal or human personality and ‘agency’. But even on a shallow level
and taking into account that humans can adapt to ‘unnatural’ ways of interac-
tion, human social competence and cognition plays an important role. Especially
in entertainment applications there is moreover a need for ‘complete’ agents
showing a broad and ‘life-like’ repertoire of acting and interacting. The issue of
human-agent interaction has in the domain of software agents much more inten-
sively been studied than in the domain of hardware agents (robots). To some
extent this might be due to the technologies available. On the other hand, robot
group behavior is mostly thought of in the sense that robots should do something
for a human being and not in collaboration with a human (except for research on
robots for handicapped people, e.g. [92]). Therefore, it is not surprising that the
general philosophy of thinking about ‘social robots’ (e.g. in the field of service
robotics) is still dominated by ‘rational’ concepts, while software agents research
(which is technologically as ‘computationalistic’ as robot research, sometimes
using the same control architectures) is also concerned with ‘phenomenological’
concepts like emotions, character or personality ([69,42,79,5]).

4.3 Defining Social Intelligence

In [21] we argued for the need to study the development of social intelligence
for autonomous agents, focusing on robots. Our argumentation was twofold: (1)
social intelligence is a necessary prerequisite for scenarios in which groups of
autonomous agents should cooperatively (i.e. by using communication) solve a
5 For an overview see Special Issue of Communications of the ACM on Intelligent

Agents, July 1994, Vol 37(7), and Special Issue AI Magazine on Agents, Summer
1998, Vol 19(2).
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given task or survive as a group, (2) social intelligence is supposed to be the
basis for intelligence as such in the evolution of primate species. According to
the social intelligence hypothesis primate intelligence “originally evolved to solve
social problems and was only later extended to problems outside the social do-
main” ([18], see also [14], [15] for an overview about discussions along this line
of argumentation). For readers from the social science community the assump-
tion that social dynamics were an important (or primary) driving force for the
evolution of human intelligence might not at all seem new or provocative. More-
over, the Alife endeavour to construct artificially (social) intelligent agents along
this path seems to be straightforward. Nevertheless, in the Artificial Intelligence
community the concept of intelligence is still fundamentally shaped by ‘rational’
concerns like knowledge representation, planning and problem-solving. As an
example we like to cite a recent statement in [53] defining machine intelligence
as “intelligence is optimal problem solving in pursuit of specific goals under re-
source constraints” (explicitly avoiding any reference to human intelligence or
cognition).

In the author’s notion of social intelligence the directed interaction between
individuals is the focus of attention. In our view such communication situations
are based on synchronization processes which lead to both external coordination
of behaviors (including speech acts) and, on the internal, subjective, phenomeno-
logical side, to empathic understanding which can give rise to certain qualities
of social understanding and social learning (see [22], [25]).

We propose a definition of the term social intelligence as the individual’s
capability to develop and manage relationships between individualized, auto-
biographic agents which, by means of communication, build up shared social
interaction structures which help to integrate and manage the individual’s basic
(‘selfish’) interests in relationship to the interests of the social system at the next
higher level. The term artificial social intelligence is then an instantiation of so-
cial intelligence in artifacts. This definition of social intelligence refers to forms
of sociality which are typical for highly individualized societies (e.g. parrots,
whales, dolphins, primates), where individuals interact with each other, rather
than members of an anonymous society. The definition therefore contrasts to
notions of swarm intelligence and stigmergy (see section 3.1).

In the next section we propose a layered system of control structures which
we find useful for describing social systems. As we will show, we consider most
relevant the first level beyond the individual’s self interest, characterized by so-
cial control dynamics within a small group of individualized agents with social
bonding between its members. On this level we assume the most complex inter-
actions between the genetic, memetic and the individual, experiential level.

4.4 Social Organization and Control

The natural evolution of social living animals gives us two possible models,
namely anonymous and individualized societies. Social insects are the most
prominent example of anonymous societies. The group members do not recog-
nize each other as individuals but rather as group members ([26]). If we remove
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a single bee from a hive no search behavior is induced. The situation is quite
different in individualized societies which primate societies belong among. Here
individual recognition gives rise to complex kinds of social interaction and the
development of various forms of social relationships. On the behavioral level
social bonding, attachment, alliances, dynamic (not genetically determined) hi-
erarchies, social learning, etc. are visible signs of individualized societies. The
evolution of language, spreading of traditions and the evolution of culture are
further developments of individualized societies.

Fig. 9 points out our conception of social systems based on concepts which
we described in the previous sections. As a starting point we consider the indi-
vidual, ‘selfish’ agent. The individual itself is integrated insofar as if it consists of
numerous components, subsystems (cells, organs) whose survival is dependent
on the survival of the system at the higher level. If the individual dies all its
subsystems will die, too. In the case of eusocial agents (e.g. social insects and
naked mole-rats) a genetically determined control structure of a ‘superorganism’
has emerged, a socially well-integrated system. The individual itself plays no
crucial role, social interactions are anonymous.

Many mammal species with long-lasting social relationships show an alterna-
tive path towards socially integrated systems. Primary groups, which typically
consist of family members and close friends, emerged with close and often long-
lasting individual relationships. We define primary groups as a network of ‘con-
specifics’ who the individual agent uses as a testbed and as a point of reference
for his social behavior. Members of this group need not necessarily be genetically
related to the agent. Social bonding is guaranteed by complex mechanisms of
individual recognition, emotional and sexual bonding. This level is the substrate
for the development of social intelligence (cf. section 4.3) where individuals build
up shared social interaction structures, which serve as control structures of the
system at this level. Even if these bonding mechanisms are based on genetical
predispositions, social relationships develop over time and are not static. The
role of the individual agent as a life-long learning individual and social learning
system becomes most obvious in human societies. In life-long learning systems
the individual viewpoint and the complexity of coping with the non-social and
social environments furthermore reinforces the development of ‘individuality’.
We proposed in a previous section (2.2) to use the term ‘autobiographic agent’
to account for the aspect of re-interpreting remembered and experienced situa-
tions in reference to the agent’s embodied ‘history’.

Secondary and tertiary level groups emerge by additional, memetic control
structures. In contrast to Heylighen [47], we distinguish between simple market
mechanisms in secondary groups (trade and direct exchange of goods between
individuals) and complex market mechanisms in tertiary groups. The level of mu-
tual monitoring and (simple) market mechanisms is necessary in larger groups
of agents with division of labour and cooperation for the sake of survival of
the economic agents. This happens still by means of face-to-face interaction and
communication (the upper limit of the group size could probably be estimated
for humans as 150, which is according to [33] the cognitive limit on the num-
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ber of individuals with whom one person can maintain stable relationships, as a
function of brain size). Control structures in secondary groups are still based on
the needs of the individual agent. We distinguish this level from tertiary groups
where external references (legal control, religion, etc.) provide the control mech-
anisms. Complex market mechanisms which can be found in human societies,
also play a role on this level. Here, the group size is potentially unlimited, espe-
cially if effective means of communication and rules for social interaction exist
(by means of language humans can handle large group sizes by categorization of
individuals into types and instructing others to obey certain rules of behavior
towards these types, see [33]).

An important point here to mention is that secondary and tertiary control
structures do not simply enslave or subsume the lower levels in the way the
organism as a system ‘enslaves’ its components (organs, body parts). The indi-
vidual which is as a social being embedded in primary groups, does not depend
absolutely for its survival on the survival of a specific system at a higher level.
Of course, changes in political, religious or economic conditions can dramati-
cally change the lives of the primary groups. But the dependency is weaker and
more indirect than in the case of social insects or the organ-body relationships.
This independence of the individual and the primary group from higher levels
can be an advantage in cases of dramatic changes. (Disadvantages of such less
integrated systems, e.g. part-whole competitions, are discussed in [47].)

A central point is that secondary and tertiary levels have mutual exchanges
with the level of the social, autobiographic agent. In socially integrated agents
on the primary group level, complex processes can take place when genetic and
memetic factors which are emerging at different levels of control structure mutu-
ally interact within the autobiographic agent who tries to construct and integrate
all experiences on the basis of his own embodied ‘history’. Within the mind of the
agent all the influences from the primary, secondary and tertiary groups are taken
into account for the individual decision processes, referring them to the past ex-
periences and the current state of the body. The memes which are exchanged
(either directly via personal one-to-one contact or indirectly one-to-many by
means of cultural knowledge bases like books, television, World-Wide-Web) are
integrated within the individual’s processes of constructing reality, maintain-
ing a concept of self and re-telling the autobiography. Educational systems can
assist the access to these sources of information (memes) but the knowledge
is constructed within the individual (see trends in learner-centered education
and design, [66], which stress life-long-learning and the need for engagement of
the user of educational tools). Since, as we described in the previous sections, no
two agents can have the same viewpoint and the same ‘history’ of individual and
‘memetic’ development, initial genetic variability is in this way fundamentally
enhanced on a cognitive and behavioral level.

These complex, dynamic interactions within an embodied, autobiographic,
socially integrated agent yield a unique, individual, dynamical pattern of ‘per-
sonality’ at the component level of social systems. This can account for the
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individuality, complexity and variability of human behavior which in our view
are not sufficiently described by the selfishness of genes and memes only.

In [37] Liane Gabora discusses the origin and evolution of culture. She sees
culture as an evolutionary process and points out the analogies between the bi-
ological evolution of genes and the cultural evolution of memes which both “ex-
hibit the key features of evolution – adaptive exploration and transformation on
an information space through variation, selection, replication and transmission”.
In her view the creative process of generating new memes reflects the dynam-
ics of the entire society of interacting individuals hosting them. She presents a
scenario of how an individual infant becomes a meme-evolving machine via the
emergence of an autocatalytic network of sparse, distributed memories. The her
view, culture emerged with the first self-perpetuated, potentially-creative stream
of thought in an individual’s brain.

In this way Liane Gabora explicitly addressed the interdependencies of pro-
cesses taking place within the individual and memetic, cultural evolution in
societies. In our view this is an important step towards a framework of mod-
elling cultural phenomena by accounting for both component and systems level.
However, can we interpret humans as ‘hosts’ of memes (e.g. social knowledge)
in the way as Gabora sees humans as hosts of ideas, memes? As we discuss
in [25] social skills and knowledge are inseparable from the subjective, expe-
riential, phenomenological basis of social understanding, e.g. when memes are
interpreted and modified within an embodied system. Thus, only an integration
of the individual, social and cultural dimensions could sufficiently account for
the complexity of human social animals. Similar thoughts using the notion of
individual lifelines are elaborated by Steven Rose in [71].

An economic interpretation of figure 9 in terms of investment and pay-off
might speculate that evolution tried out two different strategies of investment:
investments into the control structure level (leading to integrated systems with
high complexity at the systems level but uniformity at the component level in
eusocial systems) versus investments into the complexity of the individual (lead-
ing to less-integrated systems on the systems level with strongly individualized
components in human society). Only the latter strategy which, as we mentioned
above, increased the number of variations well beyond the genetic level, has
shown to be an impressive source of creativity and flexibility.

5 The Project Aurora: Robots and Autism

In this section the project AURORA for children with autism which addresses
issues of both human and robotic social agents is introduced.

The main characteristics of autism are: 1) qualitatively impaired social re-
lationships, 2) impairment of communication skills and fantasy, 3) significantly
reduced repertoire of activities and interests (stereotypical behavior, fixation to
stable environments).

A variety of explanations of autism have been discussed, among them the
widely discussed ‘theory of mind’ model which is conceiving autism as a cognitive
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disorder ([3]), and an explanation which focuses on the interaction dynamics
between child and caretaker ([44]). Similarly, a lack of empathic processes is
suggested which prevent the child from developing ‘normal’ kinds of social action
and interaction ([25]). Supporting evidence suggests that not impairments of
mental concepts, but rather disorders of executive functions, namely functions
which are responsible for the control of thought and action, are primary to
autistic disorder ([73]).

The project studies how a mobile robot can become a ‘toy’, and a remedial
tool for getting children with autism interested in coordinated and synchronized
interactions with the environment. The project aims to demonstrate how social
robotics technology can increase the quality of life of disadvantaged children
who have problems in relating to the social world. Humans are best models for
human social behavior, but their social behavior is very subtle, elaborate, and
widely unpredictable. Many children with autism are however interested to play
with mechanical toys or computers.

The research goal is to develop a control architecture for a robotic platform,
so that the robot functions as an interactive ‘actor’ which based on a basic
behavior repertoire can express more complex ‘stories’ (e.g. sequences of move-
ments) depending on the interaction with a child, or a small group of children.
The careful use of recognition and communication techniques in human-robot
interaction and the development of an adequate story-telling ([75,29], [64]) con-
trol architecture using a behavior-oriented approach is the scientific challenge of
this project, and it can only be realized through a series of prototypes and their
evaluation in interaction with children with autism. The project is therefore an
ongoing long-term project.

It is however expected that the systems developed in the early phases will
already be useful as an interactive toy which can be used by the teaching staff
of schools of the British National Autistic Society (NAS) during their work with
children with autism.

The Aurora project
(http://www.cyber.rdg.ac.uk/people/kd/WWW/aurora.html) is done in col-
laboration with the National Autistic Society. We use the mobile robot platform
Labo-1, an Intelligent Indoor Mobile Robot Platform, and a product of Applied
AI Systems who support the project. Additional funding is provided by the UK
Engineering and Physical Sciences Research Council (EPSRC), GR/M62648.

The long-term goals of the project AURORA are twofold: 1) helping children
with autism in making the initial steps to bond with the (social) world, 2)
studying general issues of human-robot interface design with the human-in-the-
loop, in particular a) the dynamics of the perception-action loop in embodied
systems, with respect to both the robot and the human, b) the role of verbal
and non-verbal communication in making interactions ‘social’, c) the process of
adaptation, i.e. humans adapting to robots as social actors, and robots adapting
to individual cognitive needs and requirements of human social actors. Results
of this project are expected to advance research on embodiment and interaction
in socially intelligent life-like agents.
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6 Conclusion

What is embodiment? In [23] embodiment is defined as follows: Embodiment
means the structural and dynamic coupling of an agent with its environment,
comprising external dynamics (the physical body embedded in the world) as well
as the phenomenological dimension, internal dynamics of experiencing and re-
experiencing of self and, via empathy, of others. Both kinds of dynamics are two
aspects emerging from the same state of being-in-the-world.

Recent discussions in the area of Embodied Artificial Intelligence (EAI, [70])
can be better applied to physical (biological and artificial) agents. The issue of
embodiment for digital agents is still controversial, and subject to the danger
of using metaphorical comparisons on a high level of abstraction which is not
relevant for concrete experiments.

What is meaning? The WWWebster Dictionary
(http://www.m-w.com/netdict.htm) defines ‘meaning’ as follows:

1. a : the thing one intends to convey especially by language, b : the thing that
is conveyed especially by language

2. something meant or intended
3. significant quality; especially : implication of a hidden or special significance
4. a : the logical connotation of a word or phrase, b : the logical denotation or

extension of a word or phrase

Which of these definitions can be applied to life-like agents? Definitions 1
and 2 seem to have most in common with the issues which we addressed in this
paper. However, 1 would exclude most existing robotic and software agents, since
they generally do not have human language. 2 seems to be mostly applicable in
our context, the definition points towards the role of the human as designer of,
user of, and observer of agents. Thus, in these interpretations the agent can have
a meaning to the human, no matter how meaningless its behavior or appearance
is from the point of view of the agent. Thus, talking about meaning then means
talking about humans, and their relationships to agents, instead of trying to
discover the introspective meaning of the world from an agent’s point of view:
What is it like to be an agent?6 For an elaborated discussion on the role of the
human observer in designing social agents see [27].

What are challenges for future research on life-like social agents based on the
work discussed in this chapter?

– Historically grounded robots. How can robots become autobiographic agents?
The framework proposed by C. Nehaniv and the author ([29], [64]) might be
a promising approach.

– The role of embodiment in social interactions and cooperative behavior:
What is the role of the particular embodiment of an agent? How can we
conceptualize embodiment for different ‘species’ of agents? This work will
study virtual and robotic agents in social learning experiments.

6 Compare Thomas Nagel [63].
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– Imitation: Scaling up from simple imitative behaviors like pre-programmed
following (learning by imitation) towards 1) more complex forms of imita-
tion and imitating robots, 2) learning to imitate. The framework described
in [65] can help evaluating attempts to imitation and in designing experi-
ments which study learning to imitate.

– Robot-Human communication: Instead of replacing humans, robots can have
the role of a ‘social mediator’, e.g. helping people to become engaged in
real world interactions. Here, robots would be socially intelligent therapeu-
tic tools. The issue of robot design plays hereby an important role (see
section 3.3).

– Based on considerations in section 4.1 mobile robots might be a powerful
tool to test models in human organization theory, a first approach taken by
the author in joint work with Scott Moss is described in [62]. Comparisons
between artificial and natural social structures and organizations ([16]) can
identify mechanisms and test assumptions on the nature of the agent ([17]).
Including robots in comparative studies could reveal the role of embodiment
and individual situated experience in such kind of models.
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