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Abstract— We study the half duplex multiple-relay channel
(MRC) where every node can either transmit or listen but not
both at the same time. We derive a capacity upper bound based
on a max-flow min-cut argument and achievable transmission
rates based on the decode-forward coding strategy (DF), for
both the half duplex discrete memoryless MRC and the half
duplex phase fading Gaussian MRC. The upper bound and
achievable rates are functions of the transmit state vector (a
description of which nodes transmit and which receive). More
precisely, they are functions of the time fraction of different
transmit state vectors, which we term a schedule. We formulate
the optimal scheduling problem as a max-min optimization to
find the schedule that maximizes the DF rate for the half duplex
MRC. We use a technique based on minimax hypothesis testing
to solve this problem and demonstrate it on a four-node MRC,
getting closed form solutions in certain scenarios. For the phase
fading Gaussian channel, surprisingly, we discover that optimal
schedules can be solved using linear programming.

I. INTRODUCTION

In this paper, we study the half duplex wireless multiple-

relay channel (MRC) [1], [2], [3], in which every node can

either listen or transmit but not both at the same time. The

motivation for this is that most radio frequency transceivers

available today either operate in half duplex mode or in full

duplex mode with the transmitter and the receiver operating

on separate frequency bands (the latter can be modeled as

orthogonal channels [4]). Information-theoretic studies of

half duplex networks provide a framework for analyzing

issues in half duplex networks that do not appear in the full

duplex counterpart.

For the half duplex MRC, we first introduce the idea of

transmit state vector to describe which nodes are transmitting

and which nodes are receiving at any time. Take a D-node

MRC for example, where the source is always transmitting

and the destination is always listening. The total number of

transmit state vectors is 2D−2, capturing if each of the D−2
relays is transmitting or listening.

We derive an upper bound on the capacity and achievable

rates based on the decode-forward coding strategy (DF) [5],

[1], [2] for the half duplex MRC. We show that the capacity

upper bound and achievable DF rates for the half duplex

MRC depend on the time fractions of the transmit state

vectors (or the schedule), but do not depend on the sequence

or order of the states. This means we do not need to

coordinate the transmit-listen sequence among the nodes to

maximize the achievable DF rate or to find the capacity

upper bound. We view the combination of time fractions of

different transmit state vectors as a schedule for the network.

We then formulate the optimal scheduling problem to find

an optimal schedule, i.e., a schedule that maximizes the DF

rate for the half duplex MRC. This optimization turns out

to be a max-min problem, which is not easily solved as the

number of transmit state vectors grows exponentially with

the number of nodes. We propose a technique to solve for

optimal DF schedules based on an approach used to solve

for the minimax detection rule in hypothesis testing [6, Ch.

II.C]. Using this technique, we are able to obtain closed

form solutions for certain channel topologies and gain insight

into operating the half duplex network, e.g., some nodes

do not need to transmit at all. For the half duplex phase

fading Gaussian MRC, surprisingly, we discover that optimal

schedules can be solved by linear programming. This allows

us to find optimal schedules for MRCs with several tens of

nodes (e.g., it takes less than an hour to solve for an MRC

with 20 nodes).

II. CHANNEL MODELS

Though the half duplex single-relay channel (SRC) has

been studied [7], [8], [9], [10], the half duplex MRC has not

been studied except for the case where the relays only receive

signals from the source and the destination only receives

signals from the relays [11], [12]. Here, we investigate the

general half duplex MRC where all nodes can potentially

hear all other nodes.

A. Half Duplex Discrete Memoryless MRC

Consider a D-node half duplex MRC with nodes

{1, 2, . . . , D} � D. Node 1 is the source, node D the

destination, and nodes 2 to (D − 1) relays. Message w is

generated at node 1 and is to be sent to node D. A node can

only transmit (T ) or listen (L), but not both simultaneously.

We assume that the source, node 1, is always transmitting,

and the destination, node D, is always listening. We define

R as the set of all relays. As not all relays are always needed,

we define an active relay set A ⊆ R that consists of relays

that help the source-destination pair in data transmission. We

define the set of all unused relays (relays not in the active

set) as U � R \ A.

Now, we define transmit state vector to describe which

nodes (in A) are transmitting and which nodes are listening,

and a few definitions pertaining to the half duplex MRC.
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Definition 1: Consider the half duplex MRC and an active

relay set A = {a1, a2, . . . , a|A|}. The transmit state vector

can be expressed as s = (s1, s2, . . . , s|A|) ∈ {L, T}|A|,
where si = T if node ai transmits, and is L otherwise (i.e., if

node ai listens). For ai, aj ∈ A, ai �= aj , we assume ai > aj

if i > j.
Definition 2: Consider an active relay set A. We define

T (s) as the set of all active relays that are transmitting, i.e.,

{ai : all ai ∈ A where si = T}. Similarly, we define L(s)
as the set of all active relays that are listening, i.e., {aj :
all aj ∈ A where sj = L}. Note that T (s) ∪ L(s) = A.

We set x̃i ∈ Xi to be the “transmit” message of node i
when it is in the listening state, i.e., if i ∈ L(s), then xi = x̃i.

Similarly, we set ỹj ∈ Yj to be the “received” signal of node

j when it is in the transmitting state, i.e., if t ∈ T (s), then

yt = ỹt. For unused relays, we set them to the listening

mode, i.e., if i ∈ U , then xi = x̃i. We assume that A, s,

and {x̃i, ỹj} of all nodes are fixed and known a priori to all

nodes.
The channel distribution for the D-node half duplex MRC

with active relay set A at state s is given by

p(y2, y3, . . . , yD|x1, x2, . . . , xD−1, s)
= p∗

(
yL(s), yU , yD|x1, x2, . . . , xD−1, {yj = ỹj}j∈T (s)

)
× 1(yj = ỹj ,∀j ∈ T (s)), (1)

on Y2 ×Y3 ×· · ·×YD, for each (x1, x2, . . . , xD−1) ∈ X1 ×
X2 × · · · × XD−1. 1(x) is the indicator function that is 1 if

x is true, and is 0 otherwise. In this paper, we only consider

memoryless and time invariant channels [2].
We use the following notations. xi denotes an input from

node i into the channel, xi,j denotes the j-th input from node

i into the channel, yi denotes an output from the channel to

node i, and yi,j denotes the j-th output from the channel to

node i.

B. Block Codes and Achievable Rates
In the MRC, the information source at node 1 emits

random messages w, each taking on values from a finite

set of size M , that is w ∈ {1, ...,M} � W . The messages

are to be sent to the destination, node D.
We consider block coding and define each n uses of the

channel as a block. We define block codes, average error

probability, achievable rate, and capacity as follows.
Definition 3: An (M, n) code of a D-node MRC com-

prises:

• An encoding function at node 1, f1 : W → Xn
1 , which

maps a source letter to a codeword of length n.

• n encoding functions at node t, t = 2, 3, . . . , D − 1,

ft,i : Yi−1
t → Xt, i = 1, 2, . . . , n, such that xt,i =

ft,i(yt,1, yt,2, . . . , yt,(i−1)), which map past received

signals to the signal to be transmitted into the channel.

• A decoding function at the destination, gD : Yn
D → W ,

such that ŵ = gD(yn
D), which maps n received signals

to a source letter estimate.
Definition 4: On the assumption that the source letter w

is uniformly distributed over {1, ...,M}, the average error

probability is defined as Pe = Pr{ŵ �= w}.

Definition 5: The rate R ≤ 1
n log M is achievable if, for

any ε > 0, there is at least one (M, n) code such that Pe < ε.

Definition 6: The capacity is defined as the closure of the

set of all achievable rates.

For a set of nodes B = {b1, b2, . . . , b|B|} ⊆ D, we define

XB = (Xb1 , Xb2 , . . . , Xb|B|).

C. Half Duplex Phase Fading Gaussian MRC

Now, we define the half duplex phase fading D-node

Gaussian MRC. For relays that are transmitting, i.e., j ∈
T (s), we set yj = ỹj = 0. For relays that are listening, i.e.,

i ∈ L(s) ∪ U , we set xi = x̃i = 0. In transmit state vector

s, the received signal at node t is given by

Yt =

⎧⎪⎨
⎪⎩
∑

i∈{1}∪T (s)

√
λi,te

jθ(i,t)Xi + Zt

, t ∈ L(s) ∪ U ∪ {D}
ỹt = 0 , otherwise

,

(2)

where Xi, input to the channel form node i, is a zero-mean,

complex random variable. Zt, the receiver noise at node t,
is an i.i.d., zero-mean, complex, Gaussian random variable

with variance E[ZtZ
†
t ] = Nt. Z†

t is the complex-conjugate

transpose of Zt. λi,t, capturing the path loss from node i to

node t, is κd−η
i,t for di,t ≥ 1, and is κ otherwise. di,t ≥ 0

is the distance between nodes i and t, η ≥ 2 the attenuation

exponent (with η = 2 for free space transmission), and κ a

positive constant. ejθ(i,t) is the phase fading random variable,

where θ(i, t) is uniformly distributed over [0, 2π). θ(i, t) for

all i and t are jointly independent of each other.

We assume that all nodes know κ and di,t. We also assume

that node t only knows θ(i, t),∀i and does not know any

θ(i, j) for j �= t. Hence, the transmitted signals of node i
cannot be chosen as a function of θ(i, t) for any t.

In this paper, we consider the following individual-node

per-symbol power constraint. Setting the half duplex con-

straints, xj = x̃j = 0 for node j in the listening state, we

get

E[XiX
†
i ] ≤

{
Pi , i ∈ T (s) ∪ {1}
0 , otherwise

. (3)

III. CAPACITY UPPER BOUND

A. Capacity Upper Bound for the Half Duplex Discrete
Memoryless MRC

An upper bound on the capacity of the half duplex MRC

is given by the following theorem.

Theorem 1: Consider a D-node half duplex discrete mem-

oryless MRC. If rate R is achievable, then there exists

some joint distribution in the form p(x1, x2, . . . , xD−1, s) =
p(s)p(x1, xT (s)|{xj = x̃j}j∈L(s), s)1 (xj = x̃j ,∀j ∈ L(s)),
such that

R ≤
∑

s∈{L,T}D−2

p(s)I(X1, XB∩T (s); YBc∩L(s), YD|XBc∪L(s)),

(4)

for all B ⊆ R, and Bc = R \ B. R is the set of all relays,

and A = R. s is the transmit state vector. T (s) is the set
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of all relays that are transmitting and L(s) is the set of all

relays that are listening in state s.

Proof: [Proof of Theorem 1] The proof follows from the

cut-set bound for the full duplex multiple-source multiple-

destination network [13, Th. 14.10.1]. Since the half duplex

network is a “restricted version” of the full duplex network,

we show how the result in [13, Th. 14.10.1] specializes to

the cut-set bound for the half duplex MRC.

The full duplex MRC is a special case of the full duplex

multiple-source multiple-destination network, in which there

is only one source-destination pair. Rates at which the source

(node 1, which does not listen) can transmit to the destination

(node D, which does not transmit) must be bounded by

the cut rates of all cuts separating the source and the

destination, i.e., if R is achievable, there must exists some

p(x1, x2, . . . , xD−1), such that

R ≤ I(X1, XB; YBc , YD|XBc), (5)

for all B ⊆ R, and Bc = R \ B. R is the set of all relays.

The half duplex MRC is a special case of the full duplex

MRC, in which a node can only transmit or listen. As using

a relay can never decrease the cut rate compared to not using

it, we set A = R. This means U = ∅. Consider the time

fraction p(s′) where the channel is in state s′ and consider

the cut that partitions D into {1}∪B and Bc ∪{D}. If “rate

fraction” R(s′) in this time fraction is achievable, there must

exists some input distribution in the following form (because

of the half duplex constraints)

p(x1, x2, . . . , xD−1|s′) = p(x1, xT (s′)|{xj = x̃j}j∈L(s′), s′)
× 1 (xj = x̃j ,∀j ∈ L(s′)) , (6)

such that

R(s′) ≤ p(s′)I(X1, XB∩T (s′); YBc∩L(s′), YD|XBc∪L(s′)).
(7)

We note that in set B, only nodes in T (s′) transmit; in set

Bc, only nodes in L(s′) listen.

Still on the same cut, now, we consider the entire pe-

riod/block of transmissions that consists of different transmit

state vectors. From [10, Appendix A], we know that the

upper bound for achievable rates across two states is the

the sum of that of the individual state. Extending that, for

any distribution of the transmit state vectors p(s), if rate R
for the half duplex MRC is achievable under the transmit

state vector distribution, there must exists some distribution

in the form

p(s)p(x1, x2, . . . , xD−1|s) = p(s)p(x1, xT (s)|
{xj = x̃j}j∈L(s), s)1 (xj = x̃j ,∀j ∈ L(s)) , (8)

such that

R =
∑

s∈{L,T}D−2

R(s) (9a)

≤
∑

s∈{L,T}D−2

p(s)I(X1, XB∩T (s); YBc∩L(s), YD|XBc∪L(s)),

(9b)

where
∑

s∈{L,T}D−2 p(s) = 1.

As (9b) must be true for all possible cuts separating the

source and the destination, we get Theorem 1.

Remark 1: The above result can also be obtained from

[14, Corollary 2] with the following modifications: (1) there

is only one source-destination pair, (2) there are at most

2D−2 transmit state vectors, (3) for each state, node i in the

listening state transmits x̃i, and node j in the transmitting

state receives ỹj .

B. Capacity Upper Bound for the Half Duplex Phase Fading
Gaussian MRC

For the phase fading Gaussian MRC, we set the inputs

from transmitting nodes to the channel to be independent

Gaussian, as coherent combining is not possible. We note

that x̃j = 0,∀j ∈ L(s). So, we get the following capacity

upper bound.

Theorem 2: Consider a D-node half duplex phase fading

Gaussian MRC. If rate R is achievable, then there exists a

p(s), such that

R ≤
∑

s∈{L,T}D−2

[
p(s)

× L

( ∑
j∈(Bc∩L(s))∪{D}

∑
i∈{1}∪(B∩T (s)) λi,jPi

Nj

)]
, (10)

for all B ⊆ R, Bc = R\B, A = R, and L(x) = log(1+x).
Proof: [Proof of Theorem 2] Theorem 2 follows directly

from Theorem 1 by using independent Gaussian inputs for

all nodes. See [10, Lemma 1], [2, Theorems 6 & 7] for the

optimality of independent Gaussian inputs in phase fading

channels.

IV. ACHIEVABILITY

A. Achievability of the Half Duplex Discrete Memoryless
MRC

A lower bound on the capacity of the half duplex D-node

MRC is given by the following theorem.

Theorem 3: Consider a D-node half duplex MRC. Rates

up to the following value are achievable.

RDF = max
M∈Π(D)

max
p(s)

max
p(x1,x2,...,xD−1|s)

min
mt∈M\{1}∑

s∈{L,T}|M|−2

mt∈L(s)∪{D}

[
p(s)I

(
X1, X{m2,...,mt−1}∩T (s); Ymt

∣∣∣

X{mt,...,m|M|−1}∪L(s)∪U ,S = s
)]

. (11a)

We assume that nodes not in route M are unused. So, A =
{m2, m3, . . . , m|M|−1}.

Here, M = {m1 = 1, m2, . . . , m|M| = D} is the

route [15], [16], i.e., an ordered set of nodes from the

source to the destination. Π(D) is the set of all possible
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routes from the source to the destination. The first max-

imization is over all possible route selections. The sec-

ond maximization is over all possible schedule p(s) =
p(s1, s2, . . . , s|M|−2). The third maximization is over all

input distribution of the form p(x1, x2, . . . , xD−1|s) =
p(x1, xT (s)|{xi = x̃i}i∈L(s)∪U , s)1(xi = x̃i,∀i ∈ L ∪ U).
We assume that all relays not in the route do not transmit,

i.e., Mc ⊆ L(s),∀s.

Remark 2: When D = 3, our result reduces to that for

the half duplex SRC [7].

Proof: [Proof of Theorem 3] Refer to [17].

Remark 3: For a chosen route, the maximum DF rate only

depends on the fractions of the transmit state vectors, and

does not depend on the sequence of the states.

B. Achievability of the Half Duplex Phase Fading Gaussian
MRC

In the half duplex phase fading Gaussian MRC, where

the fading phases are only known to the receivers, we can

show that RDF in Theorem 3 can be attained by independent

Gaussian inputs [2]. Hence, we have the following theorem.

Theorem 4: Consider a D-node half duplex phase fading

Gaussian MRC. Rates up to the following value are achiev-

able.

RDF = max
M∈Π(D)

max
p(s)

min
mt∈M\{1}∑

s∈{L,T}|M|−2

mt∈L(s)∪{D}

p(s)L

(∑
i∈{1}∪({m2,...,mt−1}∩T (s)) λi,mtPi

Nmt

)
,

(12)

where L(x) = log(1 + x) and A = {m2, m3, . . . , m|M|−1}.

Proof: [Proof of Theorem 4] The rate is obtained from

Theorem 3 using independent Gaussian inputs.

V. THE OPTIMAL DF SCHEDULING PROBLEM

We define a schedule and an optimal DF schedule of the

half duplex network as follows.

Definition 7: A schedule for the half duplex network is

defined as the probability mass function of all possible

transmit state vectors, or p(s).
Definition 8: For a chosen route, an optimal DF schedule

is the schedule that gives the maximum DF rate.

Now, we formulate the optimal scheduling problem for the

D-node half duplex phase fading Gaussian MRC. On some

route M ∈ Π(D), an optimal schedule is a probability mass

function p∗(s) on {L, T}|M|−2 such that

p∗(s) ∈ argmax
p(s)

min
mt∈M\{1}

∑
s∈{L,T}|M|−2

mt∈L(s)∪{D}[
p(s)L

(∑
i∈{1}∪({m2,...,mt−1}∩T (s)) λi,mt

Pi

Nmt

)]
. (13)

For an active set A, we can define a mapping f(s) from

{L, T}|A| to Z+, as follows.

f(s) = 1(s1 = T )2|A|−1 + 1(s2 = T )2|A|−2 + . . .

+ 1(s|A−1| = T )21 + 1(s|A| = T )20 (14a)

=
|A|∑
i=1

1(si = T )2|A|−i. (14b)

Note that f(s) ∈ {0, 1, . . . , 2|A| − 1}. With this map-

ping, we can use an alternate notation for the transmit

state vector probability, i.e., p(s) = pf(s). So, the optimal

scheduling problem can be re-written as finding a set of

{p0, p1, . . . , p2|A|−1} such that pi ≥ 0 and
∑

i pi = 1 that

satisfies (13).

VI. A TECHNIQUE TO SOLVE MAX-MIN PROBLEMS

From the previous section, we know that the optimal

DF scheduling problem for the half duplex phase fading

Gaussian MRC is a max-min optimization problem. In this

section, we propose a technique to solve max-min optimiza-

tion problems. The optimization technique is adapted from

a solution approach for minimax hypothesis testing [6, Ch.

II.C]. In the next section, we show how we can use this

technique to solve the optimal DF scheduling problem for

the four-node half duplex MRC.

Consider the following max-min optimization problem.

max
p∈G

min{R2(p), R3(p), R4(p)}, (15)

where p = (p0, p1, . . . , pM ) is a vector of real numbers, and

Ri(p) is a real and continuous function of p for i = 2, 3, 4.

First, we define a new function, which is a weighted

average of Ri(p) for i = 2, 3, 4.

R(α,p) = α1R2(p)+α2R3(p)+(1−α1−α2)R4(p), α ∈ H,
(16)

where H � {(α1, α2) ∈ R2 : α1, α2 ≥ 0, α1 +α2 ≤ 1}. For

fixed p, R(α,p) is a triangle plane with vertices at (α1 =
0, α2 = 0, R4(p)), (α1 = 1, α2 = 0, R2(p)), and (α1 =
0, α2 = 1, R3(p)).

We define another function

V (α) � max
p∈G

R(α,p) = R(α,pα), (17)

where

pα ∈ argmax
p

R(α,p), (18)

for some α = (α1, α2).
We can show that V (α) is continuous and convex in

α ∈ H, and all planes R(α,p),∀p ∈ G, lie below the

curve V (α). Fig. 1 shows an example of V (α) and R(α,p′)
for some p′ ∈ G. For any α′ ∈ H, R(α′,p) ≤ V (α′),
with equality when p = pα′

. Also, for any α′, the plane

R(α,pα′
) is tangential to V (α) at α′.

Let α∗ = (α∗
1, α

∗
2) ∈ argminα∈H V (α). Note that α∗

is one of the solutions for minα∈H V (α), and there might

be more than one solution. We can show that pα∗
is a
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Fig. 1. V (α) and R(α,p′).

solution to the optimization problem (15). We define p∗ =
(p∗0, p

∗
1, p

∗
2, p

∗
3) = pα∗

.

So, we approach the optimization as follows. We first de-

termine a few subsets in H where α∗ lies. Each subset maps

to some relationship among {Ri(pα∗
)}, and it simplifies the

search for a solution pα∗
= p∗.

For the max-min optimization problem with three terms,

i.e., Ri(p), i = 2, 3, 4, we can divide H into seven subsets in

which α∗ can lie, and the corresponding relationship among

{Ri(pα∗
)}i=2,3,4. We can prove the following sufficient and

necessary conditions for the seven subsets (cases), as follows.

i) α∗
1 = 0, α∗

2 = 0:

⇔ R(α∗,p) = R4(p) ⇔ R4(pα∗
) ≤ R3(pα∗

),
R4(pα∗

) ≤ R2(pα∗
), and maxp R4(p) = R4(pα∗

).
ii) α∗

1 = 0, α∗
2 = 1:

⇔ R(α∗,p) = R3(p) ⇔ R3(pα∗
) ≤ R2(pα∗

),
R3(pα∗

) ≤ R4(pα∗
), and maxp R3(p) = R3(pα∗

).
iii) α∗

1 = 1, α∗
2 = 0:

⇔ R(α∗,p) = R2(p) ⇔ R2(pα∗
) ≤ R3(pα∗

),
R2(pα∗

) ≤ R4(pα∗
), and maxp R2(p) = R2(pα∗

).

If cases i–iii are false, i.e., the minima of V (α) do

not occur at (0, 0), (0, 1), or (1, 0), we have the cases

below.

iv) α∗
1 = 0, 0 < α∗

2 < 1:

⇔ R(α∗,p) = α∗
2R3(p) + (1 − α∗

2)R4(p)
⇔ R3(pα∗

) = R4(pα∗
) = maxp{R3(p) =

R4(p)} ≤ R2(pα∗
), R3(pα∗

) < maxp R3(p), and

R4(pα∗
) < maxp R4(p).

v) α∗
2 = 0, 0 < α∗

1 < 1:

⇔ R(α∗,p) = α∗
1R2(p) + (1 − α∗

1)R4(p)
⇔ R2(pα∗

) = R4(pα∗
) = maxp{R2(p) =

R4(p)} ≤ R3(pα∗
), R2(pα∗

) < maxp R2(p), and

R4(pα∗
) < maxp R4(p).

vi) α∗
1 + α∗

2 = 1, 0 < α∗
1 < 1, 0 < α∗

2 < 1:

⇔ R(α∗,p) = α∗
1R2(p) + α∗

2R3(p)
⇔ R2(pα∗

) = R3(pα∗
) = maxp{R2(p) =

R3(p)} ≤ R4(pα∗
), R2(pα∗

) < maxp R2(p), and

R3(pα∗
) < maxp R3(p).

If cases i–vi are false, i.e., the minima of V (α) do not

occur at α1 = 0, α2 = 0, or α1 + α2 = 1, then we

have the case below.

vii) 0 < α∗
1 < 1, 0 < α∗

2 < 1, 0 < α∗
1 + α∗

2 < 1:

⇔ R(α∗,p) = α∗
1R2(p) + α∗

2R3(p) + (1 − α∗
1 −

α∗
2)R4(p)

⇔ R2(pα∗
) = R3(pα∗

) = R4(pα∗
) = R∗, R∗ <

maxp Ri(p), and R∗ < maxp{Ri(p) = Rj(p)}i �=j .

Now, we propose a procedure to determine in which case

an optimal α∗ lies.

• If ∃p′ ∈ G s.t. R4(p′) = maxp R4(p), R4(p′) ≤
R3(p′), R4(p′) ≤ R2(p′), then p′ is an optimal

schedule. Hence, we have case i. Similar arguments can

be made for cases ii and iii.

• If ∃p′ ∈ G s.t. R3(p′) = R4(p′) = maxp{R3(p) =
R4(p)} ≤ R2(p′), R3(p′) < maxp R3(p), and

R4(p′) < maxp R4(p), then p′ is an optimal schedule.

Hence, we have case iv. Similar arguments can be made

for cases v and vi.

• Else we have case vii.

After determining where α∗ lies, we use the necessary

conditions relating {Ri(pα∗
)}i=2,3,4 to solve for pα∗

.

Remark 4: A technique adapted from minimax hypothesis

testing was used to solve the power allocation problem for

the SRC [18], which is a max-min optimization with two

terms. In this section, we presented a technique to solve max-

min optimizations with three terms. giving necessary and

sufficient conditions for optimal α∗.

Remark 5: The technique proposed in this section sug-

gests how one can use the same technique to solve a general

max-min optimization problem with K ≥ 2 terms, i.e.,

maxp∈G min{R1(p), R2(p), . . . , RK(p)}.

VII. EXAMPLE: OPTIMAL SCHEDULES AND

ACHIEVABLE RATES FOR THE HALF DUPLEX MRC

Now, we derive expressions for achievable rates for the

four-node half duplex phase fading Gaussian MRC, and show

how to find an optimal schedule for the channel. We assume

that the route M = {1, 2, 3, 4} is chosen. For this route,

A = {2, 3} and there are four transmit state vectors with

the following probabilities: p(s = (L, L)) = p0, p(s =
(L, T )) = p1, p(s = (T, L)) = p2, and p(s = (T, T )) = p3,

where pi ≥ 0 and
∑3

i=0 pi = 1.

From (12), the following rate is achievable on the four-

node half duplex phase fading Gaussian MRC,

RDF = max
pi≥0,

∑
pi=1

min{R2(p), R3(p), R4(p)}, (19)

where

R2(p) = p0L(λ1,2P1/N2) + p1L(λ1,2P1/N2) (20a)

R3(p) = p0L(λ1,3P1/N3) + p2L((λ1,3P3 + λ2,3P2)/N3)
(20b)

R4(p) = p0L(λ1,4P1/N4) + p1L((λ1,4P1 + λ3,4P3)/N4)
+ p2L((λ1,4P1 + λ2,4P2)/N4)
+ p3L((λ1,4P1 + λ2,4P2 + λ3,4P3)/N4), (20c)
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where p = (p0, p1, p2, p3). An optimal schedule is some

p∗ = (p∗0, p
∗
1, p

∗
2, p

∗
3) that attains RDF.

We provide two methods for solving the optimization in

(19).

A. Using the Technique in Section VI

The optimization problem in (19) can be written as

max
p∈G

min{R2(p), R3(p), R4(p)}, (21)

where p = (p0, p1, p2, p3) and G as the set of all feasible

schedules, i.e., G � {(p0, p1, p2, p3) ∈ R4 : pi ≥ 0,
∑

i pi ≤
1,∀i = 0, 1, 2, 3} .

Now, we use the technique presented in Section VI. Since

we have three terms in the max-min optimization, there

are seven cases. Now, we consider the cases. In case i,

pα∗ ∈ argmaxp R4(p). So, p∗ = (p0 = 0, p1 = 0, p2 =
0, p3 = 1) (see (20c)). However, R2(pα∗

) = 0 < R4(pα∗
)

and R3(pα∗
) = 0 < R4(pα∗

), meaning that the necessary

conditions for case i cannot be satisfied. This means that

case i will not occur. By a similar argument, we can show

that case ii will not occur.

Next, we consider case iii. pα∗ ∈ argmaxp R2(p).
Referring to (20a), this means the optimal schedule is such

that p∗0 + p∗1 = 1, p∗2 = p∗3 = 0, R2(pα∗
) ≤ R3(pα∗

) and

R2(pα∗
) ≤ R4(pα∗

). This means

L(λ1,2P1/N2)
L(λ1,3P1/N3)

≤ p∗0 ≤ 1 (22a)

0 ≤ p∗0 ≤ L((λ1,4P1 + λ3,4P3)/N4) − L(λ1,2P1/N2)
L((λ1,4P1 + λ3,4P3)/N4) − L(λ1,4P1/N4)

(22b)

p∗1 = 1 − p∗0. (22c)

Now, we consider case iv. pα∗ ∈ argmaxp(α∗
2R3(p) +

(1− α∗
2)R4(p)). From (20a)–(20c), we see that the optimal

schedules are argmaxp{α∗
2R3(p)+(1−α∗

2)R4(p)} = {p ∈
G : p∗2 + p∗3 = 1, p∗0 = p∗1 = 0}. However, R2(pα∗

) = 0 <
R4(pα∗

) and R2(pα∗
) = 0 < R3(pα∗

), meaning that the

necessary conditions for case iv cannot be satisfied. Hence,

case iv will not occur. By a similar argument, we can show

that case v will not occur.

Next, we consider case vi. pα∗ ∈ argmaxp(α∗
1R2(p) +

α∗
2R3(p)) = {p ∈ G : p∗0 + p∗2 = 1, p∗1 = p∗3 = 0},

R2(pα∗
) = R3(pα∗

). So, p∗0L
(

λ1,2P1
N2

)
= p∗0L

(
λ1,3P1

N3

)
+

p∗2L
(

λ1,3P3+λ2,3P2
N3

)
. Solving these equations, we get

p∗0 =
L
(

λ1,3P3+λ2,3P2
N3

)
L
(

λ1,3P3+λ2,3P2
N3

)
+ L

(
λ1,2P1

N2

)
− L

(
λ1,3P1

N3

)
(23a)

p∗2 =
L
(

λ1,2P1
N2

)
− L

(
λ1,3P1

N3

)
L
(

λ1,3P3+λ2,3P2
N3

)
+ L

(
λ1,2P1

N2

)
− L

(
λ1,3P1

N3

) .

(23b)

Also, R2(pα∗
) < maxp R2(p), and R3(pα∗

) <
maxp R3(p), i.e., 0 < p∗0, p

∗
2 < 1; and R2(pα∗

) =
R3(pα∗

) ≤ R4(pα∗
), i.e.,

L

(
λ1,3P3 + λ2,3P2

N3

)[
L

(
λ1,2P1

N2

)
− L

(
λ1,4P1

N4

)]

≤ L

(
λ1,4P4 + λ2,4P2

N4

)[
L

(
λ1,2P1

N2

)
− L

(
λ1,3P1

N3

)]
.

(24)

Finally, we consider case vii. We have the follow-

ing linearly independent equations: R2(pα∗
) = R3(pα∗

),
R2(pα∗

) = R4(pα∗
), p∗0 + p∗1 + p∗2 + p∗3 = 1. This means

that we can express p1, p2, p3 only in terms of p0. Hence,

the optimization (21) can be simplified to

max R2(p0), (25)

subject to 0 ≤ pi ≤ 1, for i = 0, 1, 2, 3.

We have shown that only cases iii, vi, and vii are possible.

We can use the procedure derived in Section VI to check

where α∗ lies, and solve for p∗. Summarizing,

• If
L(λ1,2P1/N2)
L(λ1,3P1/N3)

≤ L((λ1,4P1+λ3,4P3)/N4)−L(λ1,2P1/N2)
L((λ1,4P1+λ3,4P3)/N4)−L(λ1,4P1/N4)

,

0 ≤ L((λ1,4P1+λ3,4P3)/N4)−L(λ1,2P1/N2)
L((λ1,4P1+λ3,4P3)/N4)−L(λ1,4P1/N4)

, and
L(λ1,2P1/N2)
L(λ1,3P1/N3)

≤ 1, then case iii is true. We can

find an optimal schedule according to (22a)–(22c).

• If 0 <
L
(

λ1,3P3+λ2,3P2
N3

)
L
(

λ1,3P3+λ2,3P2
N3

)
+L
(

λ1,2P1
N2

)
−L
(

λ1,3P1
N3

) < 1 and

(24) are both satisfied, then case vi is true. An optimal

schedule is given by (23a) and (23b).

• Else, case vii is true. We need to solve for p∗ =
argmaxp{R2(p) = R3(p) = R4(p)}, i.e., the opti-

mization problem in (25). Note that this is a simpler

problem than the original optimization problem (21).

B. Using Linear Programming

We note that the optimal scheduling problem (19) for the

half duplex phase fading Gaussian MRC involves constraints

that are linear functions of the unknowns (p0, p1, p2, p3), as

all {L(·)} are fixed. This suggests that we can transform the

max-min optimization problem above into a linear program-

ming optimization problem and solve it using the simplex

method [19, Ch. 3].

We introduce an auxiliary variable u and re-write the

optimization in (19) as follows.

RDF = max u, (26)

subject to

p0L(λ1,2P1/N2) + p1L(λ1,2P1/N2) − u ≥ 0 (27a)

p0L(λ1,3P1/N3) + p2L((λ1,3P1 + λ2,3P2)/N3) − u ≥ 0
(27b)

p0L(λ1,4P1/N4) + p1L((λ1,4P1 + λ3,4P3)/N4)
+ p2L((λ1,4P1 + λ2,4P2)/N4)
+ p3L((λ1,4P1 + λ2,4P2 + λ3,4P3)/N4) − u ≥ 0 (27c)

p0 + p1 + p2 + p3 = 1 (27d)

p0 ≥ 0, p1 ≥ 0, p2 ≥ 0, p3 ≥ 0, u ≥ 0. (27e)
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This transforms the original optimization problem into

a linear programming problem. Let the solution be

(p∗0, p
∗
1, p

∗
2, p

∗
3, u

∗). (p∗0, p
∗
1, p

∗
2, p

∗
3) is an optimal DF sched-

ule, and u∗ is the highest DF rate over all possible schedules.

C. Computation Results

In this section, we demonstrate that solving optimal

schedules provides insights into how one would operate the

network. We consider the four-node half duplex phase fading

Gaussian MRC where the nodes are places on a straight line.

The node coordinates are: node 1 (0, 0), node 2 (0, y2), node

3 (0, y3), and node 4 (0, 100). We assume that κ = 1, η = 2,

Pi = 10 for i = 1, 2, 3, and Nj = 0.01, for j = 2, 3, 4.

Fig. 2a shows if case iii, vi, or vii is true using the

technique in Section VI, for different relay positions, i.e.,

0 ≤ y2, y3 ≤ 100. From Section. VII-A, we know that case

iii only occurs when node 2 is further from node 1 than node

3 is from node 1, or y2 ≥ y3. Furthermore, case vi does

not occur at all in these network topologies. In addition, if

the four-node MRC is arranged such that the positions of

nodes 1–4 are (0, 0), (0, y2), (0, y3), (0, 100) respectively,

and 0 < y2 < y3 < 100, then only case vii will occur.

Fig. 2b shows optimal schedules for varying node 3’s

position, i.e., (0, y3) while fixing the rest of the nodes’

positions. From Fig. 2a, we see that for y2 = 66 and

20 ≤ y3 < 53, α∗ lies in case iii, meaning that the optimal

schedules are (p∗0, 1− p∗0, 0, 0). We see that in this case, we

only need to operate the network in two states: (L, T ) and

(L, L). This means node 2 does not need to transmit, and

only node 3 needs to toggle between the transmitting and

the listening states.

D. Networks with More Than Two Relays

The linear programming solution in section VII-B can

be used to calculate optimal schedules for capacity upper

bounds and achievable DF rates for phase fading MRCs with

more than two relays. We consider D-node line networks

with node i at (0, i − 1) for i = 1, . . . , D and route

M = {1, 2, . . . , D}. We assume that κ = 1, η = 2, Pi = 10
for i = 1, . . . , D − 1, and Nj = 1, for j = 2, . . . , D.

Fig. 2c shows the rate for a relay chain with different

number of relays. As the source and destination become far-

ther apart, the rate for half-duplex strategy slightly reduces.

However, the rate will finally converge to some constant

when the distance between source and destination goes to

infinity.

VIII. NON-LINEAR OPTIMAL SCHEDULING

Besides the phase fading Gaussian MRC, the technique

in Section VI can be used to solve for optimal schedules

in other types of networks. We briefly discuss two types of

networks here.

A. Per-Block Power Constraints

In Section. II-C, we consider per-symbol power con-

straints. A criticism for this definition is that the total transmit

energy for a node in a block depends on the fraction of

its transmitting state. Hence, for fixed Pi = P,∀i, the total

transmit energy per block for different nodes can vary.

To tackle this fairness issue, we may introduce per-block
energy constraint, 1

n

∑n
k=1 E[Xi,kX†

i,k] ≤ Pi. This defini-

tion captures the entire block of transmissions, regardless

of fractions of transmit state vectors. Under this definition,

the total transmit energy per block for user i is always nPi

regardless of the fraction of the node in the transmit state in

a block. If we set xj = x̃j = 0 for node j in the listening

state, we get the following instantaneous power constraint in

state s.

E[XiX
†
i ] ≤

⎧⎪⎨
⎪⎩

Pi , i = 1
Pi

fT (i) , i ∈ T (s)

0 , otherwise

, (28)

where fT (i) is the fraction of channel uses in a block where

node i transmits, i.e., fT (i) =
∑

s
node i transmit in state s

Pr{S =
s}.

So, the optimal scheduling problem on route M for

per-block power constraint is to find a schedule p(s) on

{L, T}|M−2| for

max
p(s)

min
mt∈M\{1}

∑
s∈{L,T}|M|−2

mt∈L(s)∪{D}

[
p(s)

× L

(∑
i∈{1}∪({m2,...,mt−1}∩T (s)) λi,mt

Pi

fT (i)Nmt

)]
. (29)

Note that this is a max-min optimization which can be

solved by using the technique in Section VI. However, the

optimization is non-linear as fT (i) is a function of p(s).

B. Static Gaussian Channels

Next, we consider static Gaussian channels

where θ(i, t) = 0,∀i, t, with per-symbol power

constraints. Using DF with Gaussian inputs and

route M, node mi, in state s, transmits Xmi =∑
mj∈{1}∪({mi,...,m|M|−1}∩T (s))

√
βmi,mj

(s)Pmi
Umj

,

for βmi,mj
(s) ≥ 0, 0 ≤ ∑

mj
βmi,mj

(s) ≤ 1. Umj
are

independent Gaussian random variables with unit variance.

βmi,mj
(s) is the fraction of power of node mi, used to

transmit independent sub-codewords Umj in state s. On

route M, rates up to those in (30) are achievable.

The optimal scheduling problem on route M for static

Gaussian MRC with per-symbol power constraint is to find

a schedule p(s) on {L, T}|M|−2 that attains (30). Note that

the optimization involves extra power splits terms {βi,j(s)}
which are functions of p(s). Again, we see that the optimiza-

tion is a max-min optimization.

IX. REFLECTIONS

In this paper, we investigated achievable rates and optimal

schedules for DF for the half duplex MRC. The code

construction in this paper differs from that of the traditional

half duplex network. Traditionally, a node transmits an entire

codeword within one transmit cycle. The transmission time

for a codeword is shorter than the duration for which the
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Fig. 2. Optimal schedules and rates.

max
p(s)

max
β(s)

min
mt∈M\{1}

∑
s∈{L,T}|M|−2

mt∈L(s)∪{D}

⎡
⎢⎣p(s)L

⎛
⎜⎝
∑t−1

j=1

(∑
mi∈{1}∪({m2,...,mj}∩T (s))

√
βmi,mj

(s)λmi,mt
Pmi

)2

Nmt

⎞
⎟⎠
⎤
⎥⎦ . (30)

nodes stay in a transmit/listen state. In this approach, we need

to consider how data are routed in different states. Depending

on the state, data are sent to and from different sets of nodes.

Thus, the order of the states becomes important, and we need

to optimize that.

In this paper, we approached the scheduling problem

differently. Each codeword spans over all transmit/listen

states of the nodes, meaning that the states change during one

codeword duration. The route (i.e., how data flow) remains

the same throughout all data transmissions. The advantage

of this approach is that we do not need to worry about the

flow of data when we consider different states. The order of

the states is not important and we only need to optimize the

time fraction (or the probability) of different states.

Finally, we remark that, unlike the full duplex case where

DF achieves the cut-set upper bound and hence the capacity

when the relays are “close” to the source [2], DF in the half

duplex case does not achieve (though is close to) the cut-set

bound if the relay is at a distance ε from the source, for any

arbitrary ε > 0.
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