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Abstract

TCP Serveris a systemarchitectue aiming to offload
network processingfrom the host(s)running an Internet
server The TCP Servercan be executedon a dedicded
processarnode or intelligentnetworkinterfaceusinglow-
overhead nonintrusivecommuication betweerit andthe
host(s)running the serverapgication.

In this paper, we presentand evaluate two implementa
tions of the TCP Serverarchitectue: (1) usingdedicaed
networkprocessos on a symmetricmultiprocessor(SMP)
serverand (2) using dedicatednodeson a clusterbased
serverbuilt arounda memory-mppedcommuication in-
terconnet.

We havequantified the impactof offloading on the per-
formanceof network serves for thesetwo TCP Server
implementtions, using server applicaions with realistic
workloads. We wetre able to achieve performane gains of
up to 30% with our SMP-lasedas well as clusterbased
implementtions for the scenarie we studied. Basedon
our experienceand results, we conclua that offloadirg
the network processingfrom the host processorusing a
TCP Sener architectureis bendicial to serverperformarce
whenthe serveris overloaded A completeoffloading of
the TCP/IP processingrequires substatial compuing re-
souiceson the TCP server Dependhg on the apgdication
workload,eitherthe hostprocessoror the TCP servercan
becomethe bottlere, stressingthe needfor an adaptive
schemeto balane the load betweerthe hostandthe TCP
server
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1 Intr oduction

With increasing processig power, the two main
performancebottleneds in web seners are the stor-
ageandnetwork subsytems. A significant redudion
of the impactof disk I/0O on performanceis possble
by cacling, combined with sener clugering and re-
questdistribution technqueslike LARD [25]. Thisre-
sults in removing disk accessesfrom the critical path
of requestprocessimy. However, the sameis not true
for the network subystem,whereevery outgdng data
byte hasto go throughthe sameprocessimg pathin the
protocol stackdown to the network device.

In a tradtional sysem archtecture, performance
improvementsin network processimg can come only
from optimizations in the protocol processingpath([1,
12,15, 21]. Asaresut, increasirg servicedemandon
today’s network senerscanno longer be satisfied by
conventional TCP/IP protacol processingwithout sig-
nificant perfarmanceor scaldility degradation. Fac-
toring out disk I/O through caching, TCP/IP protocol
processig can becomethe dominant overhea com-
pared to apdication processirg andothersygemover-
head [20, 33]. Furthemore,with gigabitpersecom
networking technologies, protocol and network inter-
ruptprocessig overhealscanquickly satuatethehog
processormthigh loads, thuslimitin g the potertial gain
in network bardwidth [4].

Two soluions have beenrecently propcsedto al-
leviate the overheadsinvolved in TCP/IP networking:
(i) offloading some(or all) of the TCP/IP processiry



to intelligent network interface cards (I-NIC) capa-
ble of speeihg up the commonpath of the protocol
[3, 9, 10, 14, 17, 32] and(ii) replecing the expersive
TCP/IPprocessingwith amoreefficient trangort pro-
tocd [11], overa SystemAreaNetwork (SAN), based
on userlevel memory-mappd communicéon such
asVIA [13] andInfiniband [16]. The first appraach
alleviatesthe overheals assocatedwith corventional
hostbasednetwork processimg, while the secad one
exploits the bendits of the SAN for intra-sener com-
municdion. Otherwork hasbeendore on corfining
executon of the TCP/IP protccol, systen calls, and
network interrupts to a dedcatedprocessorof a mul-
tiprocesso sener, but limited resuts have beenre-
ported [24].

We propose a generc archiectue called TCP
Sener, that offloads TCP/IP processing from the
sener hostto a dedcatedprocessomode. We call the
dedicatedprocessomodewhich execuesthe TCP/IP
processingaTCPsener. Theperformanceof theTCP
Sener solution depends on two factas: (i) the effi-
cieng/ of the TCP sener implemenation itself, and
(i) the efficiengy of the communi@tion betweenthe
hostandthe TCPsener. ThelattermeanghatTCP/IP
offloading must be implemente with low-overhead,
non-ntrusve communi@tion

In this paper we presnt and evaluae two imple-
mentatons of the TCP Serve architecture The first
implemenationusesoneor morededcatedprocessors
to perfform TCP/IP procesing in a SymmetricMulti-
processor(SMP)sener. In this casethe non-intrusive
communi@tion betweenthe host and the dedcated
processors) is achieved using shaed memory with
minimal overhead. We evaluak the sener perfor-
manceasa function of the numbe of processos ded-
icated for nework processingandthe amour of pro-
cessng offloadedto them. We alsostudythe tradeoffs
betweerpolling andinterruptsfor eventnotificationin
this ervironmert.

In our secom implemenation, we offload the net-
work processing to dediated nodgs) in a cluster
basel sener. In this case the hostandthe TCPsener
communi@te using memorymappedcommuncation
over a high-speel interconned [13, 16]. We inves-
tigate the desgn spaceof TCP Serves for clusters
with memorymappedcommuni@tion using a user
level implemenation over VIA andtwo soclet inter-
faces a corventioral soclet interfaceand our Mem-
Net API [28]. The Memory-Mapped Networking

(MemNet) APl is a memorymappedsoclet interface
betwee the applicationand TCP sener with sugport
for zero-opy asynchranous communicgéion. Mem-
Net’s useof memorymappedcommurication for TCP
sener accesss analgousto the way this techngue
is exploited by the Direct AccessFile System(DAFS)
stardardfor remotefile seneraccess[18].

This pager representghe first study to evaluae the
berefits of offloadng TCP/IPprocessirg in acompre
hersive manner We have quartified theimpactof of-
floading ontheperformanceof network senersfor two
TCP Sener implemerations, using sener appica-
tionswith realisticworkloads. Wewereableto achiee
performancegainsof up to 30% with our SMP-based
aswell as cluste-based implemenatiors for the sce-
narios we studied. Basedon our expelienceand re-
sults, we condude that offloading the network pro-
cesing from the host processorusing a TCP Serve
archtecture is bereficial to sener perfaomancewhen
the seneris overloaded.A complee offloading of the
TCP/IP processirg requres subgantid compuing re-
souceson the TCP sener. Dependng on the appli-
cation workload, eitherthe hostprocessoror the TCP
sener can becane the bottleneckstresing the need
for an adative schemeto balancethe load betwea
thehostandthe TCPsener.

Theremaincer of this pape is orgarized asfollows.
Sectian 2 descibesour motivation for thiswork in de-
tail. Section 3 providesanoverview of theTCPServe
archtecture. Sectims 4, 5 and 6 descibe the de-
tails of eacharchtecture andevaluatethem. Section 7
preentsthe related work. Finally, Section8 presnts
our condusions.

2 Motivation

In traditional network seners,the TCP/IPprotocol
processirg often dominatesthe costincurredfrom ap-
plication procesing andothe systen overheals. Un-
derheary load condtions, network senerssuffer from
hog CPU satuation as a result of protacol process-
ing andfrequentinterruptionsfrom asyrchrorousnet-
work events In this sectia, we briefly explain the
TCP/IPprotacol processimg pathfor various soclet op-
eraionsandpresntexperimentalresuts in support of
theabove statemets, suggetinganeedto offload net-
working functionality from a host



2.1 Conventional TCP/IP Processing

In whatfollows, we de<ribe cornventioral network
processingusing the Linux TCP/IP implemenation.
First, we descrbe the processing involved for the
send andr ecv systen calls on a stream soclet in
the TCP/IPsta.

e sendprocesing: Whentheapgication performs
asend sysemcall, theOScopiesthedatato ker
nel buffers,to preventit from being overwritten
before being sentout, andreturrs to the applica-
tion. This is followed by the TCP send,which
makes anotter copy to allow retransmisson of
the datain caseof an error Furthersendpro-
cessig includesdispatching of the datafrom the
kernd buffersto the NIC.

e receave processing: As som asa paclet is re-
ceived on the NIC, aninterruptis raised. At the
end of the interrupt processirg, the bottom half
executes, which takes careof cheksummingthe
paclet, and demultidexing the paclket accading
to the protocol. This is followed by IP receivwe
processingandTCPreceave processingwherethe
systen demuliplexesthe datafor the destiration
soclet and quauesthe receved data into the re-
ceive buffers of the soclet. The datais finally
copiad into the applcation buffers whenthe ap-
plication postsareceve.

Weidentfy fivedistinct comporentsof TCP/IPpro-
cessig below:

e C1 - interrupt processing: interrupt processing
includesthe time to senice NIC interrupts and
setupDMA trarsfers.

e C2 - recave bottom: recave processingexclud-
ing thecopy into theapgicationbufferatthetime
of ther ecv systen call.

e C3 - sendbottom: sendprocessingdone after
copying thedatato kerrel buffers.

e C4 - recave upper. recave processig which
copies the datainto the applicationbuffers.

e C5 - sendupper: sendprocessingwhich copies
thedatafrom theappication buffersto thesodet
buffersinside the kernd.
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Figure 1. ApacheExecution Time Breakdwn
2.2 TCP/IP Overhead

We have quatrtified thetime alloted to network pro-
cess$ng from theexecutian time of anApache(apache-
1.3.20 websener. In this experimern, we useda syn
thetic workload of repeatedrequestsfor a 16 KB file
cackedin memory Figurel shawvs the execuion time
bre&kdown on a dual Pentium 300MHz system with
512 MB RAM and 256 KB L2 cache,running Linux
2.4.16 We instrumentel the Linux kemel to measue
the time spert in every function inside the kerrel in
theexecuion pathof send andr ecv systan calls,as
well asthetime spert in interrupt processing

The resuts showv that the web sener sperds only
20% of its execuion time in userspace C1 accouts
for 8% of thetime. Theportion of C2 immediatdy af-
ter the interrupt processimg combiredwith the portion
of C3 whichinvolvesdispaching of datafrom theker-
nel buffers to the NIC take up 12% of thetime. The
remairder of C2 takesup 7% of thetime. C5 andthe
remairder of C3 accaint for 44% of thetime. C4 is
ahidden costaccaintedwith othersysten calls (9%).
Altogether, network processingtakesabout71% of the
tota executian time.

In addtion to the dired effect of “steaing” proces-
sor cycles from the application network processiry
also affects the sener performanceindirectly. Asyn-
chronous interrupt processing and frequent context
switching contiibute to the overheadsdue to effects
like cacheand TLB pollution.

We corclude that offloading TCP/IP processiry
from the host processorto a dedcatedprocesor can
improve sener perfomancein two ways: (i) by free-
ing up hostprocessorcyclesfor the apgdication, and
(i) by eliminating the harmfu effects of OS intru-
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Figure 2. TCP SenerArchitectue

sion[23] onthe applicationexecutia.

Although othe opemting systemshave optimized
TCP/IPprotocol processing we cho Linux for prac-
tical reasms: (i) it is open souce,which makesit eas-
ier to implementthe TCP Sener architecture and (ii)
it hasdriversto sugport memory-mappdcommunca-
tion over VIA. However, giventhat TCP/IPprocessing
remainghemajoroverheal for anetwork senerunder
ary opeiating sygem, our conclusiors on TCP Sener
arefairly geneal althowgh the perfoomancebendits of
various TCP Sener optimizationsmaybedifferentfor
differentopeating systems.

3 TCP Sewer Architecture

TCP Sener is a sysem architecture for offloadng
network procesingfrom the applicationhods to ded-
icated processorsnodes, or intelligent devices. This
sepaation improves sener performanceby isolaing
the application from OS networking andby removing
the harmfu effect of co-habitation of various OS ser
vices Figure2 presentstwo architecturesfor network
seners: (a) a corventioral sener architectureand(b)
anarchiecture basel on TCP Seners. In the corven-
tiond archtectue, TCP/IP processirg is dore in the
OSkerrel of thenodewhich execuesthesenerappli-
cation. In the TCP Sener architecture the application
host avoids TCP processing by tunreling the sodket
I/O callsto the TCP sener using fag communcation
chamels. In effect, TCP tunreling transformssodet
callsinto lightweightremot procedurecalls.

A TCP sener canexecutethe entire TCP process-
ing or it cansplit the TCPIP procesing with the ap-
plication hosts Fromour disaussion in Sectia 2, it is
possgble to offload compmentsC1, C2 andC3 to the
TCP sener. We do not focus on offloading C4 since
we exped the bendits to be insignificart for network
senersin whichthereceve datavolumeis muchlower

thanthe sendvolume. Offloading C5 requres modifi-
cationsto the soclet APl and can be achieved using
the optimizatiors discussedbelow

The perfamanceof the TCP Sener solution de-
perds on two factas: (i) the efficiency of the TCP
sener implementéion, and (ii) the efficiency of the
communcation betweenthe hog andthe TCP sener.
As the goal of TCPIP offloading is to reducenetwork
processirg overhea at the hog, using a faser and
lighter communi@tionchanrel for tunreling is essen
tial. Sener perfoomanceusing the TCP Sener archi
tecture canbe addtionally improved by optimizations
thatimprove (i) and(ii). In what follows, we briefly
disausstheseoptimizatiors, theirimpad on the appli
cation progamminginterfaceandperformance.

Thefirst setof optimizatiors targetthe efficiengy of
the TCPsenerimplemenation

e S1: Avoiding interr upts. Sincethe TCP sener
perfaoms only the TCP/IP processing interrupts
can be easily and beneficily replaced with
polling. However, the frequengy of polling must
becaretilly controlled, asa very high ratewould
leadto bus congestian anda very low ratewould
resut in inahility to handk all events. The prob-
lemis aggavated by the higher layersin the TCP
stackhaving unpralictade turnaoundtimesand
by multiple network interfaces

e S2: Procesing ahead. Idle cycles at the TCP
Sener canbe usedto perfarm certain operations
ahea of time (before they areactuwally requested
by theapplication). Theopemtionsthatcanbeea-
gerly performedaretheaccept andrecei ve
sysemcalls.

e S3: Eliminating buffering at the TCP server.
The TCP sener buffers datarecaved from the
appication before sending it out to the network
interface. It is possble to eliminat this extra
buffering by having the TCP sener senddata out
direaly from thebuffersused for commurication
with the apgication host

Next, we presem the optimizations to improve the
efficiency of the interaction betweenthe hog andthe
TCPsener.

e H1: Bypassingthe hostkernel. To achieve goad
perfaomance, the apdication shoudd communi
catewith theTCPsenerfrom use-spacedirectly,



without involving the hostOSkernd in thecom-
mon cas. This canbe dore without sacrficing
protection by estalishing a dired soclet chamel
betweenthe apgdication and the TCP sener for
eachopensoclet. This is a one-ime opeation
perfoomedwhenthe soclet is creded, herce the
soclet call remairs asystemcall in order to guar
anteeprotectedcommurication.

e H2: Asynchronoussodet API. By usingasyn-
chrormussodet calls, the application canexploit
the TCP Sener architectureto avoid the cost
of blocking and resedding. Using the asyn-
chrorous API allows the application to hide the
latercy of a sodet opemation by overlapping it
with usetul compuation

e H3: Avoiding data copies at the host. To
achieethis, theapplcation musttoleratethewait
for end{o-end compktionof thesend i.e.,when
thedatahasbeensuccesfully recavedatthedes-
tination. If thisis acceptabke, the TCP sener can
completly avoid datacopying on a sendoper
ation For retransmissin, the TCP sener may
have to readthe dataagainfrom the application
sendbuffer using norrintrusive commurication.
Pinning application buffers to physical memory
may be necessaryin orderto implemen this op-
timization.

e H4: Dynamicload balancing. Dependhg onthe
applicationworkload, eitherthe TCPsenerorthe
application hog can get saturded. An adative
schemedo balarcetheloador resouceallocation
betweerthe apgication andTCPsenerwill help
sener performance

4 TCP Sewer Implementations

In this secton, we presem two implemenations of
the TCP Sener archiecture:

e Onaprocessordediatedto TCPIP processingin
asymmetrianultiprocessr (SMP)sener.

e On anodededcatedto TCP/IP processingin a
cluster-basedserver

Commonto both implemenations is a fast, low-
overhead memory-maped communicéion architec-
ture betweerthe application hostandthe TCP Sener.
The secand implemenation can have multiple in-
carndions, ranging from a front-end compuer in a
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Figure 3. TCPSenerin anSMP-basedener

Implementaion |CYC2C3H1H2H3H4S1S2S3
SMP_bas

SMP_C1C2 X | X

SMP_C1C2S1 | x|X X
SMP_C1C2C3 | x| X |x
SMP_C1C2C3SIx | X | X X

Table 1. SMP-basedmplementsionsof TCP Sener

VIA-basead multi-tier network sener, to anintelligent
network interface conneted to an Infiniband-based
sener.

41 TCP Sewe in SMP-basedSewers

We parition the setof processos in an SMP-based
sener into hog and dedicated processors The ded
icated processos are used exclusiely by the TCP
senerfor TCRIP processing Thecommuni@tionbe-
tweenthe apgication andthe TCP sener is through
queuesin sharel memoryasshawn in Figure3.

4.1.1 SystemOverview

Network genergedinterruptsarerouted exclusively to
the dedicatedprocessos. The TCP sener executes a
tight loop in the kerrel context on eachdedicatedpro-
ces®r. Onasoclet sendthedatato be sentis copied
from the apgication to a kerrel buffer. This buffer is
partof thesharednemoryqueue from wherethe TCP
sener deqleuesthe offloading request and perfams
C3. TheTCPsenerfinally setsupaDMA to theNIC.

The receve events, which are asyndironaus, are
routedto the TCP sener, which perfamsC1 andC2.
Onareceve call fromtheappication, C4is performed
onthehostprocessor

In Table 1, we presat the different implementa-
tions, the functionality mappedo the TCP sener and
the optimizaions usedin ead of thes implemen
tations. SMP.baserefers to the unmodfied Linux
TCP/IPimplementation onthe SMPsystem.In eachof
the otherimplemenations, the interrupts andthe bot-
tom half processingare execued on the TCP sener.
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Figure 4. Organization of the TCP Sener in an
SMP-basedener shaving thedifferent moduesand
theirinteragion with eachother

Our archtecture, where network processirg is lim-
ited to the dediatedprocessors,allows us to poll on
thenetwork interfacefrequently without slowing other
tasksdown. We studypolling in the dedicded proces-
sor as an alternative way to handk the eventsat the
network interface.

4.1.2 Implementation Details

We modifiedtheLinux-2.4.16kerrel to implemer the
TCP Sener archtecture onan SMP-basedsener. The
TCPsenerexecutes in thekernel context on eachded-
icated processorwhereno applicationprocessirg takes
place Thisis doneby execuing akerné threadwhich
never yields to the userlevel programs. Moreover,
all interrupts, except for the systen clock interrupt,
are routed away from the dedicatedprocessorsusing
the external IO/APIC routing mechaism. The kemel
thread runsthe TCPsenerdispatcherwhich schalules
the othe comporentsof the systam. The organizaton
of anSMP-based CPseneris shavnin Figure4. The
different componats of a TCP sener are: (i) the re-
qued distributor, (ii) the queue monitor, (iii) thesend
requesthardler, (iv) thereceverequesthandkr, (v) the
asyrchrorouseventhardler, and(vi) thesharel quete.

The shaed queueis a circular quele of sendre-
gueds with referencesto the process, sodket, andthe
databuffers asso@tedwith eachrequest. We canalso
assig prioritiesto the sendrequeststo ensureanorder
in which therequestsareservieed. The default policy
is FIFO.

Thedispatche schalulestherequestdistributor pe-
riodically. It can also be schediled after an asyn-
chronouseventor on a trigger from the monitor. The
requestdistributor checksthesharel quele andsignals
the preenceof arequestto the dispatcher which then

calls the serd requesthander to carry out the neces
saryprocessilg.

Thereceiwe request hander is executal by the dis-
patdher upon a receve event, signalled to it by the
asyrchrorouseventhardler. The interaction betweea
the TCP sener andthe network interfacecardis han
dled by the asyrchrorous event hardler. The asyn
chronousevent hander canbe implemened asanin-
terrupt senice routine or asa polling hander. In the
first casejt is automaically calledin caseof aninter-
rupt. For the secand case the dispathermustexecue
thehander sothatnetworking eventsarenotmissedn
caseof delayed processing We usea Soft-Timers[6]
like mechansm by usingthe clock interrupt hardler
to guaranteethe execution of the asyntironaus event
hardler atevery clock interrupt.

Eachcomponeat above is adced asa loadableker-
nel module Somemodules suchasthe serd request
hardler areoptional, asin the caseof SMP.C1C2and
SMP_C1C2S1,no sendprocessim is carried out in
the dedcated processor making the module unnece
essay. The minimal setof modulesrequred for the
TCPsener executim arethe dispacherandthe asyn
chronouseventhardler.

To idertify the existing modulesin the systemand
to notify thedispacherof aneventperding for acom-
porent,we usea mechaismsimilarto the Linux soft-
ware interrupt handers. Thereis a list of registered
compaents alongwith the handkr for eachof them.
This providesa mechaism to dynamically addor re-
move compaentsof the TCPsener.

TheSMP-basedimplemenationincludessupportto
dynamically increaseor reduce the sizeof the proces-
sor setallocatedto the TCP sener. At syseminitial-
ization, the kernd thread are startal on all available
processos in the sysem. A sulsetof theseslee, al-
lowing application procesingto take place.In caseof
high volume of serd requests,the monitar canwake
up thesethreads, which then execute the TCP sener
till the monitor signds themto sleepagain For the
purpose of load balancing and book-keepng neede
for dynamic recanfigurafon of the systan, the dis-
patcherperiadically callsthe monitor, whichtriggersa
recanfiguraion basel onthecurrert stateof the sharel
gqueue,theloadonthesystem or ary otherpolicy. The
default policy monitars the length of the quete and
maintans the low and high watermarls to trigger re-
corfiguration.
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4.2 TCP Sewer in Cluster-basedServers

In a cluserbased sener, the application hog and
the TCP sener are PCs comectedby a VIA-based
SAN asshowvn in Figure5. The TCPseneractsasthe
network endooint for the outdde world. Network data
is tunnded betweenthe applicationhostandthe TCP
sener acros the SAN using low latercy memory-
mappedcommunicéon.

4.2.1 SystemOverview

Thesocletcall interfaceis implemenedasausetlevel
communia@tion library on the application hod. The
library manage and maintans VIs on the hostand
communi@teswith the TCPsenerusing VI chamels.
The mappingfrom a socket to a VI chanrel is estab-
lished at the time of the first operdion on the soclet.
With this library, a soclet call is tunneledthrough a
VI chamel to the TCP sener. Onthe TCP sener, a
sodket provider moduleinterpretsthe sodet call and
perfaomsthe correpondng soclet operaion. There-
sultsarereturred to the apgication hog after the op-
eraton compldes.

In Table 2, we presentthe different implemena-
tions, the functiondity mappedo the TCP sener and
the optimizations usedin eachof theseimplemena-
tions. Cluste_baserefers to the stana@lonehostbased
Linux TCPIP implemenationonthesysem. Sinceall
the soclet operations are offloadedto the TCP sener,
C1, C2 andC3 areoffloadedto the TCPsener by de-
fault Implementingthe cluste-basd TCP Sener in
userspacemakesit possille for usto implementopti-
mizationsH1, H2 andH3. We alsoimplemengd opti-
mization S2asfollows:

e EagerReceveis anoptimizdion for thenetwork
receve procesing. The TCP sener eagely per
formsreceve opemationson behdf of thehog and
when the appication issues a receve call, data
is trarsferred from the TCP sener to the appli-
cation host. The TCP sener postsreceve for a

numbe of bytes,and continueswith further ea-
ger receiwe processing depeming on the rate of
dataconsumedby the host The sodket provider
usesthepol | systen call to verify if ary datais
read/ to be readfrom that sodket before issung
an eagerr ecv. The sodket provider keeps the
received dataon the TCP sener andtransersit
diredly into the apdication bufferswhenthe ap-
plication invokesarecave.

e Eager Acceptis an optimizationto the comec-
tion procesing. A dediatedthread of the TCP
sener eagely accets conrections upto a pre-
detemined maximum. Whenthe appication is-
suesanaccept , oneof the previously acceped
conrectionsis returned.

4.2.2 Implementation Details

Eachsoclet usedby the application is mappel to a
VI chanrel and hasa corresponling soclket endmint
onthe TCPsener. Thesysemasso@tesaregistered
memoryregion with eachVI chamelwhichis usedin-
ternally by the system. Sincethe mappng of a soclet
to a VI andits ass@iated memory regions is main-
tainedfor thelifetime of the soclet, thesememoryre-
gions can be usedby the sydem to perfom RDMA
transfersof control information and databetweenthe
apdication and the TCP sener. Thesememoryre-
gions include the sendand receve buffers asseiated
with eachsoclket. An RDMA-basedsignalling scteme
is usedfor flow contrd betweenthe appication and
the TCP sener, for using the soket sendandrecave
buffers.

As creatng VIs andconrecting themareexpensive
opeatiors, the soclet library on the application hog
credesapoolof VIs andrequestsconrectiorsonthem
from the TCP sener at the time of initialization. The
TCP sener is implemented as a multi-threadkd user-
level proces running on the network-dedicatednode.
The mainthreal of the TCP sener acceps or rejecs
VI conrectionrequestsfrom the hostdependingonits
existing load. On accepting a VI connestion request,
the mainthreal thenhandsover this VI comectian to
aworkerthreadwhichis thenrespasiblefor handing
all datatrandersontha VI.

Senerapplications usethe MemNetAPI [28] to ac-
cessthe networking subgstemin our prototype The
MemNetAPI allowsapplicatiorsto performserdsand
recavesboth synchronowsly andasyndironausly. The
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sendreceiwe primitivesprovided by the MemNetAPI
allow data to be transkrreddirectly to and from ap-
plication buffers. In orderto achkeve this, the applica-
tion needsto register its communicéion buffers with
the sysem. Theregi st er _nemand der egi s-
t er _memprimitivesenabk the appication to register
andderegistermemorywith the system.

The sync_send/ sync recv primitives return
to the appication only after the sendfeceve op-
eraton is offloaded to the TCP sener. The
async_send/ async r ecv primitivesimmediatly
retum job desciptors to the applcation. The job de-
scriptors can be usel by the application to checkthe
compldion staus of asynchranous operations. The
appication hasthe option of usingthej ob_wai t or
j ob_done primitivesto wait or poll respetively, for
compléion of theasyntironaus opeationspedfied in
the job descrptor. To guamnteecorredness the sys-
temassimesthatappicationsdo not overwrite buffers
spedfied aspartof anasyrchrorousopeiation, before
the operdion compldes.

Thesoclet provider usesthe stardardLinux sodket
implemerationin our protatype. This guaanteereli-
able transmissio of dataonce a soket sendis per
formed on the TCP sener. In sync_send, con-
trol retums to the application only after the entire
buffer is sentusing the TCP/IP soclet provider. In
async_send, contol returrs to the appication as
soonasthe sendis posta on the VI chamel corre-
spording to the sodet. The apgdication hasto avoid
overwriting buffers usel in asynchranoussendsuntil
the operation complketes.Figure6 compaesthesend

in atradtional systen with the sync_send andthe
async_send. In the figure, the dotted arrow indi-
cates thereturnof cortrol to the application. Thegap
in theapplcation processingindicatesthe durationfor
which the apdication is blocked on the send opera
tion.

5 Experimental Setup

For the SMP-basedmplemenation, we usedtwo
corfigurations: (i) a550 MHz Intel Xeon-baed4-way
SMP sysem with 1GB DRAM and 1IMB L2 cacte.
(i) a 300 MHz Intel Pentium-tased2-way SMP sys-
temwith 512 MB DRAM and256 KB L2 cache Both
configurations useda 3Com996-BT gigabit Etherne
adager. For the cluser-based TCP senerimplemen
tation, we usedtwo 300 MHz Pentiumll PCsthat
communcateover 32-hbit 33 MHz Emulex cLAN in-
terfacesandan8-part Emulex switch. TheTCPSener
was instdled with a 3Com996B-T Gigabit Etherne
adagpter. All thesygemsranLinux-2.4.16 kemels.

For the 4-way SMP basedTCP sener evaluaion,
we usedthe Apache 1.3.20 web sener [5] as the
sener applcation. The requests were gereratedus-
ing sclierts' [7] driven by threedifferent tracesshovn
in Table3

Currenty, thesocletlibrary in ourclusterbasedm-
plemenation does not support primitiveslikesel ect
on the soclet desriptors. This preventsus from us-
ing web sener apgdications like Apache which uses

lWe usedsclientsinsteadof httperfin this caseashttperfcould
notgenerge enoudh loadto saturatehe 4-way SMP system.



sel ect extensvely. We built a multithreadedweb
sener which servieshttp requestsfrom clients with-
out using sel ect. We usedour custan built web
sener to study the performanceof both implemerna-
tionsof the TCP Sener, with a uniform workload. We
usedthe 2-way SMP corfiguration for the SMP-based
implemenation. Therequestsfor thefilesweregerer
atedby aclientwith httpeif [22] usingbothHTTP/1.0
andHTTP/1.1protacols. The client useda synthetic
trace in which 16KBytefilesarerepededly requested.

6 TCP Server Evaluation

In this sectbn, we preset an evaluation of the per
formarce impad of the TCP Sener archtecture for
both SMP-base@ndcluser-basedseners.

6.1 Evaluation of SMP-baseal Implementations

In this sectbn, we evaluate several alterrative TCP
Senerimplemenationsfor the SMP systen. We vary
thenumberof processorsdedicatedto the network pro-
cessig,theamountof processirg offloaded to theded-
icated processaes, and the event notificaion mecha-
nismfor the sysem.

We study the performanceof a sener sysem for
eachof the abore implementations, compamg them
agains the unmodifieduniprocessr and multiproces-
sorkernds. We alsostudy the effect of the numberof
dedicatednetwork processorson the perfomanceof
the sener sysem.

To study the behaviou of SMP-basedl CP sener
implemenations, we first descibe the performance
evaluation for the4-way SMP sysem.

6.1.1 Resultsfor 4-way SMP

We usedthreetraces to drive our experiments: Forth,
Rutgers and Synthdic. Forthis from the FORTH In-
stitute in Greece.Rutges contdns the accesesmade
to themainsener atthe Departmenbf Compute Sci-
enceatRutges University in thefirst 25 daysof March
2000 Synthett is asynthetictracein which 16-KByte
files arerequested. Table3 descibesthe mainchamac-
terigtics of thesetraces

Throughput: In Figure7, we shav the throughput
attaned by the different SMP-basedl CP Sener im-
plemenations at satuation. For eachof the ten con-
figurations, we plot the perfomanceusing the three
traces. For the sale of clarity, we present only the

Logs # filesAvg file size# requestsAvg reqsize
Forth 11981 19.3KB| 40035 8.8KB
Rutgers 18370  27.3KB| 498646 19.0KB
Synthetic 128 16.0KB| 500000 16.0KB

Table 3. Main charactastics of WWW senertraces
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throughput at which eachof the configuations satu
rates.

Thefirst interestingobsewation we canmake from
thisfigureis thatthedifferenttracedeadto similar per-
formarce trends, even though their average requested
file sizesaredifferent. Anothea interestiny obsevation
is that dedcating two procesorsto network process-
ing is bette than dedicding only one. Dedicding a
processorto the TCP/IPprocessingis beneficidin all
the case. We alsoobseve that dedcating morethan
oneprocesorsis helpful in furtherimproving the per-
formarce of the sygem. Finally, configuitions that
use polling instead of interrupts consisterly outper
form the ones using interrupts. However, offloading
thesendprocessingandpolling(SMP.C1C2C3S1)are
morebendicial whentwo processorsaredediatedto
the network processing Overall, we can seethat of-
floading the network processingcanachieve improve-
mentsin throughputof up to 25-30% in the casesof
Rutges and Syntheic with two dedicded processos
and polling. This resut demorstrates that this TCP
sener architecture canindeedprovide significant per-
formarcegains

CPU Utilization: Figure 8 provides moreinsight
into theseresuts. The figure depids the bre&kdown
of the average CPU utilization of the apgication and
network procesorsfor the differentcorfigurationswe
study, usingthe Syntheic trace. Eachbar is broken
into use, system, andidle times.
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Figure 8. CPU usageat saturatiorfor Apacheon a
4-Way SMP Sener. Thesufiix A denotespplication
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The figure shaws that, whenonly one processoris
dedicatedto the network processimg, the network pro-
cesso becanesabotieneckand,consequatly, theap-
plication processoris not fully utilized and hasidle
time. Sincethe network processoris alrealy a bot-
tleneck, it is clea that loading it further with send
opemtionswill only degrace performance. With two
network procesors,thereis enaugh processimg power
to hande the network processimg, and the applica-
tion processorbecanesthe bottieneck In this case,
offloading the send opeatiors to the network pro-
cessos is beneficid, asshowvn in the figure. (Note:
Our implemenations using polling (SMP.C1C2S1
and SMP_.C1C2C3S1)with two network processos,
do notshow ary idle time for the network processos.
The reasonis thatwe categorize their polling time as
system time, ratherthan idle time). Overall, these re-
sultsclealy indicatethatthe bestsysten would beone
in which the division of labor betweenthe network
and application processorsis more flexible, allowing
for somemeasue of load balarcing. We arecurrertly
evaluaing animplemeration that performssuchload
balarcing.

Our experimentsreveal that using an SMP-based
TCP Sener implemenation, the perfamanceof a
a typical web sener improves by up to 28%. We
obseved that dedicating processos to asyndironaus
event handing improves the performaceof a typical
web sener. Using polling instead of interruptsasthe
asyrchrormous event notification mechamsm also im-
provesthe perfoomanceof the systen. Ourresuts also
indicate that the numbe of dedicatedprocessorsre-
quired dependson the appication workload.
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6.1.2 Resultsfor 2-way SMP

We descibe the performanceesvaluationfor the 2-way
SMP systemto presema uniform workload acrcssthe
SMP-basednd cluste-based implemenations of the
TCP Sener. We studied the perfarmanceof our sim-

ple multithreadednveb serner on a 2-way SMP sygem
running differentimplementations of the TCP sener,

descibed in Table1l. We varied the rate of requests
and measurd the rate of suaesfulHTTP replies as
the throughpu of the web sener. We used both

HTTP/1.0andHTTP/1.1 protocolsto measuresener
performancewith this syntretic workload.

Throughput: Figure 9 shaws the throughpu for
the simple web sener for different kernel configu
rations using the HTTP/ 1.0 protocol and Figure 10
showsthe throughputusing HTTP/1.1 protocol. For
the HTTP/1.1 protocol, we sendrequestsfor six files
on every opencomectian in burstsof three

In both case, we seethat offloading TCP process-
ing to dedicatedprocessos improvesthe performance
of thesygem. In thecaseof HTTP/1.0,we seethatthe
performanceof the senerincreasedby up to 10% us-
ing the TCP Sener implemenation. Evenin the case
of amoreefficient protocol (HTTP/1.1), with featuures
aimedat redudng networking overheals for appica-
tion seners we seethat our systen is able to pro-
vide improvemen of abou 6%. In both case, the
major performancebendit is due to the removal of
asyrchrorousnetwork eventsfrom the hog processor
We canalsoseethatthe offloading of sendprocessiry
helps only to a limited extent. This behaiour is due
to the dediated processorsaturating before the hog
processorandbeammingthebottlened in the sysem.
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6.2 Evaluation of Cluster-basedImplementation

We studied the performanceof a simple multi-
threaded web sener on the four clusterbased imple-
mentatonsof the TCPsener, descibedin Table2.

6.2.1 Results

We evaluae the cluger-based TCP Sener archi-
tecture by analyzing the perfaomance of a sim-
ple multi-threaced web sener. We compare
the perfaomance of the web sener using the
tradtional soclet APl in our prototype (Clus-
ter. C1C2C3H1) and using the primitives provided
by the MemNet APl (Cluster.C1C2C3H1H3 and
ClusterC1C2C3H1H2H3which requre buffers used
in communi@tion to be preregisteed. In Clus-
ter. CLC2C3H1H3, the web sener implemerna-
tion usesthe sync_send primitive and in Clus-
ter. C1LC2C3H1H2H3ijt usestheasync_send prim-
itive. We also presat the perfaomanceof the web
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senerusinga stardalore Linux hog-basel soclet im-
plemenation Clusterbasefor comparson.

Throughput with HTTP/1.0: Figure 11 shows
the throughput of the web sener as a function of
the offered load in requests/seond. All sysemsare
able to satisy the offered load at low request rates.
At high request rates we see a differerce in per-
formarce when Clusterbas satuatesat an offered
load of 700 requests/seond The web sener shavs
an improvementof 15% in perfomancewith Clus-
ter C1C2C3H1over Clusterbase Using the syn
chronousprimitives(Cluste_C1C2C3H1H3)theweb
sener is able to achiewe a performance improve-
mentof 22%. Cluste_C1C2C3H1H2H3hows a per-
formarce gain of abou 30% with the web sener
using asynchranous primitives like async_send.
Cluste_C1C2C3H1H2H3allows a better pipdining
of network send and helps the appication over
lap the latency of offloadng the sendprimitive over
the SAN with computdéion at the host. Clus-
ter. CLC2C3H1H2H3S2,which includes the Eager
Acceptoptimization, providedno addiional gainsince
it is nottheconnetiontime, but theactud requestpro-
cessng time thatdominaesthe network processing

For optimizaion S2,we alsoobseved thatthe Ea-
ger Receiveoptimization(not preented doesnotcon
tributeto ary perfoomancegain. In the Eager Receie
implemenation, the TCP sener usesthe pol | sys-
temcall to verify if datahasarrivedon a givensoclet.
This leadsto a slight performancedegrachtion at high
requestrateshy taking up someCPU time whenthe
TCPseneris alread satuated.

CPU Utilization with HTTP/1.0: In Figure 12,
we presemthe CPUutilization on the appication hog
(Host)and TCPsener (TCPS)for thefour implemen



tations, for the load at which Clusterbasesatuates.
At this load, the host CPU saturaesfor Clusterbase
whereasthe ClusterC1C2C3H1H3(Host)and Clus-
ter C1C2C3H1H2H3(Hosthare abaut 40%idle time.

With ClusterC1C2C3H1,sincethe web sener uses
only the traditional soclet basel API, it does not pre-
register buffers usedin communi@ation. As a resut,

copiestake up CPUtime andrediwce the idle time in

ClusterC1C2C3H1(Hostto 29%. The CPU utiliza-
tion onthe TCPsener (TCPS)shavs thatthe TCP/IP
processingoverheadhasbeenshiftedto the TCPsener
in theoffloadng-basedmplemenations. We have also
obseved thatat higher loads, the network processing
atthe TCPsener provesto bethebottleneckandeven-
tually saturatesthe processoron the TCP sener. It is
interestingto notethat the hostprocessorincurs high
system time overhead (abou 50%) even after offload-
ing TCP/IPprocesingto theTCPsener. We obseved
that on our sysem, a simple ping-pong utility (tvia)

providedwith the VIA implementdéion from Emulex

hasa systan time overheal of 30%whenusing 16KB

packetson a single VIA conrection Takinginto ac-
court the file sysem overheal (roughly 10%) for the
web sener, we canaccoun for the sysemtime over-

headon the hostprocessor We arecurrently trying to
undestandthe sysemtime overheadarisng from the
VIA implemenation to seehow this canbe avoided.

Throughput with HTTP/1.1: HTTP/1.lincludes
featues to alleviate someof the TCP/IP processing
overheads. The use of persstent comectins en-
ables reuse of a TCP comectin for multiple re-
gueds and amortizes the cost of comectian setup
and tearcdbwn over several requests. HTTP/1.1 also
allows for pipdining of requestson a conrection.
The workload used for this study is the same as
that usedfor HTTP/1.0. However, multiple requests
(six) were sentover eachsoclet connestion, in bursts
of three. Figure 13 shows the web sener through-
put in this case. The perfoomancegain achiewed by
ClusterC1C2C3H1H3is abou 12%, and by Clus-
ter CLIC2C3H1H2H3is 20%, over that of Clus-
ter_base. Theseperformancegains, are lower than
those achieved with HTTP/1.0. However, they shav
thatoursysemis ableto provide subgantid gainsover
thatof atradtional networking sysem,evenwhile us-
ing HTTP/1.1 featues aimedat reducng networking
overheadsfor apgdication seners.

Greatergainsare not possilde with this workload
becaise the TCP sener node becanes the bottle-
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neck at high loads. In fact, this explains why our
optimizatiors of Eager Receie and Eager Accept
(S2),do notimprove throughpu beyond that of Clus-
ter C1C2C3H1H2H3. These optimizatiors are in-

tended to improve the perfaomanceof the hostappli

cation atthe costof moreprocessingatthe TCPsener
node. However, speeihg up the hostdoes not really

help overall performancebecaise,at somepoint, the
performancebecaneslimited by the TCPsenernode.
This problemcanbealleviatedin threedifferentways:
by adapively balancing the load betwea the appica-
tion hostandTCPsener, by usingafaste TCPsener,

or by usingmultiple TCPsenersperapplicationnode.
We arecurrenly invesigatingtheseapproache.

7 RelatedWork

OS mechanmnsms and policies specificdly tailored
for senershave beenproposedin [8, 12, 26]. How-
ever, they do not study the effect of separéing the
apdication processing from network processing or
shidding the applcation from OSintrusion.

An important factor in the perfarmanceof a sener
is its ability to handke extremely high volume of re-
ceive requests.Undersuchconditions, the sydemen-
tersareceiwe livelock [20]. Several reseacherssug
gestthe useof polling on the sygem to prevent re-
cewe livelock andfor high perfoomance[6, 19, 30]. In
Piglet [24], the apgication is isolated from the asyn
chronouseventhanding using adedicatedpolling pro-
ces®rin anSMP

In  the Communicabn Servies Platform
(CSP) [29] project, the autlors suggest a sydem



archiecture for scalalte cluserbasedseners using
dedicated network nodesand a VIA-based SAN to
tunrel TCP/IPpacletsinside the cluser. CSPwasan
archiecture aimedto offload the network processing
to dedcatednodes. However, their resuts are very
preliminary and their goal was limited to using
dedicatednodesfor network processingin a multi-tier
datacener archtecture.

Recently releagd network interface cards have
been equiped with hardware supprt to offload
TCP/IPprocessimg from the host[2, 3, 10, 14, 17,32).
Someof thes cardsalso provide suppat to offload
networking protocol processirg for network attacted
storage devices including iSCSI,from softwareon the
hostprocessorto dediatedhardware on the adgpter.

QPIP[9] is anattemptto provide alightweight pro-
tocd for applicatiors which offloads network process-
ing to the Network Interface Card (NIC). However,
they implementonly a subt of TCP/IPon the NIC.
QPIPsugeestsanalterrative interfaceto thetraditional
socketsAPI but doesnot definea progjamminginter-
facethat can be exploited by appications to achiewe
bette performance. Moreover, perfomanceevalua-
tion presentedin [9] waslimited to communcationbe-
tweenQP-avareapplicatiors overa SAN.

Soclets Direct Protocol (SDP) [27] originally de-
velopedto support sener-clustering appications over
VI archtectue, hasbeenadopedaspartof the Infini-
Band spedfication. The SDPinterface makes useof
InfiniBand capailities and acceleation, while emu-
lating a standard soclet interfacefor apgications.

Voltaire hasproposeda TCP Termination Architec-
ture [31] with thegods of solving the bardwidth and
CPU bottlenecls which occur when othe solutions
suchasIP Tunnelng or bridging are usedto conrect
InfiniBand Fabricsto TCP/IPnetworks.

Direct AccessTranspot (DAT) [11] is aniniti ative
to provide a transmrt exploiting remotememoryca-
pabiities of interconned techrologies[13, 16]. How-
ever, the objecive of DAT is to exposethe benefitsof
remote memory semants only to intra-sener com-
municdion.

We proposeandevaluae the TCP Sener architec-
ture to offload TCP/IP processingin different scerar-
iosfor network seners We extendthisline of reseach
andexploretheseparéion of functionality in asysem.
We study theimpactof sepaation of functiondity not
only for a bus-basd multiprocesso system,but also
for aswitch-tasedcluger of dediatedprocessors
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8 Conclusions

In this pape, we introduceda network senerarcht
tecturebasedn offloading network processingto ded
icated TCP seners. We have implemerted andevalu-
atedTCP Senersin two differentarchitectuml scerar
ios: using adedicatednetwork processorin asymmet-
ric multiprocessr (SMP)senerandusingadedicated
node on aclusterbasedsener built around amemory-
mappel communi@tioninterconned. Usingour eval-
uations, we have quartified the impad of TCP/IP of-
floading on the performanceof network seners

Basedon our experienceandresuts, we draw sev-
eral corclusions: (i) offloading TCP/IP processingis
bereficial to overal systemperfaomancewhen the
sener is overloaded(performancegainsof upto 30%
were achieved in the scerarios we studed) (ii) TCP
seners requre subgantid computng resaurces for
complete offloading. (iii) the type of workload plays
a signficantrole in the efficiency of TCPseners. We
obsnedthat, depenling on the applicationworkload,
either the hog processoror the TCP Sener can be-
comethe bottlenedk. Hence,a schemeo balancethe
load betweenthe hog andthe TCP Sener would be
bereficial for sener perfomance.

We arein the process of perfarming more exper-
imentswith ead implemenation, implemening dy-
namicload balancingbetwea processos of different
classesandimplemening anoptimized TCPSenerfor
the cluster-basedimplemenation.
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