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Histogram-Based Prefiltering for Luminance and
Chrominance Compensation of Multiview Video

Ulrich Fecker, Marcus Barkowsky, and André Kaup, Senior Member, IEEE

Abstract—Significant advances have recently been made in the
coding of video data recorded with multiple cameras. However, lu-
minance and chrominance variations between the camera views
may deteriorate the performance of multiview codecs and image-
based rendering algorithms. A histogram matching algorithm can
be applied to efficiently compensate for these differences in a pre-
filtering step. A mapping function is derived which adapts the cu-
mulative histogram of a distorted sequence to the cumulative his-
togram of a reference sequence. If all camera views of a multi-
view sequence are adapted to a common reference using histogram
matching, the spatial prediction across camera views is improved.
The basic algorithm is extended in three ways: a time-constant
calculation of the mapping function, RGB color conversion, and
the use of global disparity compensation. The best coding results
are achieved when time-constant histogram calculation and RGB
color conversion are combined. In this case, the usage of histogram
matching prior to multiview encoding leads to substantial gains in
the coding efficiency of up to 0.7 dB for the luminance component
and up to 1.9 dB for the chrominance components. This prefiltering
step can be combined with block-based illumination compensation
techniques that modify the coder and decoder themselves, espe-
cially with the approach implemented in the multiview reference
software of the Joint Video Team (JVT). Additional coding gains
up to 0.4 dB can be observed when both methods are combined.

Index Terms—Image-based rendering, multiview video, video
coding, video signal processing.

I. INTRODUCTION

M ULTIVIEW video is a technique where an object or a
scene is recorded using a setup of several synchronous

cameras from different positions (see, e. g., [1]). The resulting
set of video sequences is called a multiview video sequence.
Such a dataset can also be referred to as dynamic light field. In
contrast to static light fields, where rigid and nonmoving objects
are described by images from various positions, dynamic light
fields make it possible to record moving objects or scenes.

The information contained in a multiview sequence can be
used to visualize the object or scene from any desired viewpoint
and with any viewing angle [2], [3]. Using image-based ren-
dering algorithms, photorealistic views can be generated even
for intermediate views, where no camera has been positioned
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during the recording process. Ideally, no geometric information
is required, and even objects with complex geometry or diffi-
cult surface characteristics can be displayed without additional
effort.

Frequently discussed applications for multiview video in-
clude three-dimensional television (3D TV) [4] as well as
free-viewpoint television (FTV), where the user is able to navi-
gate freely through the scene [5], [6]. In addition, image-based
rendering techniques can be applied in medicine, where 3-D
visualizations of inner organs of the human can be created [7].

The recording of multiview video creates a large amount of
data. Therefore, efficient compression techniques are required
to store or transmit multiview video streams. A straightforward
method for compression is simulcast coding, which means that
each camera view is coded independently using an existing
video codec, e. g., based on the H.264/AVC video coding
standard [8]. It is, however, possible to increase the coding
efficiency by exploiting not only the temporal correlation
between subsequent frames, but also the spatial correlation
between neighboring camera views [9]. This can be achieved
by modifying the motion compensation step in such a way that
references for the prediction are not only searched in temporally
preceding or succeeding frames, but also in frames from other
camera views. This means that both motion compensation and
disparity compensation is performed. Based on these consid-
erations, several coding schemes which extend the H.264/AVC
coding standard for multiview video have recently been pro-
posed (see, e.g., [10], [11]). A scheme based on hierarchical
B pictures is currently being standardized by the Joint Video
Team (JVT) of ISO/IEC MPEG and ITU-T VCEG [12]–[14].
The corresponding reference software [Joint Multiview Video
Model (JMVM)] is used for the coding simulations in this
paper.

When multiview video data are recorded, significant varia-
tions are often observed between the luminance and chromi-
nance components of the different views. These discrepancies
mainly originate from calibration differences between the
cameras, leading to global changes between the views. Global
miscalibrations can also arise when heterogeneous cameras are
used for recording multiview sequences. In addition to global
changes, local illumination variations occur because the same
object surface can appear differently from different angles [15].

Luminance and chrominance variations may impair the
performance of a multiview coder or a renderer. Therefore, it is
desirable to take them into account during the coding process.
As part of the standardization efforts of the Joint Video Team,
a block-based illumination compensation scheme has been
proposed which improves the coding efficiency by predictive
coding of the DC coefficient of the integer transform applied
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in H.264/AVC [16]. This process is inversed at the decoder
side, and, furthermore, the deblocking filter of H.264/AVC is
modified to eliminate possible blocking artifacts caused by this
approach [17].

In this paper, a different approach is used. In contrast to mod-
ifying the coder and decoder, a prefiltering step is introduced
which harmonizes the luminance and chrominance components
of the different camera views. Thus, the coder and decoder re-
main unmodified. The aim of this step is to achieve a higher
coding efficiency when the adapted sequences are coded com-
pared with the original ones. This prefiltering is also helpful for
image-based rendering because differences in luminance and
chrominance between the recorded camera views can lead to
incorrect illumination and color reproduction after view inter-
polation. By using histogram-based prefiltering, the user’s ex-
perience can be improved by freeing the rendering result from
disturbing brightness and color variations. Therefore, it is as-
sumed that the filtering does not need to be reversed on the de-
coder side.

Based on an idea outlined by Hekstra et al. in [18], histogram
matching is proposed to adapt all camera views to a reference
view in the center of the camera setup [19]. This method as-
sumes that a good fit of a distorted image to a reference image
may be obtained by adapting the cumulative histogram of the
distorted image to the cumulative reference histogram. The
advantage of this procedure is that no assumptions on the type
of distortion like brightness or contrast variations are made
and nonlinear operations may be considered. Since the same
correction is applied to the entire image, histogram matching
is especially useful to correct global discrepancies in the lu-
minance and the chrominance. However, local illumination
changes originating from surface orientation differences are
preserved. Because one aim of image-based rendering is to
visualize such complex surface characteristics, preserving them
is advantageous for a realistic rendering result.

This paper begins by describing the basic histogram matching
algorithm. It shows that the use of histogram-based prefiltering
improves the prediction across camera views, while in contrast
no coding gain is observed using the JMVM coder. Based on
these results, different extensions to the basic algorithm are pro-
posed for improving the coding performance. These extensions
are then combined in order to achieve the best coding efficiency.
Finally, results for different test sequences are presented and the
coding performance is compared with that of the illumination
compensation algorithm implemented in the JMVM coder. A
combination of both algorithms is also discussed.

II. HISTOGRAM MATCHING ALGORITHM

A. Description of the Algorithm

The basic histogram matching algorithm can be used to adapt
a distorted image to a reference image. The calculations are con-
ducted in the YCbCr color space. Here, an example is shown for
the luminance component Y, but the algorithm can be applied
for both chrominance components Cb and Cr in an analogous
manner.

The amplitude of the luminance signal of the reference image
is denoted by . As a first step, the histogram of the
reference image is calculated as follows:

if
else

(1)

Here, denotes the width and denotes the height of the image.
Next, the cumulative histogram of the reference image is
created

(2)

The histogram and the cumulative histogram of
the distorted image are calculated in the same manner. An ex-
ample for a reference image and a distorted image together with
their histograms and cumulative histograms is shown in Fig. 1.
The distortion that was used on the distorted image included a
gamma correction and a decrease in brightness. Therefore, its
histogram is shrinked and shifted to the left.

Based on the cumulative histograms and , a map-
ping function is derived. The mapping is found by matching
the number of occurrences in the distorted image to the number
of occurrences in the reference image

with (3)

This process is illustrated in Fig. 2. The mapping is then applied
to the distorted image , resulting in the corrected image

(4)

B. Correction of the First and Last Active Bin

When the described algorithm is applied, all values of the dis-
torted image below a certain threshold are clipped and remapped
to the first active bin in the histogram. This induces a brightness
offset in the corrected image for the dark values in the luminance
image. In order to avoid this effect, the first active bin value is
modified. The following additional step is only applied to the
luminance component, because the color components generally
do not suffer from clipping artifacts.

The algorithm described so far implies that, in the clipped
interval, the highest value of the reference image is used for the
values in the corrected image. The quality of the mapping can
be improved by using the center of mass of the values for this
interval in the reference image. The interval is and
the center of mass is calculated as:

(5)

Authorized licensed use limited to: Universitatsbibliothek Erlangen Nurnberg. Downloaded on October 20, 2008 at 04:19 from IEEE Xplore.  Restrictions apply.



1260 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 18, NO. 9, SEPTEMBER 2008

Fig. 1. Example histograms of the luminance component for a reference image (sequence “Ballroom”) and a distorted image. (a) Reference image. (b) Histogram
of the reference image. (c) Cumulative histogram of the reference image. (d) Distorted image. (e) Histogram of the distorted image. (f) Cumulative histogram of
the distorted image.

Fig. 2. Details of the mapping algorithm shown in a section of the cumulative
histogram.

This value is then applied in the mapping

(6)

To avoid the same effect when clipping occurs at the upper
boundary, the last active bin is modified as well. The upper in-
terval is , and the center of mass is calcu-
lated and applied in the mapping as follows:

(7)

Fig. 3. Example for the histogram of the corrected image compared with the
reference image and the distorted image (sequence “Ballroom”).

An example for the resulting histogram of the corrected image
with this mapping applied is shown in Fig. 3. The histogram of
the corrected image is closer to the reference histogram than to
the histogram of the distorted image. In this example, the his-
togram is stretched to fit the reference histogram when the algo-
rithm is applied. That is why there are luminance levels which
do not occur in the corrected image. This effect leads to sharp
drops to zero in the histogram, but it does not impair the visual
impression of the corrected image.

C. Application to Multiview Sequences

The described algorithm can be applied to multiview se-
quences in the following way. One camera view, which is close
to the center of the camera setup, is chosen as the reference
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Fig. 4. Prediction scheme assumed for the statistical analysis.

view. All other camera views are corrected so that their his-
tograms fit the histogram of the chosen reference view. This is
done frame by frame for the whole sequence, which means that
each time step is corrected individually.

III. EFFECT OF HISTOGRAM MATCHING ON

MULTIVIEW CODING

A. Statistical Evaluation of the Prediction Step

The method described in [9] was used to evaluate the effect
of histogram matching on multiview video coding independent
from a specific coding scheme. It was assumed that an encoder
would hold frames from a certain number of time steps for all
camera views in its memory (see Fig. 4). The current frame to be
predicted is marked as “P”-frame. For each block in the frame,
block matching is performed to find the reference block with the
minimum mean square error (MSE) compared with the current
block. For that, all temporally preceding frames (“T”-frames)
as well as frames from the same time step but from different
camera views (“S”-frames) are searched. The frame delivering
the minimum MSE is then chosen as the best reference for the
current block.

The number of temporal (T) and spatial (S) references is
counted for all frames in all views of the multiview sequence
and converted into percentages. These probabilities provide an
estimate for the number of blocks which benefit from prediction
across the different camera views. The frames marked by empty
rectangles in Fig. 4 are not searched because it could be shown
that their individual probabilities are rather small [9].

For the evaluation, several multiview test sequences were
used. The described block-matching scheme was applied to the
original sequences as well as to the sequences after histogram
matching had been performed. The results are shown in Table I.

The results show that the percentage of spatial prediction in-
creases when the sequences have been compensated using his-
togram matching. The gain in spatial prediction varies between
1.6% to 12.9%, depending on the characteristics of the specific
sequence. The results indicate that disparity-compensated pre-
diction across the camera views is improved by the harmoniza-
tion achieved by histogram matching.

B. Effect on the JMVM Multiview Video Coder

Here, the effect of the described algorithm on the perfor-
mance of multiview video coding is analyzed. Several test se-
quences were compensated using histogram matching and then
coded using the JMVM reference software (version 2.4). A GOP
length of 12 was used and the sequences cut after a length of 180
frames (96 frames for “Breakdancers”) to limit the simulation
time. Four BasisQP values were tested (22, 27, 32, and 37), as
specified in [20]. The average PSNR differences were then cal-
culated according to the method suggested by Bjøntegaard in
[21]. The difference between the encoder input and the decoder
output was used to calculate PSNR values. This means that these
values are derived based on the original sequence when his-
togram matching is not used, but when histogram matching is
used they are derived based on the compensated sequence.

In Fig. 5, the coding performance with and without histogram
matching is shown for a typical test sequence (“Ballroom”).
From the plot, it can be seen that the coding performance is
not improved when the basic histogram matching algorithm is
applied. Instead, it deteriorates slightly. The result contradicts
the statistical evaluation which showed that the spatial predic-
tion across camera views was improved by using luminance and
chrominance compensation. This can be explained by the fact
that temporal prediction still plays a very important role for the
coding efficiency. Because the histogram matching algorithm is
applied individually for each time step, variations may be in-
troduced between subsequent frames in the temporal direction.
Therefore, the temporal prediction may be less efficient due to
these variations, which leads to a small overall coding loss.

IV. EXTENSIONS TO THE ALGORITHM

In order to improve the coding performance, different modifi-
cations and extensions are introduced to the histogram matching
algorithm.

A. Time-Constant Mapping Function

The original algorithm was applied to the whole sequence on
a frame-by-frame basis. This meant that, for each time step and
camera view, a separate histogram was calculated, leading to a
separate mapping function. These mapping functions were then
used to correct the different time steps independently from each
other. This leads to a good fit of the different camera views at
each particular point in time. However, it can also lead to varia-
tions between subsequent time steps, which may deteriorate the
coding performance (as seen in the previous section) and affect
the visual quality.

Therefore, a modified algorithm is introduced in which the
histograms are summed up over all time steps for both the refer-
ence view and that which shall be corrected [22]. To achieve this,
the calculation of the histogram in (1) is modified as follows:

with
if
else

(8)

Here, denotes the amplitude of the luminance image
at time step of the reference view. The length of the sequence is

Authorized licensed use limited to: Universitatsbibliothek Erlangen Nurnberg. Downloaded on October 20, 2008 at 04:19 from IEEE Xplore.  Restrictions apply.



1262 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 18, NO. 9, SEPTEMBER 2008

TABLE I
RESULTS OF THE STATISTICAL ANALYSIS IF HISTOGRAM MATCHING IS USED COMPARED WITH THE RESULTS WITHOUT HISTOGRAM MATCHING

Fig. 5. Coding performance using the basic histogram matching algorithm
(“Ballroom”, eight views). Average PSNR difference: �0:26 dB (Y), 0.00 dB
(Cb), and �0:28 dB (Cr).

denoted by . If the histogram is calculated based on only a part
of the sequence, may also denote the length of this interval.

The cumulative histogram is calculated according to (2), and,
from that, a single mapping function is derived according to (3),
which is then applied to all frames. Using this method, variations
between subsequent time steps can be avoided.

The algorithm is still applied separately for each camera view
of a multiview video sequence with the exception of the refer-
ence view, which serves as a correction basis for all other views.
Therefore, if is the number of camera views, mapping
functions are derived.

Fig. 6 shows the coding performance when histogram
matching with a time-constant mapping function is applied.
The plot has also been generated using the “Ballroom” se-
quence and the JMVM reference coder. Compared with Fig. 5,
the coding efficiency has improved and is now slightly better
than the coding efficiency without luminance and chrominance
compensation.

B. RGB Color Space

The algorithm described so far operates in the YCbCr color
space, correcting the Y, Cb, and Cr components individually.
This choice is based on the fact that common video codecs op-
erate in this color space. In addition, the test sequences used are
for the most part stored in the YCbCr color space with a color
subsampling according to 4:2:0. However, the most common
cameras that could be used in recording the sequences will op-
erate in the RGB color space. Therefore, the correction algo-
rithm should be modified to work in this color space also.

Fig. 6. Coding performance using time-constant histogram matching (“Ball-
room,” eight views). Average PSNR difference: 0.05 dB (Y), 0.15 dB (Cb), and
�0:02 dB (Cr).

If the video data are stored as YCbCr sequences, a conver-
sion to RGB needs to be done. As the resolution of the Cb and
Cr components is reduced by a factor of 2 horizontally and ver-
tically, their original resolution is restored by bilinear interpo-
lation. After the conversion, the R, G, and B components are
processed separately using the histogram matching algorithm.
Then, the corrected sequences are converted back to the YCbCr
color space to be passed to the multiview encoder.

Although the data are converted from YCbCr to RGB and
back in floating-point arithmetic, there is a possibility of intro-
ducing a quantization error by using the histogram matching al-
gorithm. However, this effect can be shown to be rather small
and hardly affects the quality of the video sequences.

The coding performance for histogram matching in the RGB
color space is depicted in Fig. 7. The performance is improved
compared with the efficiency of the original algorithm in Fig. 5,
especially for the chrominance components.

C. Global Disparity Compensation

Since the distorted sequence and the reference sequence orig-
inate from cameras in different positions, they do not show ex-
actly the same content. Instead, there is a certain displacement
between the two camera views. It is therefore desirable to cal-
culate the histograms based only on the overlapping area. To
achieve this, a phase correlation algorithm is used to determine
the global disparity between the two sequences before the his-
togram calculation is performed.

The phase correlation method computes the cross-correla-
tion, which is efficiently implemented using the discrete Fourier
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Fig. 7. Coding performance using histogram matching in the RGB color space
(“Ballroom,” eight views). Average PSNR difference: �0:09 dB (Y), 0.39 dB
(Cb), and 0.30 dB (Cr).

transform (DFT). Only the phase information of the spectrum is
considered. After an inverse transformation, the highest peak in-
dicates the spatial offset of the two images [23].

However, applying global disparity compensation did not im-
prove the coding efficiency compared to the original algorithm
for the test sequence “Ballroom.” For this sequence, and for
many other available test sequences, the disparity between the
camera views is rather small, indicating that the nonoverlap-
ping area is also very small. Since global disparity compensa-
tion hardly has any effect on these sequences, it is not applied
in the remainder of this paper. However, it may be useful for se-
quences with larger disparities where the nonoverlapping area
is larger.

D. Time-Constant Histogram Matching in the RGB Color
Space

All of the extensions presented here can be used individually.
However, the coding performance can be further improved when
the extensions are combined. As global disparity compensation
has no effect for the sequences with rather small disparities, a
combination of only the time-constant histogram matching and
RGB color conversion is used.

The resulting coding efficiency is shown in Fig. 8. This com-
bination clearly outperforms all other variations of the algorithm
and leads to a significant improvement compared with multi-
view coding without prefiltering. It is therefore proposed to use
time-constant histogram matching with RGB color conversion
prior to multiview video coding, such as the process illustrated
in Fig. 9. Please note that in a practical setup for capturing and
coding, no additional color conversion is necessary for the pro-
posed algorithm since the conversion and downsampling steps
are performed anyway when the data is passed from RGB cam-
eras to the video coder, which works on YCbCr 4:2:0 data.

E. Effect on the Visual Quality

Increasing the coding performance by changing the se-
quences is only useful when the visual quality of the sequences
is not degraded [24]–[27]. Based on a subjective quality
evaluation of the various views before and after histogram
matching, no such degradation is found in this study. For some

Fig. 8. Coding performance using time-constant histogram matching in the
RGB color space (“Ballroom,” eight views). Average PSNR difference: 0.21 dB
(Y), 0.62 dB (Cb), and 0.55 dB (Cr).

sequences (e.g., “Ballroom”), the subjective quality remains
unchanged and no noticeable differences can be observed.
For other sequences, the visual impression is improved. The
original sequences “Crowd” and “Race1,” for example, contain
rather obvious variations between the color of identical objects
in neighbouring views, which impairs the visual impression.
After prefiltering, the color is harmonized between the views,
which is clearly advantegous not only for the subjective quality
of the multiview sequence but also for image-based rendering
applications.

F. Reversibility of the Algorithm

Depending on the application, luminance and chrominance
compensation can also be helpful for the renderer and therefore
does not need to be reversed. In this case, no additional data
needs to be transmitted. However, if necessary the compensation
can be approximately reversed by applying the inverse of the
mapping function (Fig. 10) to the decoded data. The amount
of additional data in this case is limited, especially for time-
constant histogram matching, since only one mapping function
per corrected view is involved for the whole sequence.

V. CODING RESULTS

In the previous section, it was shown that time-constant his-
togram matching with RGB color conversion provides the best
possibilities for extending the basic histogram matching algo-
rithm. Coding performance results based on these extensions are
shown in Figs. 11–13 (in addition to Fig. 8).

As can be seen from the plots, the coding performance is im-
proved for both the luminance as well as the chrominance com-
ponents in most cases. The PSNR of the Y component is typ-
ically about 0.2–0.7 dB higher using histogram matching. For
the Cb and Cr components, even larger gains of up to 1.9 dB
can be observed. For the “Breakdancers” sequence, the PSNR
of the luminance component is slightly decreased, but the PSNR
of both chrominance components is improved.

VI. COMPARISON TO ILLUMINATION COMPENSATION IN JMVM

Lee et al. [16] propose a different approach for illumination
compensation, which has been implemented in the JMVM soft-
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Fig. 9. Block diagram of the proposed algorithm. Time-constant histogram matching is applied in the RGB color space before color conversion, chrominance
downsampling, and multiview coding.

Fig. 10. Example for a mapping function in the RGB color space and its inverse
(Race1, view 0, R component).

Fig. 11. Coding performance using time-constant histogram matching in the
RGB color space (“Crowd,” five views). Average PSNR difference: 0.68 dB
(Y), 1.50 dB (Cb), and 1.84 dB (Cr).

ware (denoted as “JMVM-IC” in the future). The idea is to
modify the coding of the DC coefficient in the transform do-
main. When Inter prediction across different camera views is
used, the DC coefficient corresponds to the illumination differ-
ence between the currently coded macroblock and the reference
macroblock from the reference view. If there is an illumina-
tion offset between the reference image and the currently coded
image, the DC coefficients of neighbouring macroblocks will be
highly correlated.

Therefore, a predictor is introduced which calculates an es-
timate for the DC coefficient of the current macroblock from
those of the surrounding macroblocks. By using this method,
the number of bits needed to code the DC coefficient can be re-
duced. Resulting PSNR gains of 0.1–0.7 dB are reported in [16].
Since this process modifies the coding process, it has to be re-
versed in the decoder.

One advantage of JMVM-IC is that both global and local il-
lumination changes can be considered. The method also does
not change the output sequence, which is useful if the occurring

Fig. 12. Coding performance using time-constant histogram matching in the
RGB color space (“Race1,” eight views). Average PSNR difference: 0.42 dB
(Y), 1.22 dB (Cb), and 1.41 dB (Cr).

Fig. 13. Coding performance using time-constant histogram matching in the
RGB color space (“Breakdancers,” eight views). Average PSNR difference:
�0:10 dB (Y), 0.22 dB (Cb), and 0.28 dB (Cr).

illumination changes need to be preserved for the desired appli-
cation. The advantage of histogram matching, on the other hand,
is that it can compensate for all kinds of camera calibration er-
rors which do not necessarily lead to a pure DC offset. Since
it is used as prefiltering, the changes to the multiview sequence
remain at the decoder output. Although this will be beneficial
for rendering in most cases, it could sometimes be undesirable.
In that case, an approximate inversion can be achieved using the
inverse of the mapping function (see Section IV-F).

In the following, we will compare the gain in coding effi-
ciency achieved by histogram matching to JMVM-IC. Since
histogram matching is used as a prefiltering step—in contrast to
JMVM-IC, which modifies the coding process—both methods
can be combined. The resulting PSNR curves are shown in
Figs. 14–17 for the same test sequences used before. For an
easier comparison, the average PSNR gains are additionally
summarized in Table II. Based on the luminance component
(Y), both methods are able to achieve a coding gain in most of
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Fig. 14. Coding performance using time-constant histogram matching with
RGB color conversion compared with illumination compensation in JMVM
(“Ballroom,” eight views). (a) Y component. (b) Cb component. (c) Cr
component.

Fig. 15. Coding performance using time-constant histogram matching with
RGB color conversion compared to illumination compensation in JMVM
(“Crowd”, 5 views). (a) Y component, (b) Cb component, (c) Cr component.

the sequences. It is only in the sequence “Breakdancers” that
histogram matching does not improve the coding result for the
Y component. For all other sequences, the combination of both
methods shows the best performance.

Regarding the chrominance components (Cb and Cr),
JMVM-IC hardly has any effect on the coding performance,
except for the “Race1” sequence. Histogram matching, in
contrast, significantly improves the performance for all four
test sequences.

To summarize, the best performance in most cases is
achieved when both methods are combined. In this case, his-
togram matching as well as JMVM-IC contribute to the coding

Fig. 16. Coding performance using time-constant histogram matching with
RGB color conversion compared to illumination compensation in JMVM
(“Race1”, 8 views). (a) Y component, (b) Cb component, (c) Cr component.

Fig. 17. Coding performance using time-constant histogram matching with
RGB color conversion compared to illumination compensation in JMVM
(“Breakdancers”, 8 views). (a) Y component, (b) Cb component, (c) Cr
component.

gain in the luminance component, while the coding gain in
the chrominance components is mainly achieved by histogram
matching.

VII. SUMMARY AND CONCLUSION

Prefiltering based on a histogram matching algorithm has
been proposed to compensate the luminance and chrominance
variations between the different camera views of multiview
video sequences. A basic algorithm has been presented, and
through statistical analysis it was shown that it is able to im-
prove the spatial prediction across the different camera views.
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TABLE II
AVERAGE PSNR GAINS OF HISTOGRAM MATCHING, JMVM-IC AS WELL AS A COMBINATION OF HISTOGRAM MATCHING AND JMVM-IC. THE PSNR

DIFFERENCES ARE ALWAYS CALCULATED COMPARED TO MULTIVIEW CODING WITHOUT LUMINANCE OR CHROMINANCE COMPENSATION

To achieve a coding gain, possible extensions to the algo-
rithm were introduced, and it was shown that time-constant his-
togram matching with RGB color conversion is the best option.
Coding tests using the JMVM reference coder were performed
for different test sequences. For most of the tested sequences,
the coding performance could be significantly increased by up
to 0.7 dB for the luminance component and by up to 1.9 dB for
the chrominance components.

Histogram-based prefiltering was also combined with the il-
lumination compensation method implemented in the JMVM
software. It was shown that the coding performance is improved
even further when this combination of both algorithms is used.

If the whole sequence is not available for filtering (e.g., during
a real-time transmission), the time-constant histogram matching
algorithm will need to be extended so that it can be applied in-
dividually on small parts of the sequence. Future studies should
focus on different approaches for achieving this. One possibility
is a sliding-window approach, where the mapping for each time
step is found using a window of a certain size around the time
step. It might also be beneficial to detect scene changes and
restart the histogram calculation after a scene change has oc-
curred. If the video data is recorded using a fixed camera setup,
mapping functions for each camera could also be generated in
advance during a calibration step and then applied in real time
during the recording and transmission of the multiview video.

Currently, the view in the center of the camera setup is manu-
ally chosen as the reference view. However, if this view itself is
distorted, it is better to choose another reference. In the future, a
more sophisticated selection of the reference view should be car-
ried out prior to histogram matching. For example, a method for
identifying and excluding outliers from possible reference views
should be developed. The reference view could then be chosen
from the remaining views based on histogram differences be-
tween views or distance from the center of the camera setup.
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