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Abstract

There is no reasonable doubt that the hippocampus plays an important role in memory processing. A virtually uncountable number of studies in
animals and humans have revealed changes in neural activity in this structure during memory formation [Squire LR. Memory and the hippocampus:
a synthesis from findings with rats, monkeys, and humans. Psychol Rev 1992;99:195–231; Squire LR, Stark CE, Clark RE. The medial temporal
lobe. Annu Rev Neurosci 2004;27:279–306], and hippocampal damage reliably leads to impairments in a large number of memory tests. However,
while several correlates of successful memory formation have been found in the hippocampus, it is still an open question why specific neural
processes support encoding of a particular item. An answer to this question would help to resolve current debates about which memory functions
are actually supported by the hippocampus, and why activity in the neural networks of the hippocampus is involved in, or even necessary for, some
memory processes but not for others. In this review, we first summarize findings on the electrophysiological activity within the hippocampus during
different memory processes. We try to differentiate whether the hippocampus is merely involved in these processes, or whether the hippocampus
appears to be necessary for them. Based on a distinction between a more general “encoding state” and the more specific process of “content-specific
memory formation”, we review data on neural representations within hippocampus and neocortex. We suggest that during memory formation, the
hippocampus renders neural representations more sparse by providing an inhibitory signal to the neocortex.
© 2007 Elsevier B.V. All rights reserved.
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1. Memory systems supported by the hippocampus

In this section, we present data indicating that the
hippocampus is involved in or necessary for (a) episodic long-
term memory (LTM), (b) semantic LTM, (c) non-declarative
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Table 1
Memory effects in the hippocampus

Long-term memory Working memory

Declarative Non-declarative

Episodic Semantic

Hippocampus involved Yes Maybe Yes [17] Yes [59,50,5]
Hippocampus necessary Yes [53] Probably

not [64]
Maybe [79] Maybe [1,30,50,52]

Electrophysiological signature: ERPs Subsequent memory related
positive late potential [26]

– – Load-dependent
negative DC shift [5]

Electrophyisological signature: oscillations Power decrease in lower gamma
band [23], increase in high
gamma band [67]

– – Power increase in
gamma band activity
[34,5]

Electrophysiological signature: single units Decrease in firing rate [11] – – –

(implicit) forms of LTM, and (d) working memory (WM). We
also describe a necessary role of the hippocampus in episodic
memory and some forms of implicit and WM involving multiple
items or associations. An overview is given in Table 1.

Episodic (or autobiographic) memory refers to the ability
to perform a “mental time travel” [73] and consciously access
one’s own experiences, together with the role one has played
in these experiences. Together with semantic memory, which
allows for the conscious retrieval of facts and general knowl-
edge without associated autobiographical information, episodic
memory is also termed declarative, i.e. consciously accessi-
ble, memory [69]. The best-known example of a clear episodic
memory impairment following hippocampal lesions in human
subjects is patient H.M., who underwent bilateral removal of
the hippocampus due to pharmacoresistant epilepsy [53]. Even
patients who have unilateral hippocampal damage, e.g., due to
ammons horn sclerosis, often have severe material-dependent
memory impairments: Patients with damage to the language-
dominant hemisphere often have deficits in verbal memory,
whereas spatial memory is typically impaired in patients with
lesions contralateral to the dominant hemisphere [32]. The role
of the hippocampus for semantic memory is still debated; while
H.M. had extensive deficits, e.g., in the detection of ambiguity
in sentences [45], these deficits were not significant in other
patients with more selective hippocampal deficits [64], sug-
gesting that semantic memory predominantly requires lateral
temporal regions. This explanation is in line with findings that
semantic memory depends on consolidation, which is related
to information transfer into the neocortex and decreasing hip-
pocampal engagement (e.g., [77,4]).

Initial studies with H.M. and other patients indicated that
these patients were not impaired in a variety of tasks involv-
ing WM, defined as the ability to maintain and manipulate
information over a short period of time [6]. Recently, how-
ever, this seemingly clear distinction between LTM processes
in the hippocampus and extra-hippocampal WM processes has
been questioned [58]. Doubts have arisen from several sources.
First, a variety of functional magnetic resonance imaging (fMRI)
studies in healthy subjects showed that the hippocampus was
activated in WM experiments. While some of these studies found

increased activation even during maintenance of a single item
[59,65,50], others reported activation only during maintenance
of inter-item associations [54] or simultaneous maintenance of
multiple items [5]. The different results with respect to hip-
pocampal activation during maintenance of a single item may in
part be explained by the use of different baseline conditions in
these experiments, and further studies are needed to clarify the
role of the hippocampus in WM tasks.

However, these studies provide converging evidence that the
hippocampus is activated during maintenance of multiple items
in WM. Similarly, patients with hippocampal damage did show
impairments in WM tasks if these involved maintenance of mul-
tiple items [1] or maintenance of associations between items
[30,52]. The apparent discrepancy to earlier clinical findings that
patients with hippocampal damage are not impaired in WM tasks
is likely due to the use of different paradigms: whereas early
studies used simple delayed matching to sample tasks involving
maintenance of a single item, these recent studies utilized more
complex paradigms requiring maintenance of multiple items or
inter-item associations. Similarly, early clinical investigations
found no impairments in patients with hippocampal lesions in
tasks involving non-declarative (implicit) forms of LTM for-
mation such as procedural learning and priming [14], but more
recent neuroimaging studies did find activation of the hippocam-
pus in implicit learning tasks involving associations [17]. Again,
patients with hippocampal damage showed impairments in these
tasks [79], suggesting that the criterion for hippocampal involve-
ment is mostly the use of associative material, and not the
particular type of memory.

2. Functional methods for studying memory processes

In addition to the observation in neuroimaging studies that
the hippocampus is activated during some WM tasks, patient
data suggest that the hippocampus plays a causal role in WM
tasks. However, these studies cannot explain why this structure
is so important for these tasks. Similarly, the well-known stud-
ies relating hippocampal damage to LTM impairments cannot
explain why the hippocampus is crucial for LTM. How can the
question of the hippocampal involvement in specific memory
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processes be resolved? It appears crucial to understand why
the particular neural architecture of this structure makes it well
suited to support specific memory processes (and to be even
necessary for them).

Neuroimaging findings reporting hippocampal activation
during these tasks are thus insufficient: detecting activation
in a brain structure does not explain why this brain struc-
ture supports a specific cognitive process. Thus, the specific
spatiotemporal activity patterns in the hippocampus during dif-
ferent tasks need to be investigated. Unfortunately, while fMRI
has the advantage of being readily usable in healthy subjects
and is thus the method of choice if the localization of activity
in the entire brain is investigated, its relatively low temporal
resolution severely restricts the distinction of specific tempo-
ral patterns. In some cases, sustained activations, which are
considered to underlie the continuous maintenance of infor-
mation during WM tasks, can be distinguished from more
transient patterns (e.g., [13,15]), but neural activity on a sub-
second scale cannot currently be investigated. Moreover, the
neural processes correlated with the BOLD response are far
from evident and difficult to investigate. The first results on
this issue were obtained by simultaneous electrophysiologi-
cal and fMRI recordings in animals. These studies indicated
that a BOLD increase in the visual system correlated stronger
with local field potentials, likely reflecting synaptic inputs,
than with single-unit activity [44,37]. In humans, simultane-
ous intracranial EEG (iEEG) and fMRI recordings are currently
not possible due to safety considerations. However, several
recent investigations used the same paradigm subsequently
in epilepsy patients with iEEG electrodes and healthy con-
trol subjects [9,49,5]. This approach is particularly interesting
because the two methods can be considered complimentary:
while fMRI allows the identification of significantly active
regions in the entire brain of healthy subjects, iEEG record-
ings provide direct insights into the neural processes in these
regions.

These studies indicate that BOLD responses are better
correlated with activity in high rather than low frequency
ranges, although low-frequency activity is the most important
contributor to event-related potentials (ERPs). For the hip-
pocampus, data are still rather scarce. An increase in gamma
power and a negative shift of the direct current (DC) poten-
tial was found to accompany an increased BOLD response
during WM maintenance of an increasing number of items
[5], suggesting that negative potentials in the hippocampus
and increased gamma activity correlate with an increased
BOLD response. However, studies of LTM formation in a
word list-learning paradigm suggest that the polarity of hip-
pocampal components which correlate with an increased BOLD
response may be variable: while subsequent memory in this task
correlated with an increased late positive hippocampal poten-
tial in iEEG recordings [26], it induced an increased BOLD
response in an fMRI study using the same paradigm [71]. This
relationship is particularly interesting because positive poten-
tials may correspond to inhibition of activity [68], suggesting
that LTM formation is linked to an inhibitory signal in the
hippocampus.

3. Intracranial EEG data of memory processes:
activation of inhibition?

Given the variable relationship between BOLD response and
neural activity, fMRI recordings cannot explain why processes
within the hippocampus are required for some memory pro-
cesses but not for others. Electrophysiological experiments, on
the other hand, allow for a much higher temporal resolution and
can be performed in animals and (during presurgical invasive
EEG recordings) in human epilepsy patients.

As mentioned above, subsequent memory to individual words
correlated with a more pronounced late positive potential in the
hippocampus of epilepsy patients [26]. However, subsequent
memory effects on event-related potentials might be different
for other types of stimuli: for example, in a recent study using
rare and abundant items from two different categories (faces and
houses) as stimuli, we found a pronounced subsequent memory
effect on the P300 component (which has a negative polarity in
the hippocampus), but no late positive component (unpublished
data). The P300 component (though with a negative polarity in
the hippocampus) has been linked to inhibitory processes [66],
again suggesting a link between memory formation and inhibi-
tion. Time–frequency analyses of these data allow to investigate
the effect of subsequent memory on oscillatory activity in the
hippocampus, which is particularly interesting because it links
these human data to more mechanistic studies in reduced sys-
tems such as intracellular recordings from animals or from brain
slices. Several effects of subsequent memory on activity in the
hippocampus have been described (see Table 1). First, subse-
quent memory correlated with a decreased activity in the lower
gamma frequency range (32–48 Hz; [23]), but with an increased
activity in the high gamma band (44–64 Hz; [67]). Second, apart
from effects on power, we observed an increased inter-trial phase
coherence during subsequently remembered as opposed to for-
gotten items (unpublished data). These findings may be related to
data from animals, where stimulus presentation and direct elec-
trical stimulation induces a reset of ongoing activity in the theta
range [47]. As a result, stimulus representations are locked to a
specific phase of theta activity, which has been shown to induce
long-term potentiation or depression, the probable cellular corre-
lates of memory formation ([35,33]; for a recent review, see [3]).
Third, phase synchronization of the hippocampus with the adja-
cent rhinal cortex was found to be enhanced in the gamma band
(32–48 Hz; [23]) and in the low-frequency range (1–19 Hz; [24])
during presentation of subsequently remembered as opposed to
subsequently forgotten words.

In addition to these findings from iEEG recordings, the neural
processes underlying memory formation have also been investi-
gated using microelectrodes, which allows for the identification
of individual action potentials from single cells. Single-unit
recordings thus provide the most specific information about cel-
lular neural processes in the human hippocampus. In a series of
studies, Itzhak Fried and colleagues investigated changes in fir-
ing rate of individual neurons within different subregions of the
medial temporal lobe (MTL) during various memory tasks. In a
first study, subjects were exposed to a large number of faces with
varying emotional expressions and to different objects and later
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underwent an old/new recognition task with the same and dis-
tractor stimuli [28]. Whereas activity in many brain regions was
significantly altered (either increased or decreased) when an item
had been presented previously, it did not significantly depend on
the subject’s response. A similar experiment by Rutishauer et al.
[63] confirmed the finding that firing rate during recall predicted
previous exposure to a stimulus—even more accurately than the
subject’s response.

To investigate subsequent memory effects on neural firing
rate, Cameron et al. [11] recorded single-unit activity from
the medial temporal regions during a paired associate word-
learning task. They found that the discharge frequency of single
units from the hippocampus during encoding was correlated
with subsequent memory of the pairs; importantly, in most neu-
rons the firing rate was significantly lower during presentation
of subsequently remembered than forgotten pairs. Also during
recognition, hippocampal neurons showed an inhibition of fir-
ing rate below baseline upon repeated presentation of the same
stimulus, while parahippocampal neurons did not respond to
the stimulus anymore at all [74], consistent with the effect of
repetition suppression in this region (e.g., [72]). These find-
ings suggest an intriguing hypothesis: inhibition might be a
mechanism used by hippocampal neurons to support sparse stim-
ulus encoding in adjacent regions. In other words, successful
memory formation might be linked to activation of inhibitory
units in the hippocampus, which subsequently refine the neu-
ral representation of stimuli in the neocortex [74]. The decrease
in firing rate observed with microelectrodes fits well with the
observed increase in higher gamma power, because oscilla-
tions in the gamma band are likely due to activity in inhibitory
interneuron networks, which restrict firing in hippocampal pyra-
midal cells to specific time windows [76]. Hippocampal activity
during states with abundant gamma (and theta) oscillations
is relatively low, probably due to an inhibition of hippocam-
pal pyramidal cells by cholinergic inputs [10,31]. However, it
should be noted that although synchronization in the gamma
band is linked to inhibitory interneurons, it requires activation
as well.

A further line of evidence supporting the hypothesis that
the hippocampus transmits an inhibitory signal to the neocor-
tex during LTM encoding comes from studies on event-related
potentials (ERPs). As described above, subsequent memory
effects on hippocampal ERPs have both been observed on a late
positive component during encoding of words [26] and on the
hippocampal P300 component during encoding of novel faces
and houses (unpublished data). In the hippocampus, there are
no clear data so far showing whether a positive component
corresponds to an increase or a reduction of cellular activity.
Such a relationship has been established in the neocortex, how-
ever: here, slow positive potentials (with a similar latency as
the late component in the hippocampus) are related to inhibition
(e.g., [8]), as for instance demonstrated by a disfacilitation of
the startle reflex [66]. In general, subsequent memory effects in
ERPs recorded with scalp EEG (e.g., increased P300 and late
positivity) are usually positive [25], suggesting that neocortical
ERP correlates of memory formation correspond to a decreased
neural activity in the neocortex.

These data show that similar potentials in the hippocampus
and neocortex are enhanced due to successful LTM encoding,
and suggest that at least in the neocortex, this correlates with
a reduction of cellular activity. But is there any evidence that
the hippocampus actually causes these neocortical subsequent
memory effects? First, patients with hippocampal lesions show
impaired LTM encoding, indicating that the integrity of the hip-
pocampus is required for these tasks (see above). Second, a direct
relationship between the neocortical P300 component (which is
larger for subsequently remembered items) and the hippocam-
pus has been shown by Knight [38] who investigated patients
with hippocampal lesions and found a clear reduction of the
P300 response to novel items recorded with scalp EEG. This
suggests that the proper functioning of the hippocampus is actu-
ally required for a memory-related attenuation of activity in the
neocortex.

Taken together, there is some evidence that the subsequent
memory effects in the hippocampus are linked to increased inhi-
bition in this region, which is then transmitted to the neocortex.
This hypothesis is explained further below.

4. Content-specific memory formation versus the
encoding state

Why do these neural processes support memory formation?
Some conceptual clarification is necessary here. In his article
“What is a neural correlate of consciousness”, Chalmers [12]
argues that two different meanings of “correlate of conscious-
ness” can be distinguished. On the one hand, general neural
processes supporting consciousness (e.g., as compared to coma)
can be investigated. On the other hand – and according to
Chalmers, this is probably the more interesting case – the neural
representation of a specific content while it is consciously pro-
cessed can be compared to the neural representation of the same
content when it is not processed consciously. This distinction
can also be drawn in the context of memory formation: a central
question concerns the neural processes during encoding of a par-
ticular item, not the neural processes favoring memory formation
or an “encoding state” in general. Among the latter are also the
neural bases of psychological processes such as attention, moti-
vation (or consciousness) which support memory formation in
one way or another, but are not specifically involved in success-
ful encoding of a particular item—they rather facilitate encoding
of a large group of similar items. The neural correlate of a spe-
cific content, on the other hand, is the neural representation of
this content, and the correlate of content-specific memory forma-
tion refers to the modification of this representation by memory
formation. As this approach requires first to find out the neu-
ral representation of this particular content, the next paragraph
will give a brief overview of the principles underlying neural
representations within neocortex and hippocampus.

5. Neural representations within neocortex and
hippocampus

In principle, two different ways of stimulus representation,
or “coding schemes”, have been proposed: “Sparse coding” by
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a small group of neurons, and “distributed coding” by neural
assemblies. According to a conceptually relatively simple idea,
the central nervous system responds to a stimulus in an increas-
ingly specific (“sparse”) way when a stimulus is being processed
and analyzed in consecutive perceptual stages [39]. According
to this idea, in higher processing stages only a very small number
of highly selective neurons, or even a single neuron, responds to
each particular stimulus. Indeed, stimulus representations in the
visual system appear to be consistent with this idea. For example,
a complex visual stimulus (e.g., a face) elicits increased activ-
ity in a high percentage of cells in the primary visual cortex.
This activity does not depend on the identity of the face or on
complex properties such as its gender or emotional expression,
but on low-level properties such as contrasts and the angle of the
visual field covered by the stimulus. Moreover, adjacent neurons
in this region respond to adjacent positions in the visual field,
i.e. this region shows a topographical organization with respect
to spatial position (accordingly, in the primary auditory cortex,
adjacent neurons respond to adjacent frequencies). When the
stimulus is consecutively analyzed in higher-order visual areas,
its representation depends on increasingly more complex stimu-
lus properties both concerning the identity of the stimulus, which
is being processed in the “what-” stream of the temporal cortex,
and concerning spatial features, which are being processed in the
parietal “where-” stream. Neurons in the inferior temporal cor-
tex as the final processing stage of the “what-” stream respond
specifically to stimulus categories such as faces, houses, places,
or objects (e.g., [2]).

During these later processing stages, stimulus representa-
tions become increasingly specific, i.e. they evoke responses
in a decreasing number of cells; this is linked to the fact that
the topographical organization of higher order regions follows
increasingly complex stimulus dimensions (e.g., [18]). When
stimulus processing reaches the hippocampus, individual neu-
rons were shown to respond to the identity of a stimulus, even
if this stimulus is being presented in perceptually completely
different ways [55]. For example, the same neuron increases its
firing rate when pictures of the actress Jennifer Aniston are pre-
sented and upon presentation of the written or spoken words
“Jennifer Aniston”, but not upon presentation of the pictures of
other actresses. Calculations based on the number of neurons
in the hippocampus, the number of electrode contacts, etc. sug-
gest that only a relatively small proportion (<1%) of all cells
in this region respond to each specific stimulus [75], consistent
with the idea of “sparse coding” in the hippocampus. However,
there are still a considerable absolute number of neurons in this
region which respond to a particular stimulus (around one mil-
lion; [75]). Thus, while hippocampal representations are sparse
as compared to neocortical stimulus representations, they are
still distributed because in absolute numbers, a large quantity of
cells responds to each stimulus.

Are these neural representations in the hippocampus orga-
nized in a topographical manner, i.e. do spatially adjacent
neurons respond to “similar” inputs? This question is impor-
tant because only in this case, field potentials (such as ERPs)
from the hippocampus could be specific for a given stimu-
lus, and subsequent memory effects on field potentials could

be specific modifications of a given stimulus representation
(“content-specific memory formation”): field potentials arise
from the averaged activity of spatially adjacent neurons and are
thus a measure for the similarity of synaptic inputs to these
neurons. In humans, there is some evidence for category, but not
stimulus specificity of hippocampal field potentials [40]; a recent
study by Quiroga et al. [56] shows that cells recorded by adjacent
microelectrodes do not respond to similar stimuli and stimulus
decoding did not improve when correlations between multiple
neurons were taken into account. Similar results were obtained
in rodents, where activity of closely adjacent neurons did not
show increased correlations as compared to more remote neu-
rons [61], in contrast to earlier findings [29]. Thus, although it is
still possible that a topographical organization in the hippocam-
pus according to more abstract stimulus dimensions exists, there
is currently no experimental evidence for this. Theoretical con-
siderations even suggest that a non-topographical organization
of stimulus representations in an intermediate storage is advan-
tageous for efficient information encoding [46,42].

Taken together, while modality-specific regions of the ventral
visual stream show a clear topographical organization, there is
no evidence for such an organization in the hippocampus. Hip-
pocampal subsequent memory effects obtained by field potential
recordings are therefore most likely not related to learning-
related modifications of a specific item, but rather support
memory by a more general mechanism. In other words, these
effects are not the neural correlates of content-specific memory
formation, but rather related to an encoding state. However, they
may serve to provide an inhibitory signal to neocortical represen-
tations which renders them more sparse. The next paragraph will
turn to the relationship of encoding-related electrophysiological
activity in the hippocampus and neural representation patterns
in the neocortex, i.e. the neural correlates of content-specific
memory formation.

6. Learning modifies stimulus representations

As described in Section 4, content-specific memory forma-
tion, i.e. memory encoding of a particular event, corresponds to
the modification of the neural representation of this event due
to memory formation. For example, when you meet a person
the first time and encode her face into episodic memory, the
neural firing patterns elicited by this face are modified and the
neural representation of the face is being embedded into a cer-
tain context. There is indeed considerable evidence on the effect
of learning on stimulus representations. However, it should be
noted that these studies were performed in monkeys, which
does not allow for a fine distinction between different types of
LTM; it is possible that specific kinds of LTM induce different
modifications in stimulus representation (see next section). In
monkeys, neural responses in the inferior temporal cortex were
more selective to learned than to unlearned items [7]. Interest-
ingly, while the maximal response to the “optimal” stimulus
remained stable during learning, the response to other stimuli
decreased significantly, indicating that learning involves sup-
pression of irrelevant (and not amplification of relevant) activity.
A more recent study by Freedman et al. [27] found that even
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the response to the optimal stimulus decreased during learn-
ing. Activity of stimulus-specific neurons in many brain regions
including the prefrontal cortex [57] and the inferior temporal
cortex [43] decreased with repeated stimulus exposure, again
consistent with a sharpening of the representations of individ-
ual items. Even in the hippocampus, stimulus-specific neurons
showed modifications of their firing rates in tasks involving
the formation of new associations [78], which became more
selective after extensive exposure [80].

In a recent review on representations in the ventral visual
stream, Reddy and Kanwisher [62] suggested that familiarity
with an item increases both spatial clustering of item repre-
sentations and the specificity of neural responses. An increase
of specificity related to memory formation is consistent with
the findings of Viskontas et al. [74], who showed that neural
responses in the parahippocampal cortex decrease with learn-
ing. Indeed, results from various sources suggest that subsequent
memory effects in the hippocampus mainly serve as an inhibitory
signal which blocks irrelevant stimulus representations: the
increased hippocampal power in the high gamma frequency
range [67] is likely related to increased activation of inhibitory
interneurons [76]; and the ERP studies reported above show
that potentials depending on the hippocampus such as the P300
component [38] are linked to neocortical inhibition.

These findings suggest that the specificity of stimulus rep-
resentations increases due to an inhibitory signal from the
hippocampus. In addition, there is an evidence that learn-
ing increases associations within an assembly, probably by
Hebbian synaptic plasticity [41]. Within the MTL, successful
memory formation was linked to gamma-band synchroniza-
tion between rhinal cortex and hippocampus [23]. While we
elsewhere have extensively described the possible mechanisms
linking synchronization and spike-timing dependent plasticity
in the hippocampus [23], similar processes might support the
strengthening of associations during learning in the neocor-
tex: it has been shown that learning of stimulus associations
increased correlations between the firing rates of cells repre-
senting each individual stimulus, suggesting increased spatial
clustering of familiar items [21,22,48]. Thus, it might be specu-
lated that learning is not only supported by rhinal–hippocampal
synchronization, but by synchronization in the neocortex as well,
although this idea needs to be tested directly. Taken together,
these results suggest that associative learning (or the learning
of an item content together with its context) involves a par-
ticular learning signal, which does not only sharpen stimulus
representations but modifies the network organization as well.

7. Different modifications during different forms of
LTM?

In the previous section, we have argued that the hippocam-
pus promotes learning through an inhibitory signal that interacts
with the neural representations of a specific stimulus and sharp-
ens these representations. However, as these results were mostly
derived from monkeys, a fine distinction between specific sub-
processes of LTM formation was not possible. There is good
evidence today that declarative memory formation and retrieval

rely on at least two processes, familiarity and recollection (for
a recent review, see [20]; an alternative view is expressed in
[70]). While familiarity describes the feeling that an item has
already been encountered before (and is thus the opposite of
the subjective impression of novelty), recollection refers to the
simultaneous remembering of the context, i.e. of associated
items or of the autobiographical situations when the item was
first experienced (e.g., [19]). The existence of two separate pro-
cesses underlying familiarity and recollection has been shown in
several double dissociation experiments in patients with selec-
tive damage of subregions of the MTL [81] and in fMRI studies
in healthy human subjects (e.g., [16,60]). These data present
converging evidence that the hippocampus is necessary for the
association of an item and its context, i.e. for recollection,
while the adjacent perirhinal cortex supports familiarity-based
recognition and parahippocampal regions provide the hippocam-
pus with context-relevant information. The results from animal
studies reported in the last paragraph indicate that stimulus
specificity increases with learning both when individual stim-
uli are presented and when stimulus associations are learned.
It is thus possible that both the perirhinal cortex and the hip-
pocampus promote learning via an inhibitory signal to upstream
neocortical regions, but that only the hippocampus involves
“clustering” of multiple responses of cells which are spatially
remote initially [22] and induces correlations between neurons
representing each individual stimulus [21,48]. Thus, the func-
tion of the hippocampus during recollection based learning, or
generally during learning of associations, might be to provide a
twofold signal to modality-specific regions—both inhibitory, to
increase the selectivity of stimulus representations, and associa-
tive, modifying the network organization in modality-specific
neocortical regions.

8. Conclusions and future work

To summarize, we suggest that during memory formation,
neural representations in the MTL (perirhinal cortex in the
case of single items; hippocampus in the case of associations)
become more specific due to increased inhibitory activity. Sub-
sequently, also neocortical representations become the target
of this inhibitory signal, so that stimulus-specific responsive-
ness in these regions decreases. On a cellular level, it might
be assumed that inhibition modifies synaptic connections via
long-term depression (LTD); this would be in line with recent
observations that learning-related exploration of novel objects-
environment associations induces hippocampal LTD [36], which
might refine stimulus representations. For the future, it will be
desirable to directly test this idea. The dependence of learning-
related changes in neocortical stimulus representations on the
integrity of the hippocampus can be tested, for instance, in clin-
ical studies of human patients, e.g., with hippocampal sclerosis.
Furthermore, the idea needs to be more directly established
that the hippocampus sends an inhibitory signal; this requires
simultaneous measurements of local field potentials and single
neurons in the hippocampus during learning. Another idea would
be to measure the concentration of the inhibitory neurotrans-
mitter GABA in the hippocampus during memory formation,
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either using microdialysis or by MR spectroscopy [51]. Finally,
it would be ideal to correlate hippocampal activity with learning-
related changes in neocortical representations by simultaneous
recordings in neocortical regions and in the hippocampus. This
would also allow to test the idea that the hippocampus both sends
an inhibitory signal to the neocortex and involves synchroniza-
tion within neocortical assemblies.
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