
1 Actions That Make You ChangeYour MindB. van Linder, W. van der Hoek and J.-J. Ch. Meyer1ABSTRACT In this paper we study the dynamics of belief from an agent-oriented,semantics-based point of view. In a formal framework used to specify, and to reasonabout, rational agents, we de�ne actions that model three well-known changes of belief,viz. expansions, contractions, and revisions. We treat these belief changes as fully 
edgedactions by de�ning both the opportunity for and the result of these actions, and theability of agents to apply these belief-changing actions. In de�ning the result of thecontraction action we introduce the concept of selection functions. These are specialfunctions that select a set of states which is to be added to the set of doxastic alternativesof an agent, thereby contracting its set of beliefs. The action that models belief revisionsis de�ned as the sequential composition of a contraction and an expansion. We showthat these belief-changing actions are de�ned in an intuitively acceptable, reasonableway by proving that the AGM postulates for belief changes are validated. The abilityof agents to apply belief-changing actions is de�ned in terms of their knowledge andbelief. These de�nitions are such that actions that an agent is able to perform lead todesirable states of a�airs. The resulting framework provides an intuitively acceptableand intelligible formalization of expansions, contractions and revisions as actions in anagent-oriented setting.1.1 IntroductionThe formalization of rational agents is a topic of continuing interest inArti�cial Intelligence. Research on this subject has held the limelight eversince the pioneering work of Moore [Moore, 1980; Moore, 1985] in whichknowledge and actions are considered. Over the years important contri-butions have been made on both informational attitudes like knowledgeand belief [Halpern and Moses, 1992; Meyer and Hoek, 1995], and motiva-tional attitudes2 like commitments and obligations [Cohen and Levesque,1990]. Recent developments include the work on agent-oriented program-ming [Shoham, 1993], the Belief-Desire-Intention architecture [Rao andGeorge�, 1991], and cognitive robotics [Lesperance et al., 1995].1Utrecht University, Department of Computer Science, P.O. Box 80.089, 3508 TB Utrecht,The Netherlands. Email: bernd@cs.ruu.nl.2The terms `informational attitudes' and `motivational attitudes' are due to Shoham &Cousins [Shoham and Cousins, 1994].



Actions That Make You Change Your Mind 2This paper is part of a series of papers in which we developed a the-orist logic for rational agents, i.e., a logic that is used to specify, and toreason about, rational agents. We concentrate on informational attitudesand aspects of action, leaving motivational attitudes (for the moment)out of consideration. In the basic architecture the knowledge, belief andabilities of agents, as well as the opportunities for, and the results of,their actions are formalized [Hoek et al., 1994a]. Subsequent papers ex-tended this framework with the possibility to deal with nondeterministicactions [Hoek et al., 1994b], epistemic tests [Linder et al., 1994d], commu-nication between agents [Linder et al., 1994b], and reasoning by default[Linder et al., 1994c]. The aim of this paper is a formalization of belief-changing actions. Belief-changing actions are intrinsically interesting froma philosophical point of view, but in addition they are very important forthe formalization of rational agents that acquire information from multi-ple sources. For whenever some source provides reliable information thatcontradicts the information that an agent already has, the agent has tochange its beliefs if it wants to incorporate this new information whilekeeping its set of beliefs consistent. In this paper we concentrate on threekinds of belief-changing actions; the formalization of information acqui-sition from multiple sources is dealt with elsewhere [Linder et al., 1995].The actions that we formalize are meant to model rational changes ofbelief. The probably best known and most prominent formal approachtowards rational belief change is the so called AGM framework as pro-posed by Alchourr�on, G�ardenfors and Makinson [Alchourr�on et al., 1985;G�ardenfors, 1988]. In this framework rationality postulates | we referto these as the AGM postulates | are proposed for three kinds of beliefchanges. The �rst of these is the expansion through which some formulais added to a set of beliefs regardless of whether the resulting set is con-sistent. Through a contraction some formula is retracted from a belief set,and revisions add some formula to a set of beliefs, but, in order to main-tain consistency of the resulting belief set, it might be necessary to removesome of the old formulae in the set. For any of these changes of belief,a corresponding action is de�ned in our framework. As for any action,we de�ne the states of a�airs resulting from execution of belief-changingactions, conditions that need to be satis�ed in order for agents to have theopportunity to perform these actions, and capacities that the agents mustposses in order to be capable of performing these actions. The resulting



Actions That Make You Change Your Mind 3de�nitions can be seen as providing a dynamic logic of belief change, inwhich belief changes are modelled as actions in such a way that all AGMpostulates are validated. Several other modal approaches to belief changehave been proposed, of which we brie
y mention a few. The approachesof Fuhrmann [Fuhrmann, 1990] and Grove [Grove, 1988] are inspired byconditional rather than dynamic logic, and di�er substantially from ourapproach, in particular with respect to the object language that is used.De Rijke proposes a highly expressive dynamic formalism, called dynamicmodal logic, which can be used as a unifying framework to compare vari-ous dynamic approaches to belief change [Rijke, 1994]. The language andsemantics of dynamic modal logic are completely di�erent from ours. Fur-thermore, it is not straightforward to de�ne the AGM belief changes indynamic modal logic; the de�nitions proposed by De Rijke do not val-idate all of the AGM postulates. The formalism proposed by Segerberg[Segerberg, 1994], which is based on propositional dynamic logic, is inspirit very close to our approach. In e�ect though, it is di�erent, themost notable di�erence being the fact that not all AGM postulates arevalidated in Segerberg's framework.The rest of the paper is organized as follows. To sketch the contextand the area of application of this research, we start in x1.2 with the(re)introduction of some of our ideas on knowledge, belief, abilities, op-portunities and results in a context of multiple agents. In x1.3 we in-troduce actions that model expansions, revisions, and contractions. Wede�ne the states of a�airs following these actions, conditions that needto be ful�lled for agents to have the opportunity to perform these ac-tions, and (mental) capacities that agents should have to be capable ofperforming these actions. Furthermore we show that these actions satisfy(slightly adapted) versions of the AGM postulates. In x1.4 we round o�.Proofs that we found too elaborate, trivial, or tedious to include here canbe found elsewhere [Linder et al., 1994a].1.2 Informational attitudes and actionsAt the informational level we consider both knowledge and belief. For-malizing these notions has been a subject of continuing research bothin analytical philosophy and in AI [Halpern and Moses, 1992; Hintikka,



Actions That Make You Change Your Mind 41962]. In representing knowledge and belief we follow, both from a syn-tactical and a semantic point of view, the approach common in epistemicand doxastic logic: the formula Ki' denotes the fact that agent i knows', and Bi' that agent i believes '. For the semantics we use Kripke-stylepossible worlds models.At the action level we consider results, abilities and opportunities. Inde�ning the result of an action, we follow ideas of Von Wright [Wright,1963], in which the state of a�airs brought about by execution of the ac-tion is de�ned to be its result. An important aspect of any investigationof action is the relation that exists between ability and opportunity. Inorder to successfully complete an action, both the opportunity and theability to perform the action are necessary. Although these notions areinterconnected, they are surely not identical [Kenny, 1975]: the ability ofagents comprises mental and physical powers, moral capacities, and hu-man and physical possibility, whereas the opportunity to perform actionsis best described by the notion of circumstantial possibility. A nice exam-ple that illustrates the di�erence between ability and opportunity is thatof a lion in a zoo [Elgesem, 1993]: although the lion will (ideally) neverhave the opportunity to eat a zebra, it certainly has the ability to do so.We postulate that in order to make our formalization of rational agents,like for instance robots, as accurate and realistic as possible, abilities andopportunities need also be distinguished in AI environments. The abili-ties of agents are formalized via the Ai operator; the formula Ai� denotesthat agent i has the ability to do �. When using the de�nitions of op-portunities and results as given above, the framework of (propositional)dynamic logic provides an excellent means to formalize these notions. Us-ing events doi(�) to refer to the performance of the action � by the agenti, we consider the formulae hdoi(�)i' and [doi(�)]'. In our deterministicframework, hdoi(�)i' is the stronger of these formulae; it represents thefact that agent i has the opportunity to do � and that doing � results in 'being true. The formula [doi(�)]' is noncommittal about the opportunityof the agent to do �, but states that, should the opportunity arise, onlystates of a�airs satisfying ' would result. Besides the possibility to for-malize both opportunities and results when using dynamic logic, anotheradvantage lies in the compatibility of epistemic, doxastic and dynamiclogic from a semantic point of view: a Kripke-style semantics can be usedto provide meaning to epistemic, doxastic and dynamic notions.



Actions That Make You Change Your Mind 5De�nition 1.2.1 Let a �nite set A = f1; : : : ; ng of agents, and somedenumerable sets � of propositional symbols and At of atomic actions begiven. The language L and the class of actions Ac are de�ned by mutualinduction as follows.1. L is the smallest superset of � such that� if ';  2 L then :'; ' _  2 L� if i 2 A, � 2 Ac and ' 2 L then Ki';Bi'; hdoi(�)i';Ai� 2 L2. Ac is the smallest superset of At such that� if ' 2 L then confirm ' 2 Ac� if �1 2 Ac and �2 2 Ac then �1;�2 2 Ac� if ' 2 L and �1; �2 2 Ac then if ' then �1 else �2 fi 2 Ac� if ' 2 L and �1 2 Ac then while ' do �1 od 2 AcThe purely propositional fragment of L is denoted by L0. The constructs^; !;$; tt;� and [doi(�)]' are de�ned in the usual way. Other con-structs are introduced by de�nitional abbreviation: skip is confirm tt,�0 is skip, and �n+1 is �;�n.The confirm action behaves essentially like the test actions in dy-namic logic [Harel, 1984]. As such this action di�ers substantially fromtests as they are looked upon by humans: these genuine tests are usu-ally assumed to contribute to the information of the agent that performsthe test [Linder et al., 1994d], whereas by performing confirm ' it isjust con�rmed (veri�ed, checked) that ' holds. The other actions in Acdenote respectively sequential composition, conditional composition, andrepetitive composition; skip denotes the void action.In the following de�nitions it is assumed that some set f0; 1g of truthvalues is given.De�nition 1.2.2 The class M of Kripke models contains tuples M =hS; �;R;B; r; ci such that� S is a set of possible worlds, or states.� � : �� S ! f0; 1g is a total function that assigns a truth value topropositional symbols in possible worlds.� R : A! }(S�S) is a function that yields the epistemic accessibilityrelations for a given agent. This function is such that R(i) is anequivalence relation for all i. For reasons of practical conveniencewe de�ne [s]R(i) to be fs0 2 S j (s; s0) 2 R(i)g.



Actions That Make You Change Your Mind 6� B : A � S ! }(S) is a function that yields the set of doxasticalternatives for a given agent in a given state. To model the kindof belief that we like to model, it is demanded that for all agents iand for all possible worlds s and s0 it holds that:� B(i; s) = B(i; s0) if s0 2 [s]R(i)� B(i; s) � [s]R(i)� r : A� At ! S ! }(S) is such that r(i; a)(s) yields the (possiblyempty) state transition in s caused by the event doi(a). This func-tion is such that for all atomic actions a it holds that jr(i; a)(s)j � 1for all i and s, i.e., these events are deterministic.� c : A � At ! S ! f0; 1g is the capability function such thatc(i; a)(s) indicates whether the agent i is capable of performing theaction a in s.Using an equivalence relation to provide the semantics for the knowl-edge operator, results in the fairly standard and well accepted S5 modalsystem modelling knowledge. The common approach to de�ning the se-mantics of the belief operator consists of using a serial, transitive andeuclidean relation to denote doxastic alternatives [Kraus and Lehmann,1988], thereby ending up with a KD45 axiomatization for belief. The ap-proach that we propose in De�nition 1.2.2 di�ers from the more commonone in that we use a (possibly empty) set instead of a (serial) accessibilityrelation to denote doxastic alternatives. The reason for using a set insteadof a relation is a technical one: using sets, while essentially equivalent tousing accessibility relations, allows for concise de�nitions of the seman-tics of belief-changing actions. The fact that we allow empty sets, whereasKraus & Lehmann demand the accessibility relation to be serial, resultsin our notion of belief not validating the D-axiom :(Bi' ^ Bi:'). Thereason for this is that the AGM approach towards belief changes, uponwhich we base our de�nitions of belief-changing actions, presupposes theexistence of inconsistent belief sets: expansions and revisions may resultin the agent having absurd beliefs. Apart from this di�erence, knowledgeand belief are related to each other as in the system of Kraus & Lehmann.De�nition 1.2.3 LetM = hS; �;R;B; r; ci be some model from M. For' a propositional symbol, a negation, or a disjunction,M; s j= ' is de�nedas usual. For the other clauses it is thus de�ned:



Actions That Make You Change Your Mind 7M; s j= Ki' ,8s0 2 S[(s; s0) 2 R(i))M; s0 j= ']M; s j= Bi' ,8s0 2 S[s0 2 B(i; s))M; s0 j= ']M; s j= hdoi(�)i' ,9M0; s0[M0; s0 2 r(i; �)(M; s)&M0; s0 j= ']M; s j= Ai� ,c(i; �)(M; s) = 1where r and c are extended as follows:r(i; a)(M; s) = M; r(i; a)(s)r(i; confirm ')(M; s) = f(M; s)g if M; s j= ' and ; otherwiser(i; �1;�2)(M; s) = r(i; �2)(r(i; �1)(M; s))r(i; if ' then �1 = r(i; �1)(M; s) if M; s j= ' andelse �2 fi)(M; s) r(i; �2)(M; s) otherwiser(i; while ' = f(M0; s0) j 9k 2 IN9M0; s0 : : :9Mk; skdo �1 od)(M; s) [M0; s0 =M; s&Mk; sk =M0; s0& 8j < k[Mj+1; sj+1 = r(i; confirm ';�1)(Mj; sj)]&M0; s0 j= :']gwhere r(i; �)(;) = ;andc(i; a)(M; s) = c(i; a)(s)c(i; confirm ')(M; s) = 1 if M; s j= ' and 0 otherwisec(i; �1;�2)(M; s) = c(i; �1)(M; s)& c(i; �2)(r(i; �1)(M; s))c(i; if ' then �1 = c(i; confirm ';�1)(M; s) orelse �2 fi)(M; s) c(i; confirm :';�2)(M; s)c(i; while ' = 1 if 9k 2 IN[c(i; (confirm ';�1)k;do �1 od)(M; s) confirm :')(M; s) = 1]and 0 otherwisewhere c(i; �)(;) = 1Validity on the class M of models is de�ned as usual.The notion of actions as considered in De�nition 1.2.3 generalizes thatof state-transformers as it is typical for dynamic logic [Harel, 1984], andallows also for actions that transform pairs (Model, State). The reason forthis generalization lies in the fact that we also account for non-standardactions like `to observe' [Linder et al., 1994d], and `to inform' [Linder etal., 1994b] in addition to the mundane actions of dynamic logic, and thesenon-standard actions transform models rather than states. Also belief-changing actions are naturally interpreted as transforming models ratherthan states; we elaborate on this in x 1.3. Note that as a consequence ofthis generalized notion of actions, the functions r and c should in fact be



Actions That Make You Change Your Mind 8retyped for non-atomic actions: instead of taking elements from S as theirthird argument they take elements from M� S. To prevent our notationfrom becoming to baroque, we leave out this retyping.With regard to the abilities of agents, the motivation for the choicesmade in De�nition 1.2.3 is the following. The de�nition of c(i; confirm ')expresses that an agent is able to get con�rmation for a formula ' i� 'holds. Note that the de�nitions of r(i; confirm ') and c(i; confirm ')imply that in circumstances such that ' holds, agents have both theopportunity and the ability to con�rm '. An agent is capable of per-forming a sequential composition �1;�2 i� it is capable of performing�1 (now), and it is capable of executing �2 after it has performed �1.An agent is capable of performing a conditional composition, if eitherit is able to get con�rmation for the condition and thereafter performthe then-part, or it is able to con�rm the negation of the condition andperform the else-part afterwards. An agent is capable of performing arepetitive composition while ' do �1 od i� it is able to perform theaction (confirm ';�1)k; confirm :' for some natural number k.The following example gives an idea of the expressive power of theframework de�ned above.Example 1.2.4 (Egocentric and altruistic agents) The egocentricaction is described as follows:`If agent i knows that it will believe that it feels better afterhelping its neighbor and it knows that it is able to help, it willdo so, otherwise it will do nothing'It is possible to express in our system the fact that if agent i believesto be feeling well before performing the egocentric action, it will believeto feel either well or even better after performing it. Using some obvi-ous abbreviations the situation sketched above amounts to the followingvalidity:j= Biwi ! [doi(if Ki[doi(h)](Bibi) ^KiAihthen h else skip)](Biwi _Bibi)It is also possible to formalize an altruistic action: agent i will help ifit knows that this will make (some other) agent j feel better. Now it ispossible to express the fact that if agent j is feeling good right now, itwill feel good or even better after i has performed the altruistic action:



Actions That Make You Change Your Mind 9j= wj ! [doi(if Ki[doi(h)]bj then h else skip)](wj _ bj)1.3 Actions that change one's mindOur approach towards belief changes in the agent-oriented, semantics-based framework of x1.2 is based on the idea that belief changes arebrought about by actions that the agents may perform, i.e., by performingbelief-changing actions, agents expand, contract and revise their beliefs.We consider the knowledge of agents concerning propositional formulae tobe immune for changes: it persists under the execution of belief-changingactions. This non-defeasibility of knowledge constitutes one of two | theother one being veridicality | major di�erences between the two informa-tional attitudes dealt with in our framework. Due to its non-defeasibility,knowledge in our framework plays the part that is played by the theoremsof the underlying logic in the AGM framework, viz. that of unassailablebeliefs. As such, we will on occasion refer to knowledge as providing theprinciples of agents, the information that the agents will never part from.From a syntactical point of view, the class of actions Ac is extendedwith three new, belief-changing, actions.De�nition 1.3.1 The class Ac of actions (and hence the language L) asde�ned in 1.2.1 is extended as follows:if ' 2 L0 then expand '; contract '; revise ' 2 AcThe main reason underlying the restriction to propositional formulaein De�nition 1.3.1 is the fact that changes of belief concerning doxasticor epistemic formulae are not well understood. It is for instance not atall clear what it means to revise the beliefs of some agent i with theformula p ^ :Bip: does or doesn't the agent believe p ^ :Bip after itsbeliefs are revised with this formula?3 Belief changes with propositionalformulae do not su�er from problems like these. From a semantic point ofview the property that makes belief changes with propositional formulaeunderstandable and more or less predictable is the fact that the truth3The natural language variant `p, and i does not believe p' of the formula p ^ :Bipis considered by Thijsse ([Thijsse, 1992], pp. 131-132) to be a typical example of a non-contradictory sentence but a contradictory utterance. This implies that although the sentencein itself is consistent, it is not consistent to believe the sentence.



Actions That Make You Change Your Mind 10value of these formulae in a state of a model depends on the valuation forthat state only.Proposition 1.3.2 LetM = hS; �;R;B; r; ci be some Kripke model withs 2 S, and let M0 = hS 0; �0;R0;B0; r0; c0i be some Kripke model withs0 2 S 0. Then it holds that:8p 2 �[�(p; s) = �0(p; s0)]) 8 2 L0[M; s j=  ,M0; s0 j=  ]In fact it is not necessary to make a restriction to propositional formu-lae; it would su�ce to restrict oneself to formulae whose truth in the stateof a model is not dependent on the information 
uents | represented bythe epistemic accessibility function R and the doxastic accessibility func-tion B | of the model. In a straightforward extension of the frameworkpresented here one could allow agents to change their beliefs on their own| or other agents' | abilities and opportunities, or on the results of theagents' actions. However, in order to expose our ideas on belief-changingactions in their purest form, we have decided to follow common practicein the literature on belief changes and restrict ourselves to propositionalformulae.The semantics for belief-changing actions as presented in this paper isbased on ideas that generalize those underlying our de�nition of informa-tive actions like epistemic tests [Linder et al., 1994d] and communicationactions [Linder et al., 1994b]. Basically, the idea is that changes in thebeliefs of an agent correspond to including and dropping certain items ofinformation: in the case of an expansion (new) information is included,contractions lead to the dropping of information, and revisions drop someitems of information and include others. In our modal framework the in-formation of an agent is formalized through its set of epistemic and dox-astic alternatives. Hence a natural implementation of the dropping andinclusion of information is given by the inclusion and dropping of doxasticalternatives, where the dropping of information corresponds to the inclu-sion of new worlds into the set of doxastic alternatives of the agent andthe inclusion of (new) information corresponds to a restriction of this set.Given this intuitive meaning of the semantics of belief-changing actions,it is obvious that these actions cause transitions between models, thusgeneralizing the usual actions from dynamic logic that cause inter-statetransitions within a model.



Actions That Make You Change Your Mind 11Convention 1.3.3 In the rest of this paper we follow the convention thatwhenever some modelM = hS; �;R;B; r; ci is clear from the context, [[']]denotes the set of states that satisfy ', i.e., [[']] = fs 2 S j M; s j= 'g.The relation `cpl� }(L0) � L0 is the derivability relation of classicalpropositional logic. The function Th : }(L0)! }(L0) that yields for everyset � of propositional formula the set f' 2 L0 j � `cpl 'g is the deductiveclosure operator associated with the derivability relation `cpl. Note thatboth `cpl and Th work strictly on a propositional level; expressions likefBipg `cpl p _ :p and Th(Bip _ :Bip) are not well-de�ned. The indexesi and j, possibly marked, always refer to agents.In the following, we successively de�ne the semantics of the three belief-changing actions, and study their speci�c properties. We impose the fol-lowing properties on all of them:De�nition 1.3.4 We distinguish the following properties of actions �,where � 2 L.� j= hdoi(�)itt realizability� j= hdoi(�)i�! [doi(�)]� determinism� j= hdoi(�;�)i�$ hdoi(�)i� idempotenceRealizability of an action implies that agents have the opportunity toperform the action regardless of circumstances, determinism of an actionmeans that performing the action results in a unique state of a�airs, andidempotence of an action implies that performing the action an arbitrarynumber of times has the same e�ect as performing the action just once. Wesay that � 2 fexpand; contract; reviseg satis�es any of the propertiesof De�nition 1.3.4 if the action �' satis�es that property for all ' 2 L0.1.3.1 The expand actionInformally, a belief expansion is an action that leads to a state of a�airsin which some formula is included in the set of beliefs of an agent. Inour framework uncertainties of agents are formalized through the di�er-ent doxastic alternatives that the agent has: if an agent believes neither' nor :' then it considers both doxastic alternatives supporting ' anddoxastic alternatives supporting :' possible. Expanding the beliefs of theagent with ' may then be implemented by declaring all alternatives sup-porting :' to be `doxastically impossible', i.e., on the ground of its beliefs



Actions That Make You Change Your Mind 12the agent no longer considers these alternatives to be possible. Hence theexpansion of the belief set of an agent can be modelled through a restric-tion of its set of doxastic alternatives. The de�nition of the function rfor expansions is a direct formalization of these intuitive ideas: if someagent i performs an expansion with some formula ' in a world s in themodel M, the result of this is that afterwards i has restricted its set ofdoxastic alternatives to those states that satisfy ' (even if there are nosuch states).De�nition 1.3.5 Let some modelM = hS; �;R;B; r; ci with s 2 S, and' 2 L0 be given. We de�ne:r(i; expand ')(M; s) =M0; s whereM0 = hS; �;R;B0; r; ci withB0(i0; s0) = B(i0; s0) if i0 6= i or s0 62 [s]R(i)B0(i; s0) = B(i; s0) \ [[']] if s0 2 [s]R(i)De�nition 1.3.5 provides for an intuitively acceptable formalization ofbelief expansions as can be seen in the following proposition.Proposition 1.3.6 For all ';  2 L0 we have:� j= [doi(expand ')]Bi'� j= Bi ! [doi(expand ')]Bi � j= Bi'! (Bi $ [doi(expand ')]Bi )The �rst clause of Proposition 1.3.6 states that an expansion with someformula results in the formula being believed. The second clause statesthat beliefs are persistent under expansions. In this clause the restrictionto propositional formulae  is in general necessary. For consider a situa-tion in which an agent does not believe ' and by negative introspectionbelieves that it does not believe '. After expanding its beliefs with ',the agent believes ' and, assuming that the resulting belief set is not theabsurd one, it no longer believes that it does not believe '. Hence notall beliefs of the agent persist in situations like these. Note that the �rsttwo clauses combined indicate that our de�nition of belief, and in partic-ular the fact that we allow absurd belief sets, is a good one when dealingwith expansions. For an expansion with some formula ' in a situation inwhich :' is already believed, results in the agent believing both ' and:' and hence having inconsistent beliefs. The third clause states that



Actions That Make You Change Your Mind 13in situations where some formula is already believed, nothing is changedas the result of an expansion with that formula. This latter property issuggested by the criterion of informational economy [G�ardenfors, 1988],which states that since information is in general not gratuitous, unneces-sary losses of information are to be avoided. The validities expressed inProposition 1.3.6 can be seen as the representation in L of the second,third and fourth of the AGM postulates for expansions. The other AGMpostulates are not as neatly expressed in L; nevertheless in x1.3.2 we showthat all of the postulates for expansion are in fact validated.Besides the properties given above, some other properties | particu-larly dealing with multiple agents | can be shown to hold in our formal-ization.Proposition 1.3.7 For all ';  2 L0 and � 2 L we have:� j= KjBi ! Kj[doi(expand ')]KjBi � j= BjBi ! Bj[doi(expand ')]BjBi � j= Bi'! (�$ [doi(expand ')]�)� expand satis�es realizability, determinism and idempotenceThe �rst clause of Proposition 1.3.7 states that the knowledge of an-other agent | the watching agent | on the beliefs of the agent perform-ing an expansion is known (by the watching agent) to persist; the secondclause states the same for the beliefs of the watching agent. The thirdclause formalizes the idea that expansions with formulae that are alreadybelieved, cause an universally minimal change: nothing in the universechanges as the result of such an expansion. The last clause has alreadybeen phrased in the introduction to this section.It turns out that expansions as formalized in De�nition 1.3.5 can becompletely characterized as follows.Proposition 1.3.8 For all ';  2 L0 we have:� j= [doi(expand ')]Bi $ Bi('!  )Proposition 1.3.8 states that some (propositional) formula  is believedafter an expansion with ' if and only if the agent believes that ' implies beforehand. As a special case of Proposition 1.3.8 we can prove that anexpansion with some formula results in the agent having absurd beliefs ifand only if the agent believes the negation of the formula beforehand.



Actions That Make You Change Your Mind 14Corollary 1.3.9 For all ' 2 L0 we have:� j= [doi(expand ')]Bi�$ Bi:'1.3.2 Expansions and the AGM postulatesAs for contractions and revisions, the AGM postulates are by now thestandard ones to describe rational belief expansions [Alchourr�on et al.,1985; G�ardenfors, 1988]. These postulates describe how changes in thebelief set of an agent should work out. In the AGM framework, belief setsare de�ned as follows.De�nition 1.3.10 A set � � L0 is an AGM belief set i� � = Th(�),i.e., � is closed under the derivability operator of classical propositionallogic. The (unique) absurd belief set, consisting of all formulae from L0,is denoted by K?.In the following de�nition, K and H denote arbitrary AGM belief sets,' denotes some propositional formula, and the expansion of K with ' isdenoted by K+' .De�nition 1.3.11 The AGM postulates for belief expansion:(G+1) K+' is an AGM belief set.(G+2) ' 2 K+' .(G+3) K � K+' .(G+4) If ' 2 K then K+' = K.(G+5) If K � H then K+' � H+' .(G+6) For all K, and all ', K+' is the smallest set that satis�esG+1 { G+5.It turns out that our expand action can be seen as providing a beliefexpansion in the sense of the AGM postulates. To formulate the AGMpostulates in our framework we introduce our own kind of belief sets.These belief sets are model-based and indexed with a particular agent.Furthermore the notion of knowledge sets, as providing the principles orprejudices that the agent will never part from, is de�ned below.De�nition 1.3.12 LetM be some Kripke model with s 2 M. The beliefset of agent i in M; s, notation B(i;M; s), is de�ned by:� B(i;M; s) = f' 2 L0 j M; s j= Bi'g



Actions That Make You Change Your Mind 15The knowledge set of agent i in M; s, notation K(i;M; s), is de�ned by:� K(i;M; s) = f' 2 L0 j M; s j= Ki'gThe expansion of B(i;M; s) with a formula ' 2 L0, notation B+' (i;M; s),is de�ned by:� B+' (i;M; s) = f 2 L0 j M; s j= [doi(expand ')]Bi gThe unique absurd belief set B? is de�ned to be L0.Theorem 1.3.13 Let M and M0 be Kripke models, with s in M and s0in M0. The following is true for all ' 2 L0.(B+1) B+' (i;M; s) is an AGM belief set.(B+2) ' 2 B+' (i;M; s).(B+3) B(i;M; s) � B+' (i;M; s).(B+4) If ' 2 B(i;M; s) then B+' (i;M; s) = B(i;M; s).(B+5) If B(i;M; s) � B(i;M0; s0), then B+' (i;M; s) � B+' (i;M0; s0).(B+6) B+' (i;M; s) is the smallest set that satis�es B+1 { B+5 asgiven above.Proof: Let M be a model with state s, and let ' 2 L0 be arbitrary. LetM00 be such that M00; s = r(i; expand ')(M; s).� (B+1) This postulate follows straightforwardly from the de�nitionof r for the expand action. If M00 is such that B00(i; s) = ; thenB+' (i;M; s) = B?, and otherwise B+' (i;M; s) is consistent and de-ductively closed by de�nition of j= for belief formulae.� (B+2) Since ' is in L0, it follows by de�nition of r for expand thatM00; s0 j= ' for all s0 2 B00(i; s). Hence M00; s j= Bi' and thus' 2 B+' (i;M; s).� (B+3) Let  2 B(i;M; s). Then M; s0 j=  for all  2 B(i; s).Now B00(i; s) � B(i; s) and since  is propositional, it follows thatM00; s0 j=  for all s0 2 B00(i; s). Hence M00; s j= Bi and thus 2 B+' (i;M; s).� (B+4) Suppose ' 2 B(i;M; s). Then M; s0 j= ' for all s0 2 B(i; s).Since ' is propositional, it follows that B(i; s) \ [[']] = B(i; s)and hence B00(i; s) = B(i; s). Then M00 = M, and B+' (i;M; s) =B(i;M00; s) = B(i;M; s).� (B+5) The proof that this postulate is validated is most easily givenas a direct consequence of Proposition 1.3.14. For if B(i;M; s) �B(i;M0; s0) for some model M0 with state s0, then Th(B(i;M; s) [



Actions That Make You Change Your Mind 16f'g) � Th(B(i;M0; s0) [ f'g) and B+' (i;M; s) � B+' (i;M0; s0).Since the proof of Proposition 1.3.14 does not depend on B+5, thispostulate is validated.� (B+6) From B+2, B+3 and the fact that belief sets are deductivelyclosed, it follows that Th(B(i;M; s) [ f'g) � B+' (i;M; s). FromProposition 1.3.14, the proof of which does not depend on B+6, itfollows that B+' (i;M; s) is indeed the smallest set that satis�es B+1through B+5. 2It is shown in the AGM framework that the postulates formulatedin De�nition 1.3.11 completely determine expansions, i.e., whereas thepostulates for contraction and revision leave some degrees of freedom inde�ning contractions and revisions, G+1 through G+5 uniquely de�neexpansions. Proposition 1.3.14 | a rephrasing of Proposition 1.3.8 |states that the same holds in our framework, and furthermore, the uniquede�nition of expansions that we end up with is identical to the one givenfor the AGM framework.Proposition 1.3.14 For all modelsM with states s, and for all ' 2 L0:� B+' (i;M; s) = Th(B(i;M; s) [ f'g)Proof: We prove that the two sets are equal by proving that each set isa subset of the other one. So let M be some model with state s and let' 2 L0 be arbitrary.`�' This is shown by the argument given in the proof of B+6: from B+2,B+3 and the fact that beliefs sets are deductively closed, it followsthat Th(B(i;M; s) [ f'g) � B+' (i;M; s).`�' Suppose that  2 B+' (i;M; s). If M0; s = r(i; expand ')(M; s)then M0; s0 j=  for all s0 2 B0(i; s). Since  is in L0, and sinceB0(i; s) = B(i; s) \ [[']], it follows that M; s0 j=  for all s0 2 B(i; s)such that M; s0 j= '. Hence M; s0 j= ' !  for all s0 2 B(i; s).Then ' !  2 B(i;M; s) and  2 Th(B(i;M; s) [ f'g). Since  is arbitrary, it follows that B+' (i;M; s) � Th(B(i;M; s) [ f'g). 2Note that it is of no use to try and consider the properties formalizedin Proposition 1.3.7 in terms of the AGM framework. For the latter frame-work deals with the belief set of a single | implicit | agent only, andcan therefore for instance not express the knowledge of (other) agents.



Actions That Make You Change Your Mind 171.3.3 The contract actionA belief contraction is the change of belief through which in general someformula that is believed beforehand is no longer believed afterwards. Assuch, apparent beliefs that an agent has are turned into doubts as the re-sult of a contraction. In terms of our framework, this change of belief maybe implemented by extending the set of doxastic alternatives of an agentin order to encompass at least one state not satisfying the formula thatis to be contracted. Consider for example the situation of an agent i thatbelieves p, i.e., p holds in all its doxastic alternatives. When contractingp from the belief set of the agent, some :p-worlds are added to the setof doxastic alternatives of the agent. In order to end up with well-de�nedKripke models, these worlds that are to be added, need to be in the set ofepistemic alternatives of s. For in the Kripke models de�ned in 1.2.2, theset of doxastic alternatives for a given agent in a given state is containedin its set of epistemic alternatives in that state. Thus the worlds that areto be added to the set of doxastic alternatives of the agent are elementsof the set of epistemic alternatives not supporting p.The problem with de�ning contractions in this way, is that it is notstraightforward as to decide which worlds need to be added. From thebasic idea that knowledge | acting as the principles of agents | providessome sort of lower bound of the belief set of an agent, it is clear that inthe case of a contraction with ' some states need to be added that areelements of the set of epistemic alternatives of the agent and do notsupport ', but it is not clear exactly which elements of this set need tobe chosen.The approach that we propose to solve this problem is based on theuse of so called selection functions. These are functions that (wheneverpossible) select a subset of the set of epistemic alternatives in such a waythat the resulting contract action behaves rationally.De�nition 1.3.15 Let some model M be given. A function � : A �S � L0 ! }(S) is a selection function for M if and only if it meets thefollowing constraints for all s; s0 2 S and ';  2 L0.�0: �(i; s; ') = �(i; s0; ') if s0 2 [s]R(i)�1: �(i; s; ') � [s]R(i) \ [[:']]�2: �(i; s; ') � B(i; s) if B(i; s) \ [[:']] 6= ;�3: �(i; s; ') = ; i� [s]R(i) \ [[:']] = ;



Actions That Make You Change Your Mind 18�4: if [s]R(i) \ [[']] = [s]R(i) \ [[ ]] then �(i; s; ') = �(i; s;  )�5: �(i; s; ' ^  ) � �(i; s; ') [ �(i; s;  )�6: if �(i; s; ' ^  ) \ [[:']] 6= ; then �(i; s; ') � �(i; s; ' ^  )The �rst two of the demands given in De�nition 1.3.15 ensure thatapplications of the contract action result in well-de�ned Kripke models:in all the states of its epistemic equivalence class the agent holds the samebeliefs (�1), and the agent's set of beliefs still encompasses its knowledgeafter a contraction (�2). Demand �2 furthermore ensures that no worldsare added that are super
uous in the sense that they do not invalidate theformula that is to be contracted. Demands �2 to �6 enforce our notionof contraction to validate the AGM postulates (in Proposition 1.3.22 weelaborate on the relation between these demands and the postulates forcontraction). Note that the expressions on the right-hand side of �3 andon the left-hand side of �4 are equivalently phrased as M; s j= Ki' andM; s j= Ki('$  ), respectively.The de�nition of r for the contract action is based on the use ofselection functions: a contraction is performed by adding to the set ofdoxastic alternatives of the agent exactly those worlds that are pickedout by the selection function.De�nition 1.3.16 Let some model M = hS; �;R;B; r; ci with s 2 Sand ' 2 L0 be given. Furthermore, let � be an arbitrary but �xed selectionfunction for M. We de�ne:r(i; contract ')(M; s) =M0; s whereM0 = hS; �;R;B0; r; ci withB0(i0; s0) = B(i0; s0) if i0 6= i or s0 62 [s]R(i)B0(i; s0) = B(i; s0) [ �(i; s; ') for all s0 2 [s]R(i)Using selection functions to de�ne the semantics for the contractaction indeed results in an acceptable formalization of belief contraction,as can be seen in the following proposition.Proposition 1.3.17 For all ';  ; # 2 L0 we have:� j= [doi(contract ')]Bi ! Bi � j= :Bi'! ([doi(contract ')]Bi $ Bi )� j= :Ki'! [doi(contract ')]:Bi'� j= Bi'! (Bi ! [doi(contract '; expand ')]Bi )



Actions That Make You Change Your Mind 19� j= Ki('$  )! ([doi(contract ')]Bi#$ [doi(contract  )]Bi#)� j= ([doi(contract ')]Bi# ^ [doi(contract  )]Bi#)![doi(contract ' ^  )]Bi#� j= [doi(contract ' ^  )]:Bi'!([doi(contract ' ^  )]Bi#! [doi(contract ')]Bi#)The �rst clause of Proposition 1.3.17 states that after a contractionan agent believes at most the formulae that it believed before the con-traction. The second clause states that in situations in which an agentdoes not believe ', nothing changes as the result of contracting '. Againthis property re
ects the criterion of informational economy. The thirdclause states that a contraction with a contractable formula, this is aformula not belonging to the agent's principles, results in the agent notbelieving the contracted formula. The fourth clause states that wheneveran agent believes a formula, all beliefs in its original belief set are recov-ered after a contraction with that formula followed by an expansion withthe same formula. The �fth clause states that contractions with formulaethat are known to be equivalent, result in identical belief sets. The sixthclause formalizes the idea that all formulae that are believed both aftera contraction with ' and after a contraction with  are believed after acontraction with ' ^  . Clause 7 states that if a contraction with ' ^  results in ' not being believed, then in order to contract ' no more formu-lae need to be removed than those that were removed in order to contract' ^  . This last clause is related to the property of minimal change forcontractions. The validities given in Proposition 1.3.17 represent all ofthe AGM postulates for contraction with the exception of the �rst one;in x1.3.4 we prove that also the �rst AGM postulate is validated in ourframework.Again, some other properties | dealing with multiple agents and uni-versally minimal change | can be shown to hold.Proposition 1.3.18 For all ';  2 L0 and for all � 2 L we have:� j= [doi(contract ')]KjBi ! KjBi � j= [doi(contract ')]BjBi ! BjBi � j= :Bi'! ([doi(contract ')]�$ �)� j= Bi'! (�$ [doi(contract '; expand ')]�)� j= Ki('$  )! ([doi(contract ')]�$ [doi(contract  )]�)� contract satis�es realizability, determinism and idempotence



Actions That Make You Change Your Mind 20The �rst two clauses of Proposition 1.3.18 state that the a posteri-ori knowledge and belief of watching agents on the beliefs of an agentperforming a contraction are contained in their a priori knowledge andbelief. The third clause states that contractions with disbelieved formulaecause no change at all. The fourth clause states that whenever an agentbelieves a formula, a contraction with that formula followed by an ex-pansion with the same formula reduces to the void action and thereforecauses no change. The �fth clause states that for formulae that an agentknows to be equivalent, a contraction with one formula causes exactly thesame universal change as a contraction with the other formula. By thelast clause, contractions obey the properties given in De�nition 1.3.4.1.3.4 Contractions and the AGM postulatesThe AGM postulates for belief contraction are given below. In these pos-tulates K, ';  and K+' are assumed to have their usual connotation, andK�' denotes the contraction of K with the formula '.De�nition 1.3.19 The AGM postulates for belief contraction:(G�1) K�' is an AGM belief set.(G�2) K�' � K.(G�3) If ' 62 K then K�' = K.(G�4) If 6`cpl ' then ' 62 K�' .(G�5) If ' 2 K then K � (K�' )+' .(G�6) If `cpl '$  then K�' = K� .(G�7) K�' \K� � K�'^ .(G�8) If ' 62 K�'^ then K�'^ � K�' .Using the de�nition of the contract action as given in 1.3.16, it isindeed the case that this action models contractions in the sense of theAGM postulates. As was the case for belief expansions, we have to modifythe postulates for belief contraction somewhat to account for the agent-oriented, semantics-based character of our framework.De�nition 1.3.20 The contraction of B(i;M; s) with ' 2 L0, notationB�' (i;M; s) is de�ned by:� B�' (i;M; s) = f 2 L0 j M; s j= [doi(contract ')]Bi g



Actions That Make You Change Your Mind 21The sequence of a contraction with ' followed by an expansion with  ofB(i;M; s), notation B�+' (i;M; s), is de�ned by:� B�+' (i;M; s) = f# 2 L0 jM; s j= [doi(contract '; expand  )]Bi#gTheorem 1.3.21 Let M be some Kripke model. For all s 2 M and forall ';  2 L0 the following are true.(B�1) B�' (i;M; s) is an AGM belief set.(B�2) B�' (i;M; s) � B(i;M; s).(B�3) If ' 62 B(i;M; s) then B�' (i;M; s) = B(i;M; s).(B�4) If ' 62 K(i;M; s) then ' 62 B�' (i;M; s).(B�5) If ' 2 B(i;M; s) then B(i;M; s) � B�+'' (i;M; s).(B�6) If '$  2 K(i;M; s) then B�' (i;M; s) = B� (i;M; s).(B�7) B�' (i;M; s) \ B� (i;M; s) � B�'^ (i;M; s).(B�8) If ' 62 B�'^ (i;M; s) then B�'^ (i;M; s) � B�' (i;M; s).Proof: Let M be some Kripke model with state s, and let � be anarbitrary selection function for M. Let ' 2 L0 be arbitrary, and letM0; s = r(i; contract ')(M; s). We show that contractions based on �satisfy the AGM postulates.� (B�1) This postulate is easily seen to be satis�ed by the same ar-gument as given for B+1.� (B�2) By demand �1 it follows that �(i; s; ') yields a set of statesfromM. It is easily seen that for ' 2 L0 it holds that if M; s0 j= 'for all s0 2 S 0 then for all S 00 � S 0, M; s00 j= ' for all s00 2 S 00. Nowif  2 B�' (i;M; s), then M; s0 j=  for all s0 2 B(i; s) [ �(i; s; ').Hence M; s0 j=  for all s0 2 B(i; s), and thus  2 B(i;M; s).� (B�3) If ' 62 B(i;M; s), then M; s0 j= :' for some s0 2 B(i; s).Then B(i; s)\[[:']] 6= ;, and by �2 it follows that �(i; s; ') � B(i; s).Thus B0(i; s) = B(i; s) and hence B�' (i;M; s) = B(i;M; s).� (B�4) If ' 62 K(i;M; s), then [s]R(i) \ [[:']] 6= ;. Hence by �3,�(i; s; ') 6= ;, and thus, by �1, B0(i; s) contains some s0 such thatM; s0 j= :'. Since ' is propositional, then also M0; s0 j= :', andhence M0; s 6j= Bi'. Thus ' 62 B�' (i;M; s).� (B�5) Suppose ' 2 B(i;M; s). We distinguish two cases:� ' 2 K(i;M; s). Then �(i; s; ') = ; by �3. Hence B0(i; s) =B(i; s), and B�' (i;M; s) = B(i;M; s). Then B�+'' (i;M; s) =B+' (i;M; s). Now since ' 2 B(i;M; s) it follows by B+4 that



Actions That Make You Change Your Mind 22B�+'' (i;M; s) = B(i;M; s).� ' 62 K(i;M; s). Then B0(i; s) = B(i; s)[S 0 with S 0 = �(i; s; ').By �1, S 0 � [[:']]. Let M00; s = r(i; expand ')(M0; s). Thenby De�nition 1.3.5 it follows that B00(i; s) = B0(i; s)\ [[']]. Nowsince B0(i; s) = B(i; s) [ S 0 and since ' 2 B(i;M; s), and thusB(i; s) \ [[']] = B(i; s), we have that B00(i; s) = B(i; s). HenceB�+'' (i;M; s) = B(i;M; s).Since in both cases B(i;M; s) = B�+'' (i;M; s), also B(i;M; s) �B�+'' (i;M; s), and hence we conclude that postulate B�5 is vali-dated.� (B�6) Suppose ' $  2 K(i;M; s). Then from �4 it follows that�(i; s; ') = �(i; s;  ). Thus r(i; contract  )(M; s) = M0; s, andB�' (i;M; s) = B� (i;M; s).� (B�7) Let � 2 B�' (i;M; s)\B� (i;M; s). This implies thatM; s0 j=� for all s0 2 B(i; s) [ �(i; s; ') [ �(i; s;  ). Since by �5, �(i; s; ' ^ ) � �(i; s; ') [ �(i; s;  ), it follows that M; s0 j= � for all s0 2B(i; s)[�(i; s; '^ ). But then � 2 B�'^ (i;M; s). Since � was chosenarbitrarily it follows that B�' (i;M; s)\B� (i;M; s) � B�'^ (i;M; s).� (B�8) Suppose ' 62 B�'^ (i;M; s). Let M00; s = r(i; contract (' ^ ))(M; s). We distinguish two cases:� ' 62 B(i;M; s). Then ' ^  62 B(i;M; s), since B(i;M; s) isan AGM belief set. From B�3 it follows that B�' (i;M; s) andB�'^ (i;M; s) are both equal to B(i;M; s).� ' 2 B(i;M; s). Since ' 62 B�'^ (i;M; s), it follows that somes0 2 �(i; s; ' ^  ) exists such that M00; s0 j= :', and since 'is propositional, also M; s0 j= :'. But then �(i; s; ' ^  ) \[[:']] 6= ;, and by �6 it follows that �(i; s; ') � �(i; s; ' ^  ).Next, for all formulae � 2 B�'^ (i;M; s), M; s0 j= � for alls0 2 B(i; s) [ �(i; s; ' ^  ). Since �(i; s; ') � �(i; s; ' ^  ) itfollows thatM; s0 j= � for all s0 2 B(i; s)[�(i; s; '), and henceB�'^ (i;M; s) � B�' (i;M; s).Since in both cases B�'^ (i;M; s) � B�' (i;M; s), we conclude thatpostulate B�8 is validated. 2



Actions That Make You Change Your Mind 231.3.5 Selection functions revisitedIn this section we elaborate on the concept of selection functions. In par-ticular, we show that selection functions can be seen as providing thesemantic counterpart of partial meet contraction functions as de�ned inthe AGM framework. This link with partial meet contraction functionsleads to a concrete, and fairly simple, instantiation of selection functions.Furthermore it is shown that our kind of selection functions provides astrengthening of the selection functions as proposed by Stalnaker in thecontext of a conditional logic [Stalnaker, 1968]. We start by relating thedemands imposed on selection functions to the AGM postulates for be-lief contraction. This relation is presented in the following proposition,leading to a re�nement of the results obtained in Theorem 1.3.21.Proposition 1.3.22 Let M be some model with state s, and let ' 2 L0.Let r(i; contract ')(M; s) be de�ned as in 1.3.16 but with � replaced byan arbitrary function & : A� S � L0 ! }(S). Then it holds that:� If & satis�es �1 then B�5 is validated.� If & satis�es �2 then B�3 is validated.� Given that & satis�es �1 it is the case that if & satis�es �3 thenB�4 is validated.� If & satis�es �4 then B�6 is validated.� If & satis�es �5 then B�7 is validated.� If & satis�es �6 then B�8 is validated.The implications given in Proposition 1.3.22 cannot be generalized toequivalences. That is, the conditions imposed on selection functions aresu�cient to bring about validation of the postulates for belief contraction,but are not necessary to do so. The following example sheds some morelight on this issue.Example 1.3.23 Consider the single-agent language L, based on � =fp; qg and At = fag. Consider the model M = hS; �;R;B; r; ci where� S = T [ U ; T = ft0; t1; t2g;U = fu0; u1; u2g� �(p; tj) = 1 i� �(p; uj) = 1 i� j = 0 or j = 1�(q; tj) = 1 i� �(q; uj) = 1 i� j = 0� R(1) = S2� B(1; s) = ft0g for all s 2 S� r is arbitrary



Actions That Make You Change Your Mind 24� c(1; a)(t) = 1 for all t 2 T , c(1; a)(u) = 0 for all t 2 UNote that although the elements of T are copies of the elements of U onthe propositional level, they do not satisfy the same set of formula. ForM; t j= A1a for each t 2 T , whereas M; u j= :A1a for all u 2 U . De�nethe function & : A� S � L0 ! }(S) for all s 2 S as follows:&(1; s; ') = ft0; u0g if M; t0 6j= '&(1; s; ') = ft0g if M j= '&(1; s; ') = ft 2 T j M; t 6j= 'g [ ft0g if M; t0 j= '&M 6j= '&' `cpl p&(1; s; ') = fu 2 U j M; u 6j= 'g [ ft0g if M; t0 j= '&M 6j= '&' 6`cpl pThe function & is not a selection function for M. In particular, & doesmeet only one of the demands given in De�nition 1.3.15. To see this, takesome arbitrary s 2 S.� Since & yields identical results for all s 2 S, demand �0 is met.� Since t0 2 &(1; s; p) and t0 62 [[:p]], demand �1 is not met.� Since u0 2 &(1; s;:p) and u0 62 B(1; s), demand �2 is not met.� Although S \ [[:tt]] = ;, &(1; s; tt) = ft0g, and hence demand �3 isnot met.� Although M; t0 j= K1(:q $ (p ^ :q)), &(1; s;:q) = ft0; u0; u2gwhereas &(1; s; p ^ :q) = ft0; t2g, and hence demand �4 is not met.� Since it is the case that &(1; s; p^q) = ft0; t1; t2g, &(1; s; p) = ft0; t2gand &(1; s; q) = ft0; u1; u2g, &(1; s; p ^ q) 6� &(1; s; p) [ &(1; s; q), andhence demand �5 is not met.� Although &(1; s; q^ p)\ [[:q]] = ft1; t2g 6= ;, &(1; s; q) 6� &(1; s; q ^ p)and hence demand �6 is not met.Thus & is by no means a selection function forM. It is however easily seenthat when de�ning r(1; contract ')(M; s) based on the non-selectionfunction &, all the AGM postulates as phrased in Theorem 1.3.21 arevalidated4.Despite the negative results of Example 1.3.23, we can prove that whende�ning r for the contract action based on some function & that adds4One way to see this is by remarking that & is a variant of the selection function �a aspresented in De�nition 1.3.26 in which one uses the fact that T - and U-worlds satisfy exactlythe same sets of propositional formulae.



Actions That Make You Change Your Mind 25doxastic alternatives, validation of the AGM postulates imposes someweak variants of the demands for selection functions on &.Proposition 1.3.24 Let M be some Kripke model with state s. Assumethat r(i; contract ')(M; s) is de�ned as in 1.3.16 with � replaced by anarbitrary function & : A � S � L0 ! }(S). Then if contract is to meetthe demands presented in Theorem 1.3.21 it follows that:� &(i; s; ') � [s]R(i)� B(i; s) \ [[:']] = ;& [s]R(i) \ [[:']] 6= ; ) &(i; s; ') \ [[:']] 6= ;The fact that our approach using selection functions de�nes a contrac-tion function which satis�es the AGM postulates is not as surprising as itmight seem at �rst sight. Fact of the matter is that selection functions canbe seen as model-based, knowledge-restricted variants of the partial meetcontraction functions de�ned in the AGM framework. The idea behindpartial meet contraction functions is that, given an underlying logic, con-tractions validating the AGM postulates can be implemented as follows.For a belief set K and a formula ' that is to be contracted, a partialmeet contraction function yields the intersection of a set of maximal sub-sets of K that do not entail '. More formal, K�' = TS(K ? '), whereK ? ' is the set of belief sets K 0 that fail to imply ' and are maximalsubsets of K, and S is a function that selects some of the elements ofK ? '. Selection functions can be seen as the semantic counterpart ofpartial meet contraction functions. Whereas in partial meet contractionfunctions some of the maximal subsets not implying the contracted for-mula are selected, our selection function picks out some of the maximalsubsets of the belief set not implying the formula, given the model underconsideration. This can be seen as follows. Assume some Kripke modelMwith state s to be given. Assume furthermore that M; s j= Bi' ^ :Ki'for some ' 2 L0. Given this model, it is obvious that adding any of theworlds from [s]R(i) \ [[:']] to the set of doxastic alternatives of i resultsin a model in which the agent no longer believes '. Furthermore, it iseven so obvious that it is su�cient to add exactly one of the worlds from[s]R(i) \ [[:']] in order to result in a model in which the agent no longerbelieves '. From this point of view, a selection function selects some ofthe maximal subsets of a belief set, and the resulting belief set is theintersection of these maximal subsets, all with respect to the model M.The following proposition formalizes these informal ideas.



Actions That Make You Change Your Mind 26Proposition 1.3.25 Let some Kripke model M with state s be given.Let � be some selection function for M. De�ne for ' 2 L0:� B(i;M; s) ? ' = ffB(i;M; s)gg if ' 2 K(i;M; s)� B(i;M; s) ? ' = ff 2 L0 j 8s0 2 B(i; s) [ fs00g[M; s0 j=  ]g js00 2 [s]R(i) \ [[:']]g if ' 62 K(i;M; s)� S(B(i;M; s) ? ') = ff 2 L0 j 8s0 2 B(i; s) [ fs00g[M; s0 j=  ]g j s00 2 �(i; s; ')gThen B�' (i;M; s) = TS(B(i;M; s) ? ').The relation with the partial meet contraction functions as formal-ized in Proposition 1.3.25 suggest a concrete implementation of selectionfunctions, the so called All-is-Good, or AiG, function. The idea under-lying AiG functions is that, whenever necessary, all the states from theepistemic equivalence class that do not support the formula that is to becontracted, are added to the set of doxastic alternatives. The AiG func-tion can be seen as the semantic counterpart of the full meet contractionfunction in the AGM framework. When performing full meet contractionof a belief set K with a formula ', the intersection of all maximal subsetsof K not implying ' results.De�nition 1.3.26 (The All-is-Good function) Let M be a Kripkemodel. The AiG function �a is for all s 2 M and ' in L0 de�ned by:� �a(i; s; ') = B(i; s) \ [[:']] if B(i; s) \ [[:']] 6= ;� �a(i; s; ') = [s]R(i) \ [[:']] otherwiseProposition 1.3.27 The AiG function �a as given in De�nition 1.3.26is a selection function.Proof:We successively show that the AiG function satis�es the demandsfor selection functions. So assume that �a is the AiG function for somemodel M with states s; s0, and let ';  2 L0 be arbitrary.�0: Suppose s0 2 [s]R(i). Then B(i; s) = B(i; s0) and [s]R(i) = [s0]R(i) andhence demand �0 is met.�1: Since �a(i; s; ') = B(i; s)\[[:']] � [s]R(i)\[[:']] if B(i; s)\[[:']] 6= ;,and �a(i; s; ') = [s]R(i) \ [[:']] otherwise, demand �1 is indeed met.�2: Since �a(i; s; ') = B(i; s) \ [[:']] � B(i; s) if B(i; s) \ [[:']] 6= ;,demand �2 is obviously validated.�3: Demand �3 follows directly from the de�nition of the AiG function.



Actions That Make You Change Your Mind 27�4: If [s]R(i)\[[']] = [s]R(i)\[[ ]], then both B(i; s)\[[:']] = B(i; s)\[[: ]]and [s]R(i) \ [[:']] = [s]R(i) \ [[: ]], which su�ces to conclude �4.�5: We distinguish four cases:� B(i; s)\ [[:']] = ;;B(i; s)\ [[: ]] = ;. In this case also B(i; s)\[[:' _ : ]] = ;. Hence �a(i; s; ' ^  ) = [s]R(i) \ [[:' _ : ]] =[s]R(i) \ ([[:']] [ [[: ]]) = ([s]R(i) \ [[:']]) [ ([s]R(i) \ [[: ]]) =�a(i; s; ') [ �a(i; s;  ).� B(i; s) \ [[:']] = ;;B(i; s) \ [[: ]] 6= ;. In this case B(i; s) \[[:'_: ]] = B(i; s)\ [[: ]]. Since B(i; s)\ [[: ]] 6= ;, it followsthat �a(i; s; ' ^  ) = �a(i; s;  ).� B(i; s) \ [[:']] 6= ;;B(i; s) \ [[: ]] = ;. This case is completelyanalogous to the previous one, resulting in �a(i; s; ' ^  ) =�a(i; s; ').� B(i; s)\ [[:']] 6= ;;B(i; s)\ [[: ]] 6= ;. Then also B(i; s)\ [[:'_: ]] 6= ;. In this case �a(i; s; ' ^  ) = B(i; s) \ [[:' _ : ]] =B(i; s) \ ([[:']] [ [[: ]]) = (B(i; s) \ [[:']]) [ (B(i; s) \ [[: ]]) =�a(i; s; ') [ �a(i; s;  ).Since in all four cases �a(i; s; ' ^  ) � �a(i; s; ') [ �a(i; s;  ), weconclude that �5 is validated.�6: We distinguish two cases:� B(i; s)\[[:'_: ]] = ;. In this case both B(i; s)\[[:']] = ; andB(i; s)\[[: ]] = ;, and by an identical argument as given in the�rst case of the proof of �5, we conclude that �a(i; s; '^ ) =�a(i; s; ') [ �a(i; s;  ).� B(i; s) \ [[:' _ : ]] 6= ;. In this case �a(i; s; ' ^  ) = B(i; s) \[[:' _ : ]], and since �a(i; s; ' ^  ) \ [[:']] 6= ;, also B(i; s) \[[:']] 6= ;. Hence �a(i; s; ') = B(i; s) \ [[:']]. Now if B(i; s) \[[: ]] = ; it follows by an identical argument as given in thethird clause of the proof of �5 that �a(i; s; '^ ) = �a(i; s; ').If B(i; s)\[[: ]] 6= ; it follows by an identical argument as givenin the fourth clause of the proof of �5 that �a(i; s; ' ^  ) =�a(i; s; ') [ �a(i; s;  ).Since in both cases �a(i; s; ') � �a(i; s; ' ^  ) we conclude thatdemand �6 is validated. 2



Actions That Make You Change Your Mind 28Proposition 1.3.27 states that AiG functions are indeed selection func-tions, which implies that de�ning contractions in terms of AiG functionsresults in a validation of the AGM postulates. In light of the general feel-ing that full meet contraction | and therefore also AiG contraction |is not completely acceptable since it results in belief sets that are toosmall, it is important to recall that the AiG function is but a special in-stantiation of the general concept of selection functions. It is in particularnot the case that the demands imposed on selection functions force AiGcontraction.The belief states resulting from an application of the contract actioncan be completely characterized in terms of a priori information, i.e.,knowledge and belief, of the agent. In one of the clauses given below it ispresupposed that r for the contract action is based on the AiG function,the other clause holds for general selection functions.Proposition 1.3.28 For all ';  2 L0 we have:� j= :Bi'! ([doi(contract ')]Bi $ Bi )� j= Bi' ! ([doi(contract ')]Bi $ (Bi ^Ki(:' !  ))) if thede�nition of r for the contract action is based on the AiG functionfor all models.Again the result of Proposition 1.3.28 can be rephrased to make itmore in line with a characterization of full meet contraction in the AGMframework.Proposition 1.3.29 For all Kripke models M with state s, and for all';  2 L0 we have:� ' 62 B(i;M; s)) ( 2 B�' (i;M; s),  2 B(i;M; s))� ' 2 B(i;M; s) ) ( 2 B�' (i;M; s) ,  2 B(i;M; s)& (:' ! ) 2 K(i;M; s)) if the de�nition of r for the contract action isbased on the AiG function for M.Proof: LetM be some model with state s, and let ';  2 L0 be arbitrary.� Suppose ' 62 B(i;M; s). By B�3 we have that B�' (i;M; s) =B(i;M; s), and hence  2 B�' (i;M; s) i�  2 B(i;M; s).� Suppose ' 2 B(i;M; s). LetM0; s = r(i; contract ')(M; s). Then: 2 B�' (i;M; s),  2 B(i;M0; s)



Actions That Make You Change Your Mind 29,M0; s0 j=  for all s0 2 B0(i; s),M0; s0 j=  for all s0 2 B(i; s) [ �a(i; s; '),M0; s0 j=  for all s0 2 B(i; s) andM0; s0 j=  for all s0 2 �a(i; s; '),M; s0 j=  for all s0 2 B(i; s) andM; s0 j=  for all s0 2 [s]R(i) \ [[:']],M; s j= Bi and M; s j= Ki(:'!  ),  2 B(i;M; s) and :'!  2 K(i;M; s) 2Besides the relation between selection functions and partial meet con-traction functions, another interesting relation exists between our selec-tion functions and those de�ned by Stalnaker [Stalnaker, 1968]. Stalnakeruses selection functions (to avoid confusion we use the term conditionalselection functions to refer to selection functions in the sense of Stalnaker)in the context of a Kripke style semantics for conditional logic. Given aKripke model M and a state s in M, a conditional selection function fwhen applied to a pair ('; s) yields the most preferred or most reason-able world given ' and s. Stalnaker gives four demands that a reasonableconditional selection function should meet:1. ' is true at f('; s).2. f('; s) is unde�ned only if s0 is inaccessible from s for all worlds s0in which ' holds.3. if ' is true at s then f('; s) = s.4. if ' is true at f( ; s) and  is true at f('; s) then f('; s) = f( ; s).Intuitively, there seems to be at least some resemblance between the ideasunderlying Stalnaker's conditional selection function and those underlyingour selection functions. For although conditional selection functions aimat yielding a single world that satis�es a given formula and selectionfunctions aim at yielding a set of worlds that falsify a given formula, bothaim at yielding `reasonable' results. For conditional selection functions thisreasonableness is enforced through the demands given above, whereas forselection functions this is enforced through the demands �1 through �6as given in De�nition 1.3.15. One could ask whether imposing demandssimilar to those proposed by Stalnaker would result in selection functions,and vice versa. To investigate this relation in our framework we introducethe notion of s-selection functions. Basically these s-selection functions



Actions That Make You Change Your Mind 30can be seen as conditional selection functions that are at some pointsadapted to make them more in line with our framework.De�nition 1.3.30 Let some model M be given. A function s : A�S �}(S) is an s-selection function forM if and only if it meets the followingconstraints for all s 2 S and for all ';  2 L0.S1: :' is true at all states from s(i; s; ')S2: s(i; s; ') is empty only if s0 is (epistemically) inaccessible from s forall worlds s0 in which :' holds.S3: if B(i; s) \ [[:']] 6= ; then s(i; s; ') � B(i; s)S4: if :' is true at all states from s(i; s;  ) and : is true at all statesfrom s(i; s; '), then s(i; s; ') = s(i; s;  )It turns out that all selection functions for a given model, are alsos-selection functions for the model. The converse does however not hold.Proposition 1.3.31 For all modelsM, and for all functions & : A�S�L0 ! }(S) it holds that if & is a selection function for M then & is ans-selection function for M.Proof: Let some Kripke model M and function & be given such that & isa selection function for M. We show that & satis�es the demands for ans-selection function. The properties S1 through S3 follow directly fromdemands �1 through �3, leaving only S4 to be proved. Hence assume that:' is true at all states from &(i; s;  ) and : is true at all states from&(i; s; '). This implies that &(i; s;  ) � [[:']] and &(i; s; ') � [[: ]]. From�1 it follows that &(i; s; ') � [s]R(i) \ [[:']], and hence &(i; s; ') � [s]R(i) \[[:']]\ [[: ]]. Analogously it follows that &(i; s;  ) � [s]R(i) \ [[:']]\ [[: ]].If either [s]R(i) \ [[:']] = ; or [s]R(i) \ [[: ]] = ;, then both &(i; s; ') =; and &(i; s;  ) = ; and hence S4 would be met. Hence assume that[s]R(i)\ [[:']] 6= ; and [s]R(i)\ [[: ]] 6= ;. Then also [s]R(i)\ [[:'_: ]] 6= ;.From �3 it follows that none of &(i; s; '), &(i; s;  ) and &(i; s; ' ^  ) isempty. By �5 we have that &(i; s; ' ^  ) � &(i; s; ') [ &(i; s;  ). Hence&(i; s; '^  ) � ([s]R(i) \ [[:']] \ [[: ]]) (y). Then &(i; s; ' ^  )\ [[:']] 6= ;,and hence by �6 we have that &(i; s; ') � &(i; s; ' ^  ) (z). Analo-gously we have that &(i; s;  ) � &(i; s; ' ^  ). Hence &(i; s; ' ^  ) =&(i; s; ') [ &(i; s;  ). Now j= Ki(((:' _  ) ^ ') $ (' ^  )). Henceby �4, &(i; s; ' ^  ) = &(i; s; (:' _  ) ^ '). From �5 it follows that&(i; s; ' ^  ) � &(i; s;:' _  ) [ &(i; s; '). Since by �1, &(i; s;:' _  ) �



Actions That Make You Change Your Mind 31[[' ^ : ]], it follows from (y) that &(i; s; ' ^  ) \ &(i; s;:' _  ) = ;.Hence &(i; s; ' ^  ) � &(i; s; '). Combining this with (z) yields that&(i; s; ' ^  ) = &(i; s; '). By an analogous argument we conclude fromj= Ki(((: _ ') ^  ) $ (' ^  )) that &(i; s; ' ^  ) = &(i; s;  ). Thus&(i; s; ') = &(i; s;  ), which su�ces to conclude that & validates S4. Thus& is an s-selection function. 2Proposition 1.3.32 Some Kripke model M and function & : A � S �L0 ! }(S) exist, such that & is an s-selection function for M, but not aselection function. Furthermore, when de�ning contractions based on thefunction &, not all AGM postulates for belief contraction are validated.Proposition 1.3.32 states that it is not su�cient to use s-selection func-tions in de�ning contractions, for then not all AGM postulates are val-idated. As such, it is necessary to strengthen the demands proposed byStalnaker in order to de�ne AGM contraction in a modal context. Al-though Example 1.3.23 shows that the strengthening that we propose inour de�nition of selection functions is not the necessary and su�cient one,Theorem 1.3.21 shows that it is at least a su�cient one.1.3.6 The revise actionHaving de�ned actions that model expansions and contractions, we nowturn to de�ning actions that model revisions. A revision is a change of be-lief through which some formula is added to the beliefs of an agent, whilepreserving consistency. Our de�nition of actions that model revisions isbased on the Levi identity [Levi, 1977]. Levi suggested that revisions canbe de�ned in terms of contractions and expansions: a revision with ' canbe de�ned as a contraction with :' followed by an expansion with '.Given the de�nitions of contractions and expansions of the previous sec-tions and the fact that the class of actions Ac that we consider is closedunder sequential composition, the Levi identity provides for a means tode�ne revisions as the sequential composition of a contraction and anexpansion action.De�nition 1.3.33 Let some model M = hS; �;R;B; r; ci with s 2 Sand ' 2 L0 be given. We de�ne:� r(i; revise ')(M; s) = r(i; contract :'; expand ')(M; s)



Actions That Make You Change Your Mind 32De�nition 1.3.33 indeed provides for an intuitively acceptable formal-ization of belief revision.Proposition 1.3.34 For all ';  ; # 2 L0 we have:� j= [doi(revise ')]Bi'� j= [doi(revise ')]Bi#! [doi(expand ')]Bi#� j= :Bi:'! ([doi(expand ')]Bi#$ [doi(revise ')]Bi#)� j= Ki:'$ [doi(revise ')]Bi�� j= Ki('$  )! ([doi(revise ')]Bi#$ [doi(revise  )]Bi#)� j= [doi(revise ' ^  )]Bi#! [doi(revise '; expand  )]Bi#� j= :[doi(revise ')]Bi: !([doi(revise '; expand  )]Bi#! [doi(revise ' ^  )]Bi#)The �rst clause of Proposition 1.3.34 states that agents believe ' asthe result of revising their beliefs with '. The second clause states that arevision with ' results in the agent believing at most the formulae that itwould believe after expanding its beliefs with ', i.e., changing the beliefset to incorporate ' consistently (if possible) | this is a revision with '|results in a subset of the set of beliefs that results from straightforwardinserting ' in the belief set | an expansion with '. The third clauseformalizes the idea that expansion is a special kind of revision: in caseswhere :' is not believed, expanding with ' and revising with ' amount tothe same action. The left-to-right implication of the fourth clause statesthat if :' is known, i.e., :' is among the agent's principles, then therevision with ' results in the agent believing �, i.e., the revision resultsin the absurd belief set. The right-to-left implication of the fourth clausestates that the agent will believe � only after it performs a revision withone of its principles. The �fth clause states that revisions with formulaethat are known to be equivalent have identical results. The sixth clauseformalizes the idea that the revision with the conjunction ' ^  resultsin the agent believing at most the formulae that it would believe aftera revision with ' followed by an expansion with  . The seventh clausestates that if a revision with ' does not result in : being believed, thenafter revising with ' ^  the agent believes at least the formulae that itwould believe as the result of performing a revision with ' followed byan expansion with  . As G�ardenfors remarks, clauses 6 and 7 provide forsome sort ofminimal change condition on revisions. With the exception ofthe �rst of the AGM postulates for revision, all occur in Proposition 1.3.39



Actions That Make You Change Your Mind 33as validities. In x1.3.7 we come back to the AGM postulates for revision.Also for revisions we can prove some properties dealing with multipleagents and universally minimal change.Proposition 1.3.35 For all ';  2 L0 and for all � 2 L we have:� j= [doi(revise ')]KjBi ! [doi(expand ')]KjBi � j= [doi(revise ')]BjBi ! [doi(expand ')]BjBi � j= :Bi'! ([doi(revise ')]�$ [doi(expand ')]�)� j= Ki('$  )! ([doi(revise ')]�$ [doi(revise  )]�)� revise satis�es realizability, determinism and idempotenceThe �rst two clauses of Proposition 1.3.35 state that the knowledgeand belief of watching agents on the beliefs of the executing agent fol-lowing a revision are contained in the knowledge and belief following anexpansion. The third clause states that whenever an agent does not be-lieve some formula, a revision with the formula and an expansion with theformula constitute identical actions. The fourth clause states the prop-erty of identical change for known equivalences. The last clause statesthat revisions also validate the properties of De�nition 1.3.4.The belief sets resulting from application of the revise action arecharacterized as follows.Proposition 1.3.36 For all ';  2 L0 we have:� j= Ki:'$ [doi(revise ')]Bi�� j= :Bi:'! ([doi(revise ')]Bi $ Bi('!  ))� j= :Ki:' ^ Bi:' ! ([doi(revise ')]Bi $ Ki(' !  )) if thede�nition of r for the contract action is based on the AiG functionfor all models.The �rst clause of Proposition 1.3.36 states that in cases where anagent knows the negation of some formula to be true, a revision withthis formula results in absurd beliefs. The second clause states that insituations where the negation of some formula is not believed, revisingbeliefs with the formula amounts to an expansion with the formula. Thelast clause states that in situations that are not of the kinds describedin the �rst two clauses, formulae are believed after a revision with ' ifit is known beforehand that ' implies the formula, i.e., the belief set ofthe agent after a revision with ' consists of all those formulae that areknown to be implied by '.



Actions That Make You Change Your Mind 341.3.7 Revisions and the AGM postulatesThe AGM postulates for belief revision are given below. In these postu-lates K, ' and K+' are assumed to have their usual connotation, and K?'denotes the revision of K with the formula '.De�nition 1.3.37 The AGM postulates for belief revision:(G?1) K?' is an AGM belief set.(G?2) ' 2 K?'.(G?3) K?' � K+' .(G?4) If :' 62 K then K+' � K?'.(G?5) K?' = K? if and only if `cpl :'.(G?6) If `cpl '$  then K?' = K? .(G?7) K?'^ � (K?')+ .(G?8) If : 62 K?', then (K?')+ � K?'^ .When de�ning revision through the Levi identity | starting from ex-pansions and contractions that satisfy the appropriate postulates | theAGM postulates for belief revision are met [G�ardenfors, 1988; Levi, 1977].The same holds in our framework.De�nition 1.3.38 The revision of B(i;M; s) with ' 2 L0, notationB?'(i;M; s), is de�ned by:� B?'(i;M; s) = f 2 L0 j M; s j= [doi(revise ')]Bi gThe sequence of a revision with ' followed by an expansion with  ofB(i;M; s), notation B?+' (i;M; s), is de�ned by:� B?+' (i;M; s) = f# 2 L0 j M; s j= [doi(revise '; expand  )]Bi#gTheorem 1.3.39 Let M be some Kripke model. For all s 2 M and forall ';  2 L0 the following are true.(B?1) B?'(i;M; s) is a belief set.(B?2) ' 2 B?'(i;M; s).(B?3) B?'(i;M; s) � B+' (i;M; s).(B?4) If :' 62 B(i;M; s) then B+' (i;M; s) � B?'(i;M; s).(B?5) B(i;M; s) = B? if and only if :' 2 K(i;M; s).(B?6) If '$  2 K(i;M; s) then B?'(i;M; s) = B? (i;M; s).(B?7) B?'^ (i;M; s) � B?+' (i;M; s).(B?8) If : 62 B?'(i;M; s), then B?+' (i;M; s) � B?'^ (i;M; s).



Actions That Make You Change Your Mind 35Proof: LetM be some Kripke model with state s. Let � be an arbitraryselection function for M. Let ' 2 L0 be arbitrary, and let� M0; s = r(i; contract :')(M; s)� M00; s = r(i; expand ')(M0; s) = r(i; revise ')(M; s)� M000; s = r(i; expand ')(M; s)We successively prove all clauses of Theorem 1.3.39.� (B?1) This postulate is shown in the same way as the correspondingpostulates for belief expansion and contraction.� (B?2) Note that B?'(i;M; s) = B(i;M00; s) = B+' (i;M0; s). FromB+2 it follows that ' 2 B+' (i;M0; s), which su�ces to concludethat the postulate is validated.� (B?3) By de�nition of r for contract and expand it follows thatB00(i; s) = (B(i; s) [ �(i; s;:')) \ [[']]. Now if some formula  2B?'(i;M; s), this means that M00; s00 j=  for all s00 2 (B(i; s) [�(i; s;:'))\ [[']]. Since  is propositional this implies thatM; s00 j= for all s00 2 (B(i; s) \ [[']]). By de�nition of r(i; expand ') wehave that B000(i; s) = B(i; s) \ [[']]. But then M000; s000 j=  for alls000 2 B000(i; s), and hence M000; s j= Bi , which implies that  2B+' (i;M; s).� (B?4) If :' 62 B(i;M; s), then B(i; s) \ [[']] 6= ;. By demand�2 for selection functions, it follows that B0(i; s) = B(i; s). HenceB00(i; s) = B(i; s) \ [[']]. Also B000(i; s) = B(i; s) \ [[']], and M00; s j=Bi if and only ifM000; s j= Bi for all  2 L0. Thus B+' (i;M; s) =B(i;M000; s) = B(i;M00; s) = B?'(i;M; s).� (B?5) We prove two implications.`)' Suppose B?'(i;M; s) = B?. This implies that B00(i; s) = ;.Hence by de�nition of r for contract and expand this impliesthat (B(i; s) [ �(i; s;:')) \ [[']] = ;. In particular this impliesthat �(i; s;:') \ [[']] = ;, and since by �1, �(i; s;:') � [[']],we conclude that �(i; s;:') = ;. It follows by demand �3 that[s]R(i)\[[']] = ;. This implies thatM; s0 j= :' for all s0 2 [s]R(i)and thus M; s j= Ki:', and :' 2 K(i;M; s).`(' Suppose :' 2 K(i;M; s). Then by demand �3, �(i; s;:') =;. Hence B(i; s) � [[:']] and B0(i; s) � [[:']]. Then B00(i; s) =B0(i; s) \ [[']] = ;, and thus B?'(i;M; s) = B(i;M00; s) = B?.



Actions That Make You Change Your Mind 36� (B?6) Suppose ' $  2 K(i;M; s). Then also :' $ : 2K(i;M; s), and by �4 it follows that �(i; s;:') = �(i; s;: ). Thusr(i; contract ')(M; s) = r(i; contract  )(M; s) = M0; s. AlsoB0(i; s) \ [[']] = B0(i; s) \ [[ ]], and hence r(i; expand ')(M0; s) =r(i; expand  )(M0; s). Then it follows that r(i; revise ')(M; s) =r(i; revise  )(M; s), and therefore B?'(i;M; s) = B? (i;M; s).� (B?7) Assume that M1; s = r(i; revise (' ^  ))(M; s), and as-sume furthermore that M2; s = r(i; revise '; expand  )(M; s).From the de�nitions of r for revisions, contractions and expan-sions, it follows that B1(i; s) = (B(i; s)[ �(i; s;:'_: ))\ [['^  ]]and B2(i; s) = (B(i; s) [ �(i; s;:')) \ [[']] \ [[ ]]. Hence B1(i; s) =(B(i; s)\[['^ ]])[�(i; s;:'_: ) and B2(i; s) = (B(i; s)\[['^ ]])[(�(i; s;:')\[[ ]]). Hence, should �(i; s;:')\[[ ]] � �(i; s;:'_: ),then B2(i; s) � B1(i; s), and therefore B(i;M1; s) � B(i;M2; s).So to prove that �(i; s;:') \ [[ ]] � �(i; s;:' _ : ). Since j=Ki(((:'_: )^(:'_ ))$ :'), we have by �4 that �(i; s;:') =�(i; s; (:' _ : ) ^ (:' _  )). From �5 it follows that �(i; s; (:' _: )^(:'_ )) � �(i; s;:'_: )[�(i; s;:'_ ). From �1 we con-clude that �(i; s;:'_: ) � [['^ ]] and �(i; s;:'_ ) � [['^: ]].Since �(i; s;:') � [[']] we have that �(i; s;:') \ [[ ]] � [[' ^  ]].Hence �(i; s;:')\ [[ ]] � �(i; s;:'_: ), which was to be proved.� (B?8) Suppose : 62 B?'(i;M; s). To keep our proof understandablewe introduce the following de�nitions:M11; s = r(i; revise ')(M; s)M1; s = r(i; expand  )(M11; s)M21; s = r(i; contract :' _ : )(M; s)M2; s = r(i; expand ' ^  )(M21; s) = r(i; revise ' ^  )(M; s)Using similar arguments as in the proof of B?7 we �nd that:B11(i; s) = (B(i; s) [ �(i; s;:')) \ [[']]= (B(i; s) \ [[']]) [ �(i; s;:')B1(i; s) = B11(i; s) \ [[ ]]B21(i; s) = B(i; s) [ �(i; s;:' _ : )B2(i; s) = (B(i; s) [ �(i; s;:' _ : )) \ [[' ^  ]]= (B(i; s) \ [[' ^  ]]) [ �(i; s;:' _ : )Now to prove that B2(i; s) � B1(i; s). For then it follows thatB(i;M1; s) � B(i;M2; s), which on its turn implies B?+' (i;M; s) �



Actions That Make You Change Your Mind 37B?'^ (i;M; s). We distinguish two cases:� :' 2 B(i;M; s). Then B(i; s) � [[:']], and thus B(i; s)\ [[']] =;. Hence B11(i; s) = �(i; s;:') and B1(i; s) = �(i; s;:')\ [[ ]].In this case also :'_: 2 B(i;M; s). Hence B(i; s)\[['^ ]] =;, and thus B2(i; s) = �(i; s;:'_: ). Since : 62 B?'(i;M; s),it follows that B11(i; s)\[[ ]] 6= ;, and thus �(i; s;:')\[[ ]] 6= ;.From �1 it follows that �(i; s;:')\[['^ ]] = �(i; s;:')\[[']]\[[ ]] = �(i; s;:') \ [[ ]] 6= ;. Then since j= Ki(((:' _ : ) ^:')$ :'), we have by �4 that �(i; s; (:'_: )^:')\ [['^ ]] 6= ;, and by �6 that �(i; s;:' _ : ) � �(i; s; (:' _ : ) ^:') = �(i; s;:'). Since by �1, �(i; s;:'_: ) � [['^ ]], andgiven that [[' ^  ]] � [[ ]], it follows that �(i; s;:' _ : ) ��(i; s;:') \ [[ ]]. Hence B2(i; s) � B1(i; s).� :' 62 B(i;M; s). Note that in this case :'_: 62 B(i;M; s):for if :' _ : 2 B(i;M; s) and :' 62 B(i;M; s), then fromB?4, B+2 and B+3 it follows that f:'_: ; 'g � B?'(i;M; s).Since B?'(i;M; s) is deductively closed by B?1 it follows that: 2 B?'(i;M; s) which contradicts the assumption that  62B?'(i;M; s). Hence :' _ : 62 B(i;M; s). This implies thatboth B(i; s)\ [[']] 6= ; and B(i; s)\ [['^ ]] 6= ;. Then it followsby �2 that both �(i; s;:') � B(i; s) and �(i; s;:' _ : ) �B(i; s). Thus B11(i; s) = B(i; s)\[[']], B1(i; s) = (B(i; s)\[[']])\[[ ]], B21(i; s) = B(i; s), and B2(i; s) = B(i; s) \ [[' ^  ]]. Sincefor all S 0 � S it holds that (S 0 \ [[']]) \ [[ ]] = S 0 \ [['^  ]], forall ' and  in L0, it follows that B1(i; s) = B2(i; s).In both cases B2(i; s) � B1(i; s), hence B(i;M1; s) � B(i;M2; s),and thus B?+' (i;M; s) � B?'^ (i;M; s). 2Also the result of Proposition 1.3.36 can be rephrased in terms thatmake it more in line with the AGM framework.Proposition 1.3.40 For all models M with state s, and for all ' 2 L0:� :' 2 K(i;M; s)) B?'(i;M; s) = B?.� :' 62 B(i;M; s)) B?'(i;M; s) = Th(B(i;M; s) [ f'g).� :' 2 B(i;M; s)nK(i;M; s)) B?'(i;M; s) = Th(K(i;M; s)[f'g)if the de�nition of r for the contract action is based on the AiGfunction for M.



Actions That Make You Change Your Mind 38Proof: Let M be some model with state s, and let ' be some arbi-trary propositional formula. Let M0; s = r(i; contract :')(M; s), andlet M00; s = r(i; expand ')(M0; s) = r(i; revise ')(M; s). We succes-sively prove the three cases.� Suppose :' 2 K(i;M; s). Then by de�nition it follows thatM0; s =M; s, and hence M0; s j= Bi:'. Then the expansion with ' of thebeliefs of agent i inM0; s leads to a modelM00 such that B00(i; s) =;, and hence B?'(i;M; s) = B(i;M00; s) = B?.� Suppose :' 62 B(i;M; s). Then it follows from B?3 and B?4 thatB?'(i;M; s) = B+' (i;M; s), and by Proposition 1.3.14, B?'(i;M; s) =Th(B(i;M; s) [ f'g).� Suppose :' 2 B(i;M; s)nK(i;M; s). Then by de�nition of the AiGfunction it follows that B0(i; s) = B(i; s) [ ([s]R(i) \ [[']]). By de�ni-tion of r(i; expand ') it follows that B00(i; s) = B0(i; s) \ [[']], henceB00(i; s) = (B(i; s)[ ([s]R(i) \ [[']])) \ [[']], and since :' 2 B(i;M; s)it follows that B00(i; s) = [s]R(i) \ [[']]. By an argument similarto that given in the proof of Proposition 1.3.14 it is shown thatB?'(i;M; s) = Th(K(i;M; s) [ f'g). 2Again note that, due to its lack of expressive power as compared to ourframework, the reasonable and desirable properties of Proposition 1.3.35cannot be formalized within the AGM framework.1.3.8 The ability to change one's mindIn the previous (sub)sections, we dealt with the formalization of the op-portunity for, and the result of, the actions that model the belief changesof agents. Here we look at the ability of agents to change their beliefs.For `mental' actions, like testing (observing) and communicating, theabilities of agents are closely related to their (lack of) information. Thisobservation seems to hold a fortiori for the abstract actions that causeagents to change their beliefs. For when testing and communicating, atleast some interaction takes place, either with the real world in case oftesting, or with other agents when communicating, whereas the changingof beliefs is a strictly mental, agent-internal, activity. Therefore, it seemsnatural to let the ability of an agent to change its beliefs be determinedby its informational state only.



Actions That Make You Change Your Mind 39The intuitive idea behind the de�nitions as we present them, is thatthe ability to change beliefs can be used to guide the changes that thebeliefs of an agent undergo. In particular, if an agent is able to changeits beliefs in a certain way, then this change of belief should work out asdesired, i.e., it should neither result in an absurd belief set nor cause nochange at all. Another point of attention is given by the observation thatthe Levi identity should also be respected for abilities, i.e., an agent iscapable of revising its beliefs with a formula ' if and only if it is able tocontract its beliefs with :' and thereafter perform an expansion with '.De�nition 1.3.41 Let M be some Kripke model with state s, and let' 2 L0 be arbitrary. We de�ne the capability function c for the expand,contract and revise actions in the following manner:c(i; expand ')(M; s) = 1 ,M; s j= :Bi:'c(i; contract ')(M; s) = 1 ,M; s j= :Ki'c(i; revise ')(M; s) = c(i; contract :'; expand ')(M; s)The �rst clause of De�nition 1.3.41 states that an agent is able toexpand its set of beliefs with a formula if and only if it does not alreadybelieve the negation of the formula. The second clause formalizes the ideathat an agent is able to remove some formula from its set of beliefs if andonly if it does not consider the formula to be one of its principles. Theability for the revise action is de�ned through the Levi identity.Proposition 1.3.42 For all ' 2 L0 we have:� j= Aiexpand '$ KiAiexpand '� j= Aiexpand '! hdoi(expand ')i:Bi�� j= Aicontract '$ KiAicontract '� j= Aicontract '! hdoi(contract ')i:Bi'� j= Airevise '$ Aicontract :'� j= Airevise '! hdoi(revise ')i(Bi' ^ :Bi�)The �rst and third clause of Proposition 1.3.42 state that agents knowof their ability to expand and contract their beliefs; a consequence of the�fth clause is that agents also know of their ability to revise their beliefs.The second, fourth and sixth clause formalize the idea that belief changesof which the agent is capable, behave as desired, i.e., an expansion doesnot result in absurd belief sets, a contraction leads to disbelief in thecontracted formula, and a revision results in a combination of these.



Actions That Make You Change Your Mind 401.4 DiscussionIn this paper we de�ned actions that model three well-known rationalchanges of belief, viz. expansions, contractions, and revisions. We charac-terized the states of a�airs that result from execution of these actions, theconditions that decide whether agents have the opportunity to performthese actions, and the capacities that agents should posses in order to beable to perform these actions. The action that models belief contractionsis de�ned using selection functions. These are functions that select a sub-set of the set of epistemic alternatives of an agent that is to be added toits set of doxastic alternatives, in order to contract its set of beliefs. Weproved that our kind of selection functions provides a strengthening ofthe selection functions proposed by Stalnaker [Stalnaker, 1968], and canfurthermore be seen as the modal counterpart of the partial meet contrac-tion functions as de�ned in the AGM framework. The action that modelsbelief revision is de�ned in terms of a contraction and an expansion in away suggested by the Levi identity [Levi, 1977]. Agents are capable of per-forming a belief-changing action only if execution of the action works outas desired. We showed that our belief-changing actions satisfy the AGMpostulates for belief expansions, belief contractions, and belief revisions,thereby supporting our claim that the formalization that we present isboth an intuitively and philosophically acceptable one.AcknowledgementsThanks are due to Maarten de Rijke and to an anonymous referee for theircomments and criticism which helped improve this paper. This researchis partially supported by Esprit III BRWG project No.8319 `ModelAge',Esprit III BRA project No.6156 `Drums II', and the Vrije UniversiteitAmsterdam; the third author is furthermore partially supported by theKatholieke Universiteit Nijmegen.1.5 References[Alchourr�on et al., 1985] C.E. Alchourr�on, P. G�ardenfors, and D. Makin-son. On the logic of theory change: partial meet contraction and revi-sion functions. Journal of Symbolic Logic, 50:510{530, 1985.
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