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Relation of Sample Size to the Stability of Component Patterns 

Edward Guadagnoli and Wayne E Velicer 
University of  Rhode Island 

A variety of rules have been suggested for determining the sample size required to produce a stable 
solution when performing a factor or component analysis. The most popular rules suggest that sam- 
ple size be determined as a function of the number of variables. These rules, however, lack both 
empirical support and a theoretical rationale. We used a Monte Carlo procedure to systematically 
vary sample size, number of variables, number of components, and component saturation (i.e., the 
magnitude of the correlation between the observed variables and the components) in order to exam- 
ine the conditions under which a sample component pattern becomes stable relative to the popula- 
tion pattern. We compared patterns by means of a single summary statistic, g2, and by means of 
direct pattern comparisons using the kappa statistic: Results indicated that, contrary to the popular 
rules, sample size as a function of the number of variables was not an important factor in determin- 
ing stability. Component saturation and absolute sample size were the most important factors. To a 
lesser degree, the number of variables per component was also important, with more variables per 
component producing more stable results. 

Factor analysis or component analysis is typically used by the 
researcher who wishes to reduce a set of  observed variables, p, 
to a new, smaller set of variables. This smaller set of new vari- 
ables (m), labeled factors or components, depending on the 
method used, preserves most of  the information present in the 
original set of  variables and is a more parsimonious representa- 
tion. The purpose of  an analysis may be the replacement of  the 
p scores with m factor or component scores or the interpretation 
of  the p • m pattern of loadings, that is, correlations between 
the p observed variables and the m factors or components. The 
latter is intended to facilitate the understanding of the relations 
that exist between the observed variables. 

A major issue involves determining the number of  indepen- 
dent observations (N) required to obtain a sample pattern that 
is stable and approximates the population pattern. Researchers 
and textbook authors typically recommend that the necessary 
sample size be determined as a function of the size ofp  involved 
in the research problem. (See Baggaley, 1982; Brislin, Lonner, 
& Thorndike, 1974; Cattell, 1952, 1978; Gorsuch, 1983; Hair, 
Anderson, Tatham, & Grablowsky, 1979; Kunce, Cook, & 
Miller, 1975; Lindeman, Merenda, & Gold, 1980; Marascuilo & 
Leven, 1983; Nunnally, 1978; for suggested N-to-p ratios, which 
vary from 2:1 to 20:1.) A minimum N o f  100 to 200 observa- 
tions is also often recommended (Comrey. 1973, 1978; Gor- 
such, 1983; Guilford, 1954; Hair et al., 1979; Lindeman et al., 
1980; Loo, 1983). The rules relating N to p seem to be based 
on the shrinkage concept developed in multiple regression. The 
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recommendation for a minimum sample size of  100 to 200 ob- 
servations is probably based on the argument that a correlation 
coefficient becomes an adequate estimator of the population 
correlation coefficient when sample sizes reach this level. An- 
other rule suggests that N be determined as a function of  the 
number of  expected factors (Cattell, 1978). The most familiar 
advice given the researcher, however, is to obtain the maximum 
sample size possible (Guertin & Bailey, 1970; Humphreys, II- 
gen, McGrath, & Montanelli, 1969; Press, 1972; Rummell,  
1970). 

A variety of rules have been suggested in the literature, and 
none of them is empirically based. Rather, rules appear to be 
generated as a function of the experience of  an author, an un- 
stated set of beliefs, or communication from some uncited ex- 
pert source. 

In a limited number of studies, researchers have empirically 
tested the relation between sample size and the stability of  the 
sample solution. Aleamoni (1973) used a real-data matrix in- 
volving a sample of 2,322 as the population and generated sub- 
samples of 17, 25, 100, 400, and 1,600. For each subsample, 
he performed a principal-components analysis on a 15-by-I 5 
correlation matrix. Aleamoni found that the variance ac- 
counted for increased as sample size decreased, indicating that 
smaller samples may include more error variance. He found 
that component similarity also decreased with a reduction in 
sample size. Aleamoni (1973) concluded, " I f  we want to use 
sample factor structures as a basis for generalizing to their cor- 
responding population factor structures, drawing random sam- 
ples of N = 400 is adequate for generalizing to a population of  
N = 2,322" (p. 269). Barrett and Kline (1981), using real data 
from the Sixteen Personality Factor Questionnaire, created sub- 
samples of various sizes for both instruments and concluded 
that sample size as a function of  the number of variables did 
not influence pattern stability. An N of  50 was the minimum 
needed to reproduce the pattern. Arrindell and van der Ende 
(1985), using real data from the Fear Survey Schedule-III and 
the Fear Questionnaire, reached the same conclusion about the 
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utility of an observations-to-variables ratio. They also found no 
support for an absolute minimum, but the smallest samples 
were 78 and 100. 

Velicer, Peacock, and Jackson (1982), in a simulation study, 
compared the solutions obtained from three types of factor 
analysis procedures (principal-components analysis, image- 
component analysis, and maximum likelihood factor analysis) 
to determine under what conditions the methods produce 
different patterns. A comparison of sample factor and compo- 
nent patterns to their respective population factor and compo- 
nent patterns suggested that "with only moderate sample sizes 
(N = 144), the fit of the pattern to the population target was 
quite good" (Velicer et al., 1982, p. 386). 

All previous empirical investigations provide results that are 
limited in scope, focusing on one data set or one value of p; their 
results, however, provide a framework for future research. 

The purpose of the present study was to determine the condi- 
tions necessary to produce a stable solution with respect to a 
population pattern. We used a principal-components proce- 
dure (Hotelling, 1933) to produce population and sample com- 
ponent patterns from computer-generated correlation matrices. 
Although factor analysis procedures are commonly recom- 
mended, Velicer (1974, 1976, 1977), Velicer and Fava (1987), 
and Velicer et al. (1982) have demonstrated that principal-com- 
ponents solutions differ little from the solutions generated from 
factor analysis methods. Additionally, serious theoretical prob- 
lems exist with the factor analysis model (Steiger & Schtnem- 
ann, 1978). Component analysis does not suffer from some of 
the convergence problems, boundary cases, and computational 
limitations (Driel, 1978; Velicer & Fava, 1987) that factor analy- 
sis does, permitting assessment of a wider range of situations 
(Jackson & Chan, 1980; Velicer & Jackson, 1987). Further, 
Glass and Taylor (1966), following a survey of educational re- 
search journals, reported that component analysis was the most 
frequently performed analysis. Pruzek and Rabinowitz (1981), 
over a decade later, reported that this trend had not only contin- 
ued but had increased. 

To evaluate the conditions under which stable component 
patterns are produced, we manipulated several variables. We 
selected P, m, and N as potentially important factors with re- 
spect to the rules already discussed. In addition to these factors, 
component saturation (ao), that is, the magnitude of compo- 
nent loadings, was also varied. Correlation matrices were com- 
puter generated so that direct control over the variables manip- 
ulated was possible. 

Method  

With the design of this study, we attempted to sample conditions that 
are often encountered by applied researchers. The situations generated, 
however, were typically simpler than real-world conditions. The popula- 
tion component patterns included only variables that loaded on a single 
component. Each component was defined by an equal number of vari- 
ables. All nonzero loadings were equal. Table 1 contains an example of 
the type of pattern included in this study. These conditions represent a 
relatively clean, or idealized, condition. However, an examination of 
these ideal patterns represents a necessary first step in the evaluation 
of this problem. Computer generation of correlation matrices allowed 
manipulation and comparison of known conditions but was less realis- 
tic than the use of real data sets. Tucker, Koopman, and Linn (1969) 
discussed problems associated with the use of simulated data versus real 
data. 

Table 1 
E x a m p l e  o f  Popu la t ion  Pat tern  M a t r i x  
(p  = 12, m = 3, a u = .60) 

Component (m) 
Observed variable 

(p) 1 2 3 

1 .60 .00 .00 
2 .60 .00 .00 
3 .60 .00 .00 
4 .60 .00 .00 
5 .00 .60 .00 
6 .00 .60 .00 
7 .00 .60 .00 
8 .00 .60 .00 
9 .00 .00 .60 

10 .00 .00 .60 
11 .00 .00 .60 
12 .00 .00 .60 

First, we performed a principal-components analysis of both popula- 
tion and sample correlation matrices. Second, we compared the result- 
ing sample component patterns with their respective population compo- 
nent patterns. Comparison methods involved both the least squares 
difference between corresponding patterns and a direct pattern compar- 
ison approach. The former involved a summary statistic, gZ, which 
measured the average squared difference between comparable loadings 
oftbe sample and population patterns. The latter comparison involved 
examining agreement with respect to the identification of salient and 
nonsalient component Ioadings. 

F a c t o r s  M a n i p u l a t e d  

We examined the similarity of sample component patterns to popula- 
tion patterns across seven levels of N, four levels of p, three levels of a o, 
and three levels of m. We chose sample sizes of 50, 100, 150, 200, 300, 
500, and 1,000 not only to represent a range of small to large samples 
but also to examine precisely the sample-size range suggested by previ- 
ous research. Number of variables ranged from 36 to 144. Intermediate 
levels included 72 and 108. We eliminated from the design cases in 
which N < p. Nunnally (1978) summarized the arguments against vio- 
lating this minimum. We selected 3, 6, and 9 for the number of compo- 
nents. Values of m much larger than 9 are not desired by applied re- 
searchers because interpretation may become a problem at this point. 
In the interest of practicality, however, we did not examine the cases in 
which m = 3 and p --- 108 or p = 144 because the number of variables 
per component (48 and 36, respectively) represent unusual situations. 
For cases in which p = 108 and p = 144, we substituted the value m = 
18. We used three levels of a 0. With respect to principal-components 
analysis, component loadings of .30 or .40 are usually regarded as sa- 
lient to that particular component, whereas loadings below the cutoff 
are ignored. Loadings used in this design include (a) a typical lower 
limit, a o = .40; (b) a moderate level, a o = .60; and (c) a very well-defined 
value, a o = .80. 

D a t a  G e n e r a t i o n  

The conditions described represent a design in which 252 combina- 
tions (7 X 4 X 3 X 3) are possible. Of these, only 207 combinations were 
examined, however, given the limitation N > p. 

We constructed population matrices for each possible p, m, and a o 
combination. We generated population correlation matrices following 
a procedure used by Zwick and Velicer (1982, 1986), Velicer and Fava 
(1987), and Velicer et al. (1982). A p X m population pattern matrix (A) 

https://www.researchgate.net/publication/233894715_Psychometric_Theory?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/232562786_Maximum-likelihood_estimation_in_common_factor_analysisA_cautionary_note_Psychological_Bulletin_88_502-508?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/221996178_Analysis_of_Complex_Statistical_Variables_into_Principal_Components?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/225342127_On_various_improper_solutions_m_maximum_likelihood_factor_analysis?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/24061926_Evaluation_of_Factor_Analytic_Research_Procedures_by_Means_of_Simulated_Correlation_Matrices_Psychometrika?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/232898514_An_Empirical_Comparison_Of_The_Similarity_Of_Principal_Component_Image_And_Factor_Patterns?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/247503167_An_Evaluation_of_the_Effects_of_Variable_Sampling_On_Component_Image_and_Factor_Analysis?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/247726075_A_Comparison_of_the_Stability_of_Factor_Analysis_Principal_Component_Analysis_and_Rescaled_Image_Analysis?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/247725884_The_Relation_Between_Factor_Score_Estimates_Image_Scores_and_Principal_Component_Scores?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/273944717_Factor_Analytic_Methodology?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2


STABILITY OF COMPONENT PATTERNS 267 

was generated with respect to every possible p, m, and a o combination 
defined in the design. Postmultiplying A by its transpose (A') generated 
a (p • p) matrix, R*(AA' = R*). We obtained the population correlation 
matrix (R) by replacing the elements in the diagonal of the R* matrix 
with unities. Table l contains an example of an A matrix for the case 
in which p = 12, m = 3, and aij = .60. We used a computer program 
developed by Montanelli (1975) to generate five sample correlation ma- 
trices from each R for every level of sample size in the study. We per- 
formed a principal-components analysis to obtain population and sam- 
ple component patterns from the respective correlation matrices. 

Pattern Comparison 

We used a summary statistic, g2, to compare sample component pat- 
terns with population patterns. This statistic is based on the usual least 
squares criterion. First, a difference matrix (E) is calculated from the 
sample component pattern (A) and the population pattern (A*), where 

E = A - A ' .  (1) 

The summary statistic, g2, is then defined as 

g2 = t r ace  (E~E)/pm, (2) 

which can be interpreted as the average (squared) difference between 
comparable loadings of corresponding sample and population compo- 
nent patterns (Velieer, 1977; Velicer & Fava, 1987; Velicer et al., 1982). 
We made comparisons following a varimax rotation (Kaiser, 1958) of 
the population and sample component patterns. To facilitate compari- 
son between patterns, we generated a permutation matrix (Velicer, 1974, 
1976, 1977). This permutation matrix allowed a one-to-one component 
match with the population pattern by permuting the columns of the 
sample component pattern. To simplify interpretation, we selected .01 
as the maximum g2 value for describing an acceptable fit between sam- 
ple and population component patterns. Values below this eutoffimply 
that on the average, the difference between comparable loadings of the 
population and sample component pattern occurs only in the second 
decimal place. We calculated the average g2 over the five samples gener- 
ated for each condition. 

The g2 statistic has the advantage of being a single scalar value with a 
direct operational interpretation. It also possesses several potential 
drawbacks. First, it will be affected by shrinkage. In principal-compo- 
nents analysis, shrinkage takes the form of inflating the initial eigenval- 
ues and decreasing the value of the later eigenvalues (Bobko & Sehem- 
mer, 1984). This could result in inflated ioadings with smaller sample 
sizes and correspondingly larger values o fg  2, even though the pattern 
correctly reproduces all the essential positions or salience information. 
Second, the g2 statistic represents an average and may be affected by 
one or two extreme values or one noncorresponding column. This can 
produce the same result as a large number of small over- or underesti- 
mates. The former would result in interpretation errors, whereas the 
latter would not. This second problem is the result of the lack of config- 
ural, or position, information in the gZ statistic. For these reasons, we 
also compared population and sample component patterns by using a 
method previously used by Velicer et al. (1982). This method involves 
first determining those variables that are considered salient to a compo- 
nent. Following common practice, we determined a variable to be sa- 
lient if the component loading was greater than .40 (Velicer et al., 1982). 
We then compared salient loadings present in the sample pattern with 
salient loadings in the population pattern. We generated decision tables 
that described the results of the comparison with respect to hits and 
misses. Two types of error (misses) were possible: Type I error, in which 
a variable is judged salient when it is not salient, and Type II error, in 
which a variable is not judged to be salient when it actually is salient. 
Hits referred to the correct identification of salient and nonsalient vari- 
ables between patterns. We constructed decision tables following corn- 

parisons of the varimax-rotated sample pattern with the corresponding 
population solution. 

A great variety of agreement statistics (Fleiss, 1981) may be calcu- 
lated from the type of decision table described. We used the kappa statis- 
tic, a measure of agreement, in the present study. In addition to provid- 
ing a correction for chance expected agreement, kappa is the appropri- 
ate agreement measure to use under conditions that involve comparison 
with a standard or correct set of responses (Light, 197 l). The population 
component pattern state of affairs (component loading salient or not 
salient) represents the standard with which the sample component pat- 
tern is compared. Complete agreement between the two patterns is de- 
fined by a kappa value of 1.00. Kappa > .00 signifies agreement greater 
than or equal to chance level; values below .00 represent agreement be- 
low chance level. Landis and Koch (1977) provided guidelines for inter- 
preting kappa. Kappa values greater than .75 represent excellent agree- 
ment beyond the chance level, values between .40 and .75 are indicators 
of fair to good agreement beyond the chance level, and values below .40 
represent poor agreement. 

We calculated three summary statistics--kappa, Type I error, and 
Type II error--from the pooled decision tables resulting from the five 
samples generated for each combination of the variables manipulated. 
Type I error was scaled by the number ofnonsalient loadings that should 
have occurred in a particular pattern. We used division by the number 
of nonsalient loadings, p(m - 1), to allow comparison across levels ofp 
used in the study. The resulting value multiplied by 100 represents the 
average percentage of possible Type I error classifications. Similarly, 
Type II error was scaled by the number of actual salient Ioadings (p) 
that should have been present in the pattern and is presented as the 
average percentage of possible Type II error classifications. 

Resu l t s  

We derived five sample correlation matrices, generated for 
each level o f  sample size, f rom each of  the 36 populat ion corre- 
lation matrices (defined by a combinat ion o f  p, m, and atj lev- 
els). In several instances, a subset or all o f  the resulting sample 
component  patterns did not  possess a structure defined well 
enough for a one-to-one component  match  with the population 
component  structure to be attained. That  is, the permutat ion 
matr ix used to match the sample pattern with the populat ion 
pattern could not  be generated. In cases in which five matches 
were not  accomplished, we increased the number  o f  matrices 
generated until  five matches were attained. Matching problems 
occurred only for the low-saturation condit ion (.40). The condi- 
tions under which more matrices were generated are presented 
in Table 2. Note  that  we dropped one condit ion (p = 108, a~y = 
.40, m = 18, N = 150) from the study because we could find 
only one match after 30 samples had been generated. 

g2 Statistic Comparisons 

Values of  g2 increased as component  saturation decreased. 
At a0 = .60 and aij = .80, the g2 value was below the cri terion 
level used to describe a good fit (g2 < .01) for all but  the smallest 
sample sizes (N = 50 for a# = .80, N = 150 for aij = .60). At  
these saturation levels, performance generally did not  vary as a 
result of  the value o f p  or m. Differences in g2 that  did result as 
a function o f p  or m occurred in the third decimal place. Tables 
3 and 4 contain detailed results for these conditions. 

Performance at aij = ,40 was not  as consistent as performance 
at higher saturation levels. Table 2 contains detailed results for 
this condition. That  is, the effects o f  p, m, and N on g2 were 
observed. The relation between p and g2 was opposite that ex- 

https://www.researchgate.net/publication/232898514_An_Empirical_Comparison_Of_The_Similarity_Of_Principal_Component_Image_And_Factor_Patterns?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/258135914_A_Computer_Program_to_Generate_Sample_Correlation_and_Covariance_Matrices?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/247503167_An_Evaluation_of_the_Effects_of_Variable_Sampling_On_Component_Image_and_Factor_Analysis?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/24061472_The_Varimax_Criterion_For_Analytic_Rotation_In_Factor_Analysis?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/247726075_A_Comparison_of_the_Stability_of_Factor_Analysis_Principal_Component_Analysis_and_Rescaled_Image_Analysis?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/285914510_Statistical_Methods_for_Rates_and_Proportions_New_York?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2
https://www.researchgate.net/publication/247725884_The_Relation_Between_Factor_Score_Estimates_Image_Scores_and_Principal_Component_Scores?el=1_x_8&enrichId=rgreq-fe125b04-edc7-41e2-bef0-91b4248465dd&enrichSource=Y292ZXJQYWdlOzE5NzkzMzY1O0FTOjEwNDI5MDc5MDE1MDE0NUAxNDAxODc2MjcwMjQ2


268 EDWARD GUADAGNOLI AND WAYNE E VELICER 

Table 2 
Averageg 2, TypelErro~ TypeHErro~ andKappafor69PatternsWith .40Loadings 

Pattern p m N g2 Type I error Type II error Kappa 

1 36 3 50 .0555 9 40 .54 
2 36 3 100 .0153 1 23 .81 
3 36 3 150 .0110 0 25 .80 
4 36 3 200 .0079 0 17 .87 
5 36 3 300 .0049 0 8 .94 
6 36 3 500 .0029 0 4 .97 
7 36 3 1,000 .0015 0 2 .99 

8 72 3 100 .0124 0 32 .74 
9 72 3 150 .0075 0 27 .79 

10 72 3 200 .0053 0 28 .78 
11 72 3 300 .0037 0 27 .79 
12 72 3 500 .0022 0 16 .87 
13 72 3 1,000 .0012 0 9 .93 

14 a 36 6 50 .0499 8 42 .52 
15 b 36 6 100 .0284 3 30 .72 
16 b 36 6 150 .0226 1 26 .79 
17 36 6 200 .0117 0 11 .93 
18 36 6 300 .0087 0 6 .96 
19 36 6 500 .0043 0 0 1.00 
20 36 6 1,000 .0024 0 0 1.00 

21 72 6 100 .0153 0 29 .79 
22 72 6 150 .0106 0 25 .83 
23 72 6 200 .0079 0 18 .88 
24 72 6 300 .0051 0 17 .89 
25 72 6 500 .0032 0 6 .96 
26 72 6 1,000 .0015 0 1 .99 

27 108 6 150 .0089 0 26 .82 
28 108 6 200 .0068 0 25 .83 
29 108 6 300 .0042 0 20 .87 
30 108 6 500 .0025 0 12 .93 
31 108 6 1,000 .0013 0 4 .97 

32 144 6 150 .0080 0 33 .77 
33 144 6 200 .0062 0 32 .78 
34 144 6 300 .0040 0 25 .83 
35 144 6 500 .0024 0 22 .85 
36 144 6 1,000 .0012 0 12 .93 

37 a 36 9 50 .0483 6 42 .49 
38 a 36 9 100 .0364 4 37 .61 
39 b 36 9 150 .0253 3 26 .73 
40 36 9 200 .0204 1 19 .82 
41 b 36 9 300 .0138 0 11 .91 
42 36 9 500 .0077 0 4 .97 
43 36 9 1,000 .0032 0 0 1.00 

44 a 72 9 100 .0248 2 41 .65 
45 b 72 9 150 .0159 0 32 .77 
46 72 9 200 .0114 0 24 .85 
47 72 9 300 .0066 0 9 .94 
48 72 9 500 .0039 0 3 .99 
49 72 9 1,000 .0021 0 1 .99 

50 b 108 9 150 .0110 0 28 .82 
51 108 9 200 .0096 0 25 .84 
52 108 9 300 .0058 0 19 .88 
53 108 9 500 .0031 0 7 .96 
54 108 9 1,000 .0016 0 1 .99 

55 144 9 150 .0101 0 35 .77 
56 144 9 200 .0072 0 26 .84 
57 144 9 300 .0048 0 19 .88 
58 144 9 500 .0027 0 13 .92 
59 144 9 1,000 .0015 0 4 .98 



STABILITY OF COMPONENT PATTERNS 269 

Table 2 (continued) 

Pattern p m N g2 Type I error Type II error Kappa 

60 c 108 18 150 
61 a 108 18 200 .0131 0 32 .78 
62 b 108 18 300 .0097 0 24 .85 
63 b 108 18 500 .0059 0 9 .95 
64 108 18 1,000 .0026 0 0 .99 

65 a 144 18 150 .0139 0 42 .70 
66 a 144 18 200 .0119 0 43 .71 
67 144 18 300 .0078 0 25 .85 
68 144 18 500 .0045 0 11 .94 
69 144 18 1,000 .0020 0 ! .99 

a Condition required 10 or more additional correlational matrices to be generated, b Condition required less than 10 additional samples to be 
generated, c Condition eliminated from the design. 

pected. The larger the variable sets, the smaller the sample size 
necessary to attain a cutoff value o f g  2 = .01 at smaller sample 
sizes. In general, larger variable sets (p > 36) yielded homoge- 
neous values across all conditions. As sample size increased, 
however, the performance of  g2 at p = 36 corresponded more 
closely to that of the larger variable sets. 

The effect of  m on g2 was also evident at a 0 = .40. Greater 
values of  m (i.e., less well-defined components in terms ofp/m) 
resulted in increased g2 values for any combination o fp  and No 
For all levels of p, the rate of decrease in g2 as sample size in- 
creased was slower as m increased. That is, attaining the cutoff 
level o f g  2 = .01 required larger sample sizes as m increased for 
any level ofp. 

Whereas differences in performance among levels o fp  and m 
were observed at this saturation level, the cutoff value estab- 
lished was ultimately attained and surpassed under all condi- 
tions when a sufficient sample size was reached. As already dis- 
cussed, the sample size required to reach the cutoff level was 
higher for smaller p and for increased m. The largest sample size 
required to meet the g2 = .01 criterion was 450 forp  = 36 and 
m = 9. Across all levels of  m, the sample size required to meet 
the cutoff for the remaining p levels (p > 36) was smaller (N = 
150 to N = 300). Figure 1 contains three curves, one for each 
value of  a~j, which illustrate the relation between N and the 
square root o f g  2. We use the square root o f g  2 in this illustra- 
tion because it is more directly interpretable. 

Decision Table Comparisons 

Kappa, Type I error, and Type II error results were similar to 
those obtained with respect to the g2 statistic. For kappa, per- 
fect performance (kappa = 1.00) resulted across all levels of  p, 
rn, and N at the a 0 = .80 saturation level (see Table 4). This 
performance level was also attained when N = 100 or greater 
for all conditions when a# -- .60 (see Table 3). At N = 50, a 
kappa of .84 was the lowest attained for any combination o f p  
and m at this saturation level. 

As with g2, the effects of  m, p, and Nbecame most evident at 
a~j = .40 (see Table 2). An increase in sample size, no matter 
what level o fp  or m, resulted in higher kappa values. The crite- 
rion value of  .75 was attained at sample sizes beyond 200 for 
any combination o f p  and m. Lower levels o f p  (36 and 72) dis- 
played poorer performance than did higher levels (108 and 144) 

at low sample sizes (N = 50 to N = 250). At the larger sample 
sizes (N = 300 to N = 1,000), even the smaller variable sets 
possessed good kappa values. An increase in m resulted in a 
decrease in kappa. 

Type I error, the incorrect identification o fa  nonsalient com- 
ponent loading, was relatively rare under any condition. At aij -- 
.80, Type I error was nonexistent. Type I error at aij = .60 did 
not occur beyond N = 100 for any combination o f p  and m. 
Type I error at this saturation level did not surpass 3%. Type I 
error did become more frequent at atj = .40 (see Table 2). The 
percentage did not, however, exceed 9%. An increase in N re- 
sulted in lower Type I error rates. Smaller variable sets resulted 
in higher percentages. The difference in percentage of  error be- 
tween levels o f p  was enhanced with an increase in m. Overall, 
Type I error was relatively rare. 

Compared with Type I error, Type II error, which is the failure 
to identify salient component loadings, was more frequent. As 
with the other comparison statistics, Type II errors were ob- 
served most frequently at the .40 saturation level. At ao = .80, 
no Type II errors occurred. At sample sizes of  100 and beyond, 
Type II errors did not occur at the .60 saturation level. 
(An exception was p = 108, 144; m = 18, N = 150; Type II 
error = 1%.) For N = 50, Type II error never exceeded 11% 
(m = 9). The a# = .40 level of  component saturation provided 
observable effects of p, m, and N on this statistic. An increase 
in N within any p and m combination resulted in decreased 
Type II error percentages. Smaller variable sets generally re- 
sulted in higher Type II error percentages. Errors increased as 
the number of  components increased. As m increased, perfor- 
mance as a function o f p  became more similar, particularly at 
larger sample sizes (beyond N = 200). At low sample sizes 
(N = 50 to N = 200), for any level of  p, nearly one third of  all 
component loadings that should have been identified as salient 
were misidentified. 

The Prediction o f  Y 

The purpose of this analysis was to determine an approxi- 
mate rule to assist the applied researcher in determining when 
the sample pattern will provide an adequate estimate of  the pop- 
ulation pattern. Adequate is assumed to be defined within the 
context of  the particular study. To accomplish this, we used the 
factors involved in this study (N, a#, p, and m) as predictors and 
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Table 3 
Average g2, Type I Error, Type H Error, and Kappa for 69 Patterns With .60 Loadings 

Pattern p m N g2 Type I error Type II error Kappa 

1 36 3 50 .0176 0 4 .96 
2 36 3 100 .0078 0 1 .99 
3 36 3 150 .0049 0 0 1.00 
4 36 3 200 .0037 0 0 1.00 
5 36 3 300 .0024 0 0 1.00 
6 36 3 500 .0014 0 0 1.00 
7 36 3 1,000 .0007 0 0 1.00 

8 72 3 100 .0069 0 0 1.00 
9 72 3 150 .0015 0 0 1.00 

10 72 3 200 .0034 0 0 1.00 
11 72 3 300 .0023 0 0 1.00 
12 72 3 500 .0013 0 0 1.00 
13 72 3 1,000 .0007 0 0 1.00 

14 36 6 50 .0236 1 7 .92 
15 36 6 100 .0089 0 0 1.00 
16 36 6 150 .0061 0 0 1.00 
17 36 6 200 .0044 0 0 1.00 
18 36 6 300 .0032 0 0 1.00 
19 36 6 500 .0018 0 0 1.00 
20 36 6 1,000 .0009 0 0 1.00 

21 72 6 100 .0084 0 1 1.00 
22 72 6 150 .0055 0 0 1.00 
23 72 6 200 .0041 0 0 1.00 
24 72 6 300 .0024 0 0 1.00 
25 72 6 500 .0016 0 0 1.00 
26 72 6 1,000 .0008 0 0 1.00 

27 108 6 150 .0050 0 0 1.00 
28 108 6 200 .0038 0 0 1.00 
29 108 6 300 .0025 0 0 1.00 
30 108 6 500 .0015 0 0 1.00 
31 108 6 1,000 .0008 0 0 1.00 

32 144 6 150 .0052 0 0 1.00 
33 144 6 200 .0037 0 0 1.00 
34 144 6 300 .0025 0 0 1.00 
35 144 6 500 .0015 0 0 1.00 
36 t44 6 1,000 .0008 0 0 1.00 

37 36 9 50 .0277 2 11 .84 
38 36 9 100 .0117 0 0 .99 
39 36 9 150 .0077 0 0 1.00 
40 36 9 200 .0053 0 0 1.00 
41 36 9 300 .0034 0 0 1.00 
42 36 9 500 .0021 0 0 1.00 
43 36 9 1,000 .0010 0 0 1.00 

44 72 9 100 .0096 0 1 .99 
45 72 9 150 .0061 0 0 1.00 
46 72 9 200 .0047 0 0 .99 
47 72 9 300 .0030 0 0 1.00 
48 72 9 500 .0018 0 0 1.00 
49 72 9 1,000 .0009 0 0 1.00 

50 108 9 150 .0056 0 0 .99 
51 108 9 200 .0042 0 0 1.00 
52 108 9 300 .0028 0 0 1.00 
53 108 9 500 .0016 0 0 1.00 
54 108 9 1,000 .0008 0 0 1.00 

55 144 9 150 .0056 0 0 .99 
56 144 9 200 .0040 0 0 1.00 
57 144 9 300 .0026 0 0 1.00 
58 144 9 500 .0016 0 0 1.00 
59 144 9 1,000 .0008 0 0 1.00 
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Table 3 (continued) 

Pattern p m N g2 Type I error Type II error Kappa 

60 108 18 150 .0077 0 1 .99 
61 108 18 200 .0052 0 0 1.00 
62 108 18 300 .0035 0 0 1.00 
63 108 18 500 .0020 0 0 1.00 
64 108 18 1,000 .0010 0 0 1.00 

65 144 18 150 .0064 0 0 .99 
66 144 18 200 .0049 0 0 1.00 
67 144 18 300 .0031 0 0 1.00 
68 144 18 500 .0018 0 0 1.00 
69 144 18 1,000 .0009 0 0 1.00 

used the summary statistic, g2, as the criterion. We examined a 
large number of  models and selected the final best solution on 
the basis of  three criteria: (a) the size of the multiple correlation, 
(b) the simplicity of  the solution, and (c) the meaningfulness of  
the solution. 

The models investigated included a variety of transforma- 
tions and higher order predictors, in addition to the four predic- 
tors already mentioned. Higher order terms involved both pow- 
ers of  the predictors (i.e., X 2) and cross products of predictors 
(e.g., X ~ ) .  We paid special attention to those terms that have 
been advocated previously, such as the ratios Nip and p/m. 
Transformations that were the most meaningful were also the 
most successful. The sample-size variable was transformed to 
the reciprocal of  the square root of N, a transformation sug- 
gested by the standard error of  a correlation coefficient. We 
used the square root of g2 as the criterion and relabeled it Y. 
These transformations provided both a better statistical fit and 
a more direct interpretation. These two transformations per- 
mitted the fitting of  a linear equation to the previously nonlin- 
ear relation (see Figure l). 

The best fitting multiple regression equation involved nine 
predictors (the four simple predictors and five higher order pre- 
dictors) and resulted in a multiple correlation of.93. However, 
a two-predictor equation involving rounded weights produced 
almost as good a fit (R = .92) and was judged preferable on 
the basis of both the meaningfulness and the simplicity criteria. 
This equation was 

Y =  1.10(X0 - .12(X2) + .066, (3) 

where Y is the average distance between a population loading 
and a sample loading; X1 is the reciprocal of  the square root of  
N, approximately the standard error of a correlation coefficient; 
and X2 is the average loading on a salient variable. 

The following example illustrates how this equation might be 
used: A researcher estimates that the average loading for those 
variables that will be salient for a component is .60. For a sam- 
ple size of 100, Y is estimated to be .  104. For a sample size of 
200, Y is estimated to be .072. For a sample size of 400, Y is 
estimated to be .049. The researcher could use these estimates 
to determine which sample size will produce a sample pattern 
that is adequate for the research purposes. 

The most difficult predictor to estimate is a o. Past research 
with the type of variables of  interest may indicate what magni- 
tude of  salient loadings is to be expected. For example, in the 

area of  personality-instrument development, evidence (Comrey 
& Montag, 1982; Oswald & Velicer, 1980; Velicer, DiClemente, 
& Corriveau, 1984; Velicer, Govia, Cherico, & Corriveau, 1985; 
Velicer & Stevenson, 1978) indicates that the magnitude of sa- 
lient loadings is affected by the response format. A true-false 
response format will typically yield salient loadings in the low 
.40 range, whereas a Likert response format (five or seven 
choices) will typically yield higher (.60 range) component load- 
ings. 

This equation can also be used to evaluate the quality of  a 
published analysis. The quality of  the sample solution could be 
assessed by calculating Y based on the sample-size value used 
and the a o values obtained. 

Discussion 

The purpose of this study was to examine the conditions un- 
der which sample component patterns become stable with re- 
spect to their population patterns. We examined the effect of  
four factors (N, p, m, and aij). On the basis of the popularity of 
current sample-size rules, one would have expected (a) sample 
size and (b) number of variables to be of primary importance 
in determining comparability. Only sample size, however, was 
of major importance. In addition, component saturation (the 
magnitude of component loadings) was the factor that had the 
greatest impact. At the lowest saturation level (ao = .40), sample 
size was most dearly important in determining comparability. 
At higher saturation levels (.60 and .80), once a certain mini- 
mum sample size was achieved, further improvements were 
small. 

The results obtained in this study provide little support for 
current rules. The most popular rules involve an N-to-p ratio 
and were dearly not substantiated. The rules differ in the rec- 
ommended ratio of observations to variables; however, all rules 
require more observations as the number of  variables increases. 
Results from this empirical investigation imply the opposite re- 
lation. Larger variable sets always possessed the smaller differ- 
ence (g2 value) between sample and population patterns at any 
sample-size level. The cutoff value of  g 2 = .01 was generally 
attained at lower sample sizes for larger variable sets. The con- 
cept that more observations are needed as the number of vari- 
ables increases is clearly incorrect. 

One rule (Cattell, 1978) suggests that sample size be deter- 
mined as a function of the number of  expected factors. Increas- 
ing the number of components for a given number of  variables 
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Table 4 
Average g2, Type I Error, Type H Error, and Kappa for 80 Patterns With .80 Loadings 

Pattern p m N gZ Type I error Type II error Kappa 

1 36 3 50 .0093 0 0 1.00 
2 36 3 100 .0039 0 0 1.00 
3 36 3 150 .0028 0 0 1.00 
4 36 3 200 .0021 0 0 1.00 
5 36 3 300 .0015 0 0 1.00 
6 36 3 500 .0007 0 0 1.00 
7 36 3 1,000 .0003 0 0 1.00 

8 72 3 100 .0044 0 0 1.00 
9 72 3 150 .0024 0 0 1.00 

10 72 3 200 .0022 0 0 1.00 
11 72 3 300 .0014 0 0 1.00 
12 72 3 500 .0008 0 0 1.00 
13 72 3 1,000 .0004 0 0 1.00 

14 36 6 50 .0109 0 0 1.00 
15 36 6 100 .0047 0 0 1.00 
16 36 6 150 .0029 0 0 1.00 
17 36 6 200 .0025 0 0 1.00 
18 36 6 300 .0015 0 0 1.00 
19 36 6 500 .0009 0 0 1.00 
20 36 6 1,000 .0005 0 0 1.00 

21 72 6 100 .0048 0 0 1.00 
22 72 6 150 .0031 0 0 1.00 
23 72 6 200 .0023 0 0 1.00 
24 72 6 300 .0016 0 0 1.00 
25 72 6 500 .0009 0 0 1.00 
26 72 6 1,000 .0005 0 0 1.00 

27 108 6 150 .0027 0 0 1.00 
28 108 6 200 .0021 0 0 1.00 
29 108 6 300 .0016 0 0 1.00 
30 108 6 500 .0009 0 0 1.00 
31 108 6 1,000 .0004 0 0 1.00 

32 144 6 150 .0031 0 0 1.00 
33 144 6 200 .0023 0 0 1.00 
34 144 6 300 .0015 0 0 1.00 
35 144 6 500 .0009 0 0 1.00 
36 144 6 1,000 .0005 0 0 1.00 

37 36 9 50 .0099 0 0 1.00 
38 36 9 100 .0045 0 0 1.00 
39 36 9 150 .0033 0 0 1.00 
40 36 9 200 .0022 0 0 1.00 
41 36 9 300 .0016 0 0 1.00 
42 36 9 500 .0010 0 0 1.00 
43 36 9 1,000 .0005 0 0 1.00 

44 72 9 100 .0047 0 0 1.00 
45 72 9 150 .0031 0 0 1.00 
46 72 9 200 .0024 0 0 1.00 
47 72 9 300 .0016 0 0 1.00 
48 72 9 500 .0010 0 0 1.00 
49 72 9 1,000 .0005 0 0 1.00 

50 108 9 150 .0031 0 0 1.00 
51 108 9 200 .0022 0 0 1.00 
52 108 9 300 .0016 0 0 1.00 
53 108 9 500 .0009 0 0 1.00 
54 108 9 1,000 .0005 0 0 1.00 

55 144 9 150 .0034 0 0 1.00 
56 144 9 200 .0025 0 0 1.00 
57 144 9 300 .0016 0 0 1.00 
58 144 9 500 .0009 0 0 1.00 
59 144 9 1,000 .0005 0 0 1.00 
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Table 4 (continued) 

Pattern p m N g2 Type I error Type II error Kappa 

60 108 18 150 .0034 0 0 1.00 
61 108 18 200 .0026 0 0 1.00 
62 108 18 300 .0017 0 0 1.00 
63 108 18 500 .0010 0 0 1.00 
64 108 18 1,000 .0005 0 0 1.00 

65 144 18 150 .0035 0 0 1.00 
66 144 18 200 .0026 0 0 1.00 
67 144 18 300 .0017 0 0 1.00 
68 144 18 500 .0010 0 0 1.00 
69 144 18 1,000 .0005 0 0 1.00 

affected comparability at the .40 component saturation level, 
but it seems to be the result of  a smaller p/m ratio. If  the ratio 
(p/m) remains constant, along with saturation and sample size, 
the value o f g  2 remains almost unchanged as m increases. The 
relation between m and the N required to attain acceptable 
comparability was not exponential, as Cattell's (1978) rule sug- 
gests. Under the least well-defined (low p/m ratio and low com- 
ponent saturation) conditions, a sample size of  300 to 450 
would be required for one to observe acceptable comparability 
between patterns. 

Researchers recommending rules that suggest obtaining a 
maximum, minimum, or specific number of  observations may 

find some support for their suggestions in these results. The re- 
suits obtained, however, show that the sample size required to 
reach an acceptable level of comparability between patterns 
varies under the experimental conditions used. That is, the 
specification of one sample-size level as a universal value will 
overestimate the number of  observations required to obtain ac- 
ceptable comparability under some conditions and underesti- 
mate the number of  observations under other conditions. 

An examination of  the results associated with each of  the four 
comparison statistics (g2, kappa, Type I error, and Type II error) 
used in this study reveals a consistent pattern. If  a pattern was 
well-defined with respect to component saturation (aij = .60 
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and a~j = .80), then the number of variables, the number of  com- 
ponents, and the sample size were not strongly related to the 
comparability of population and sample component patterns. 
When the saturation of a component was low (a# = .40), sample 
size had an effect on comparability. A second important factor 
was the number of  variables defining the component (p/m). The 
better a component pattern was defined (high p/m ratio), the 
more accurately it reproduced the population component pat- 
tern. A low p/rn ratio required a larger sample size to reproduce 
the population pattern. 

The pattern of  Type I and Type II errors occurring at the low 
saturation level (a U -- .40) revealed a tendency for a component 
to become underdefined rather than overdefined. That is, there 
were more observed variables not identified as measuring a 
component (Type II error) than there were observed variables 
incorrectly identified as measuring a component (Type I error). 

Further evidence supporting the importance of saturation 
level is provided by examining the conditions under which suc- 
cessful matching between the sample and population varimax- 
rotated patterns was a problem (see Table 2). Problems oc- 
curred only at the .40 saturation level. At this a U level, the effect 
of sample size and the number of  variables per component (p/ 
m) was also evident. Generally, problems in matching occurred 
when (a) sample sizes were small (N = 50 to 300), (b) there were 
few variables per component (p/m = 4 to 8), or (c) both. 

Although these results were derived by using principal-com- 
ponents analysis, evidence suggests that a similar pattern would 
have resulted if a factor analytic procedure had been used. Vel- 
icer et al. (1982), in addition to finding that the solutions ob- 
tained from the two procedures differ minimally, also reported 
that the match of  a sample factor pattern to its population pat- 
tern was quite good at the N = 144 level. Boomsma (1982), 
working with a structural equation model, suggested that such 
analyses should not be performed with fewer than 100 observa- 
tions and that a sample size of  200 should provide more than 
adequate results. The sample-size values suggested by Velicer et 
al. (1982) and Boomsma (1982) fall within the range recom- 
mended here. 

In summary, component saturation was the major factor in 
determining comparability between sample and population 
component patterns. At the lowest component saturation level 
used (.40), the effects of  sample size and the number of  variables 
per component became most evident. A good match to the pop- 
ulation pattern was attained across all conditions when the sam- 
ple component pattern was well-defined (a U = .80). Sample 
component patterns possessing moderate component satura- 
tion (.60) provided a good fit to the population pattern across 
conditions when sample size was greater than or equal to 150 
observations. Weakly defined components (a U = .40, low p/m 
ratio) provided a good match only when sample size was in the 
range of  300 to 400 observations. Although these results are in 
direct contradiction to a wide class of  rules of thumb in this 
area, they are consistent with a viewpoint based on the stability 
of the correlation coefficient. 

Recommenda t ions  to  the Applied Researcher 

The applied researcher can use the results obtained here to 
maximize the chances of obtaining and interpreting a solution 
that best represents its population pattern. Given the impor- 

tance of  component saturation in determining comparability, 
the researcher, prior to an analysis, should select variables that 
will be good markers for a component--that  is, variables that 
clearly should define a particular component and will load 
highly. If an a priori estimate of  saturation level is difficult, 
many variables (10 or more) thought to represent a particular 
construct (component) should be selected. If  these conditions 
can be accurately stipulated by the researcher beforehand, a 
sample size of 150 observations should be sufficient to obtain 
an accurate solution. 

Following an analysis, the component pattern itself can be 
assessed with respect to the number of  variables defining a com- 
ponent and with respect to the magnitude of  component load- 
ings. If  components possess four or more variables with load- 
ings above .60, the pattern may be interpreted whatever the 
sample size used. Similarly, a pattern composed of many vari- 
ables per component (10 to 12) but low loadings (aij = .40) 
should be an accurate solution at all but the lowest sample sizes 
(N < 150). If  a solution possesses components with only a few 
variables per component and low component loadings, the pat- 
tern should not be interpreted unless a sample size of  300 or 
more observations has been used. Replication is strongly sug- 
gested if these conditions occur when the sample size is fewer 
than 300 observations. Further, the prediction equation pro- 
vided (Equation 3) may be used to calculate the approximate 
numeric fit of  the sample pattern to the population pattern. 
This equation can be used prior to, following, or prior to and 
following an analysis. 
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