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Abstract
This paper proposes an approach to the prioritisation of system changes that takes
account of the relative costs and benefits of those changes and the risks that they reduce
or introduce. This is part of the SERUM methodology (Software Engineering Risk:
Understanding and Management), which is being developed to help identify effective
ways of using risk analysis and control in software production. SERUM introduces risk
management at the initial business analysis stage of requirements investigation, and
assumes an evolutionary approach to software delivery.

Prioritisation is determined from five factors: benefits, costs and risk exposure in the
current system, target system, and development process. The relative importance of these
factors is adjustable. Results from a case study at NEC illustrate the prioritisation
process and a supporting software tool is also described.

Introduction
Lehman's well known Law of Continuing Change [Lehman & Belady, 1985] observes
that a program used in a real-world environment must change or become progressively
less useful. Put another way, it means that change is inevitable for all commercial
software systems. Determining what that change should be in particular circumstances is,
however, rarely straightforward. Typically, for any application, there will be a backlog of
potential changes. It is impractical to implement all of these simultaneously because of
the cost involved, the staff available and the overall time required to make the changes.
Thus, some form of prioritisation is needed to facilitate change selection for each new
system version.

One (traditional) approach is to first tackle those changes that provide the best cost-
benefit ratio. A complication, however, is that there is risk associated with any change.
Users, for example, often refuse available upgrades because of the problems they may
introduce, preferring instead to persist with ‘proven’ software. Such technical risk
[Chittister & Haimes, 1994], that is risk in the operation of software, is an important
consideration in planning which software changes to implement first. Some changes may
reduce technical risk while others increase it.
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Development risk, that is risk associated with the process of implementing a change, is
another factor that can affect priority. This is particularly true when there is uncertainty
over the technical feasibility of a change, but is also influenced by the many risks
associated with managing the development process.

The challenge then is to find some means of prioritising changes to take account of these
factors in an appropriate way. In this paper, SERUM [Greer and Bustard, 1997]
(Software Engineering Risk: Understanding and Management), is offered as one possible
approach. It makes use of Soft Systems Methodology (SSM) [Checkland & Scholes,
1990; Wilson, 1990] to provide a business analysis for the system being investigated.
SSM is essentially a goal-oriented problem solving technique. Its application produces a
model of an ‘ideal world’ identifying activities that need to be performed to meet the
agreed goals of the system. From this model a set of recommendations for change is
derived. In some cases the changes may be purely organisational but more commonly
they involve technological change to introduce or enhance computing support within the
organisation. These change recommendations effectively define the differences between
the current position and the ideal model.

An application of SSM will often identify substantial changes to an existing way of
working. Again such changes cannot all be implemented at the same time. Cost is a key
factor but so also is the risk associated with the disruption to the organisation concerned.
Hence, an evolutionary development model has been adopted for planning these changes
[Bustard and He, 1998]. This offers substantial risk-reducing benefits [Greer and Bustard,
1996].

In software evolutionary development [Gilb, 1998], parts of a system are implemented
and delivered in phases. Each delivery is a complete system that is of value to the client.
The delivered system is evaluated by the client and the results fed back to the developers
who then take that information into account when implementing subsequent phases.
SERUM extends this approach to include organisational change.

The next section reviews current approaches to prioritising requirements that could be
used for scheduling system changes. Possible prioritisation criteria are then identified,
together with a discussion of their assessment means. The section that follows this
describes the SERUM methodology and how it uses these measurements to develop a
delivery plan for system changes. This is illustrated with an example based on a research
study at NEC Corporation in Tokyo.

Current Approaches to Prioritisation
Current approaches to prioritising requirements make use one of two assessment
techniques:
(i) Relative assessment: ordering requirements by comparing groups of them with

each other against a defined set of criteria; and
(ii) Absolute assessment: estimating requirements in absolute terms, judged against

defined criteria, with the assessment results defining the priority order.

The most popular approaches to the prioritisation of requirements through relative
assessment are based on the Analytical Hierarchy Process (AHP) [Saaty, 1980]. With
AHP, the relative importance of the assessment criteria is first determined through their
pair-wise comparison. For example, if criteria for assessing system changes are taken to
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be cost-benefit ratio, impact on system quality and risk-reduction, it might be decided that
cost-benefit ratio is twice as important as impact on system quality and that it in turn is
twice as important as risk-reduction. For consistency, the cost-benefit ratio should
emerge as four times as important as risk-reduction (Table 1).

Table 1: Determination of Priorities of Criteria using AHP

Cost-Benefit Impact on Quality Risk Reduction
Cost-Benefit 1 2 4
Impact on Quality 0.5 1 2
Risk Reduction 0.25 0.5 1

Using these scores weighting for each criterion is derived. It can be calculated by
dividing the reciprocal of the entry by the sum of the reciprocals of all the entries in the
row. Thus using the first row (the other rows are used to check consistency), the
following figures emerge.

Cost-Benefit: 1 / (1 + 0.5 + 0.25) = 0.57
Quality Impact: 0.5 / (1 + 0.5 + 0.25) = 0.29
Risk Reduction: 0.25 / (1 + 0.5 + 0.25) = 0.14

A similar approach is then used to assess each candidate requirement in relation to the
chosen criteria. So, for example, a pair-wise comparison of desk-checking of code against
Fagan inspections [Fagan, 1976] might deduce that they were similar in relation to cost-
benefit ratio, but that Fagan inspections had a higher impact on quality and risk-reduction
(Table 2).

Table 2: Determination of Preferences for two candidate requirements against cost

Quality Impact Desk Checking Fagan Inspection
Desk Checking 1 1/2
Fagan Inspection 2 1

Again, using the first row, the preference scores are:

Desk Checking: 1 / ( 1 + 2)= 0.33
Fagan Inspection: 2 / ( 1 + 2) = 0.67

The same scoring mechanism is used for all comparisons, so that each requirement
obtains a preference score with respect to each decision criterion. The overall rating for a
requirement is obtained by summing the preference scores and multiplying by the
weighting for that criterion.

The disadvantage of AHP is that for a substantial number of requirements, a very large
number of pair-wise comparisons are needed, which can quickly become unworkable. For
example with twenty requirements, a total of one hundred and ninety (n*(n - 1)/2)pair-
wise comparisons must be performed for each criterion. Even if techniques are used to
reduce the number of comparisons [Karlsson & Ryan, 1997], the effort is still
considerable and usually provides less consistent results [Karlsson et al, 1998]. In the
AHP example above, the number of comparison can be reduced to (n-1) by using just the
first row of the preferences table (Table 2), but this means sacrificing the consistency
check. Other, less widely accepted prioritisation approaches include using a bubblesort or
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building a binary tree. However, both of these approaches require abstraction across
criteria rather than comparison against individual criteria and so, perhaps, are less
reliable.

Requirements can also be assessed directly against criteria rather than relative to each
other. The use of such absolute measurement has a number of distinct advantages over
the relative comparison approach. One is that fewer assessments are needed – just one for
each requirement against each criterion. Another is that it avoids the need to compare
requirements with each other, which can be difficult when they are often unrelated.

With both approaches, the number of criteria used for assessment will dictate the overall
effort required and so should be kept as small as possible to achieve the desired ordering.
The next section considers which criteria might be suitable.

Prioritisation - Candidate Criteria and Measurement
The evolutionary delivery process promoted by Gilb [1988] involves the prioritisation of
system changes in preparation for a phased delivery. Gilb advocates the ‘user-value to
development cost ratio’ to determine the order of delivery. In many, perhaps most cases,
user-value is equivalent to the benefit:cost ratio arising from a system change.

In general, we agree with the concept of ‘user value’ as described by Gilb, but seek to
define what exactly is meant by the term. Our hypothesis is that user-value for most
system changes means high benefit, low cost, technical risk reduction, and low
development risk.

Costs and benefits are traditionally considered appropriate measures for any business
investment. Almost certainly a system change will have an associated cost and this can be
measured in terms of monetary outlay. Similarly, benefits can be assessed in terms of
extra income generated or, more intangibly, as extra goodwill achieved from making the
change.

Each system design can be assessed in terms of the technical risks that it embodies. Risks
in this context represent a potential for error and so for the benefit of users should be kept
as low as possible. System changes, therefore, should also aim, if feasible, to resolve, or
at least reduce such technical risks.

Technical risk arises when there is the possibility of a system causing some loss during its
operation. To measure these risks the probability of the unwanted event occurring and the
impact of the event need to be assessed. Boehm defines Risk Exposure (RE) [1991] as the
product of the probability of a risk occurring and the impact of such an event.

RE = prob (risk) * impact associated with risk

The choice of a unit for impact is a difficult one. It may be given in financial terms, but
other units such as ‘down time’ may be more appropriate in some circumstances.

System changes may also introduce new technical risks. Measuring technical risk in a
proposed system is similar to measuring it in the current system. Again a risk exposure
calculation may be employed combining the probability of an unwanted event and the
impact should it occur.
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Finally, there are development risks to consider. These include project risks in budget and
schedule and can strongly influence the decision on whether a proposed change is viable.
Development risk can be measured in the same way as technical risk.

The priority of change can thus be expressed as a function of five variables.

Implementation Priority
= f (cost,  benefit, riskcurrent system , riskproposed system , riskdevelopment )

where riskcurrent = risk exposure in the current system,
riskproposed = risk exposure in the proposed system,
riskdevelopment = risk exposure in the implementation of a defined change
cost = cost of a defined change
benefit = the benefit of a defined change

The emphasis given to each factor will vary with circumstances to some extent. Benefit is
the over-riding concern but this must be tempered by cost and risk considerations.
Clearly, an important change is less attractive if it is expensive to implement or there is
significant uncertainty over the likelihood of success. The relative importance of cost and
risk must be determined by the decision-makers, however, and the objectives in providing
support are to determine how contributing factors should be assessed and in what form
they should be presented to facilitate the decision-making process. The SERUM
methodology was developed to meet this need.

SERUM Methodology
The SERUM Methodology, summarised in Figure 1, integrates risk management into an
overall technological change process for an organisation. As such it is particularly
applicable to the planning of software version releases.

SERUM takes as input, business analysis models and change recommendations
developed using Soft Systems Methodology (SSM). These models identify the objectives
of an organisation and the activities necessary to achieve those objectives. As such they
describe an ‘ideal world’. An analysis of how this description differs from the current
way of working leads to a basic set of recommendations for change. SERUM is
concerned with (i) refining the models and recommendations, by taking account of risk;
(ii) the production of an evolutionary change plan;  (iii) the production of a technical risk
control plan; and (iv) the production of a development risk control plan. For a fuller
description of how SSM is integrated with SERUM and a discussion of the risk reducing
benefits gained from its use, see [Greer and Bustard, 1997].

The following explanation of the SERUM methodology is illustrated with results from a
recent study undertaken at NEC [Greer, 1998]. The study included an evaluation of
SERUM in a project for planning future releases of a Network Management System
(NMS) at NEC. Network Management Systems are used by large telecommunications
and internet service providers for centralised management of networks distributed across
cities, countries or even continents. Physically, the NMS consists of at least one server
and several workstations connected to the managed network. The NMS software allows a
network to be modelled in terms of standard responsibilities such as network
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performance, fault handling, configuration management, accounting and security. The
managed network is modelled graphically for user convenience.

1.   Refine proposed 
system by assessing 
risks in the current 
system 

2.   Refine proposed 
system by assessing 
risks in the proposed 
system 

3.   Define changes 

4.   Perform cost- 
benefit analysis 

8. 

6. 

  

Prioritise changes 
using cba & risk 
assessment data 

  

Develop      change 
plan 

Risk curren t system 

Risk proposed  system 

Risk development 

Costs 

Benefits 

  

Create 
development risk 
control plan 

7. 

Create technical risk 
control plan for 
accepted risks 

9. 

Assess 
Development Risks 
for Changes 

5. 

business analysis models & recommendations 

development risk control plan 

change 
plan 

technical risk control plan 

Figure 1: Overview of SERUM

In the first two stages of SERUM, the SSM models and recommendations are refined
through an analysis of the technical risks involved. The objective is to identify revisions
that will reduce or eliminate such risks as far as far as is practical. Technical risks are
related to possible losses due to the way that activities are performed. Soft Systems
Methodology (SSM) models identify those activities.

Risk exposure can be calculated numerically but it seems more appropriate to make clear
that the assessment is approximate and so use symbolic values instead. Table 3, for
example, shows the approach that was taken in the NMS study. The probability or
likelihood of occurrence is measured on a five-point scale from ‘almost certain’ to
‘almost never’, while the loss impact is similarly rated over five values. It is expressed in
terms of the loss of service, from ‘greater than two days’ to ‘less than one hour’. The
elements of the table define the risk exposure, which ranges from ‘very high’ to ‘very
low’. This is adequate to identify high-risk areas where further investigation is desirable.
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Table 3: Risk Exposure Table for Technical Risk in the NMS project

Probability

Impact

almost
certain
(85%+)

very likely
(60-84%)

likely
(40-59%)

unlikely
(20-39%)

very
unlikely
(< 20%)

> 2-day loss Very high Very high High Medium Medium
2-day loss Very High High High Medium Medium
1-day loss High High Medium Low Low
1-hour loss Medium Medium Low Low Very low
< 1-hour loss Medium Medium Low Very low Very low

SSM models may contain over a hundred activities and so some form of tool support is
desirable to help define and adjust risk assessments against those activities. The SERUM
tool allows risk measurement scales to be defined for each application and then enables
related assessments to be entered. Figure 2 shows the window through which risks are
defined. Risks are specified for each activity, in this case the activity is “A1: model
network structure”. Convenient access to both current and proposed mechanisms is
provided for comparison purposes.

Figure 2: SERUM tool support for the definition of technical risks

In the example in Figure 2, the risk identified is that a user may mistype the hierarchical
path to a network element. The proposed improvement is to use a tool to support
selection from a graphical representation of the network hierarchy to eliminate the
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possibility of error. In assessing risk in the current and proposed mechanisms there is an
opportunity to suggest mitigation strategies for the risk and to plan contingencies, should
the associated problems arise. This will contribute to an overall risk control plan
developed at a later stage.

In stage three, possible system changes are defined. Each activity may have several
changes associated with it and some changes may be relevant to several activities. The
description of each change and its linkage to activities is developed though the window
shown in Figure 3.

Figure 3: SERUM tool support for the definition of system changes

In stage four the cost and benefit of each change is examined. At this level of analysis it
is again adequate to use a symbolic assessment rather than develop detailed financial
estimates. Costs and benefits are often difficult to quantify precisely so an approximation
approach will save effort while still providing sufficient information to support the
prioritisation of change. Full costings are generated later for those changes that proceed
to implementation. Table 4 shows the cost-benefit matrix developed for the NMS study.
Benefits range from ‘very high’ to ‘very low’. Costs are expressed in terms of the effort
required to complete an implementation, ranging from ‘2-3 months’ to ‘< 1 week’. These
phrases are related to scores as defined by the analyst. The resulting cost-benefit shown in
the matrix in the NMS study was rated from ‘worst’ to ‘best’ across a seven-point scale.
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Table 4: Matrix for obtaining the cost-benefit assessment of a proposed change

Cost

Benefit

2-3
months

1 month 2-3 weeks 1 week < 1 week

Very High OK OK Good Very Good Best
High OK OK Good Good Very Good
Medium Poor OK OK Good Very Good
Low Very Poor Poor Poor OK Good
Very Low Worst Very Poor Very Poor Poor OK

Again the SERUM tool supports the definition of these values and the entry of cost and
benefit assessments, as illustrated in Figure 4.

Figure 4: SERUM tool support for cost and benefit definition

Development risk is considered in stage 5. This uses the same approach as technical risk.
Table 5 illustrates the ratings used in the NMS case study.

Table 5: Development risk exposure in the NMS project

Probability

Impact

almost
certain
(85%+)

very likely
(60-84%)

likely
(40-59%)

unlikely
(20-39%)

very
unlikely
(< 20%)

very high (20%) Very high Very high High Medium Medium
high (15-20%) Very High High High Medium Medium
medium (10-15%) High High Medium Low Low
low (5-10%) Medium Medium Low Low Very low
very low (< 5%) Medium Medium Low Very low Very low
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Again the impacts are expressed symbolically (as defined by the analyst) but represent a
figure estimating the extra cost to development. Thus, a ‘high’ impact means 15% to 20%
extra cost. Again, tool support for the documentation and estimation of development risk
is easily implemented in an intuitive way (Figure 5).

Figure 5: Assessment of Development Risk in NMS using SERUM

Figure 5 shows an example from the NMS study. Here, the change defined assumes that
the GUI facilities in the current implementation are sufficient to build an undo function.
As there is some doubt that this is true, a risk is recorded. The right hand side of the
window shows the assessment of this risk, namely that the probability is ‘not likely’ and
the impact is ‘very low’. This window also provides an opportunity to record mitigation
strategies and contingencies for use in the risk control plan.

Stage 6 gathers together the benefit, cost and risk assessments from the earlier stages to
facilitate prioritisation. Just as cost-benefit ratio has emerged as an effective way of
combining these factors, Risk Reduction Efficacy (RRE) is here introduced as a way of
combining a consideration of technical risks in the current and proposed systems. Risk
reduction is desirable overall but may not always be achievable. For example, moving to
a new hardware platform increases technical risk but may be essential to meet
performance needs.

RRE for a given system change is defined as

( )∑ ×=
RisksTechnicalAll

oncontributiRERRE

where
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• RE is risk exposure for a risk identified in the current or proposed system,
• contribution is a factor for the increase or decrease in risk exposure due to the

change, being positive or negative respectively, and
• Al Technical Risks refers to each instance of a risk defined in the current and

proposed system.

Figure 6 illustrates the type of relationship that can exist between system changes,
activities in the current system, and the risk exposures associated with those activities. In
each case, risk exposure may be reduced or increased.

C2 

C1 
A1 

A2 

A3 

R1 (reduced by C1) 

R2 (reduced  by C1) 

R3 (reduced  by C1 and increased by C2) 

R4(reduced by C2)  

R5(reduced by C2) 

Figure 6. Illustration of the relationship between changes, activities and risks.

Change C1 affects activities A1 and A2; change C2 affects A2 and A3. Activity A1 has
associated risks R1 and R2; A2 has risk R3; and A3 has risks R4 and R5. To find how
much a given system change reduces risk, it is necessary to assess its contribution to each
individual risk exposure for each of the activities affected. For change C2, there is a
contribution from R3,  R4 and R5, with R4 and R5 reduced and R3 increased. RRE will
then be the sum of the three products combining exposure and contribution. If, say, C2
reduces risk exposure R4 by 50% and R5 by 40% and that C2 increases the risk exposure
R3 by 20%, the RRE would be (R4*0.5) +(R5*0.4) + (R3*-(0.2))

Relative Risk Reduction Efficacy (RRRE) for a system change may then be defined as
follows:

( )

∑
∑ ×

=

isksTechnicalRCurrentAll
C

RisksTechnicalAll

RE

oncontributiRE

RRRE

The denominator is the sum of the risk exposures for the risks in the current system.
Using RRRE, it is then possible to compare system changes for efficacy in risk reduction
and to use this data in prioritising system changes for an evolutionary delivery plan.

In Stage 7 the prioritisation is completed by defining the relative contribution from each
criterion. This can be achieved using weighting as derived using the AHP technique
described in the first section (Table 2). Another (simpler) approach is to order the criteria
and sort on the risk assessments. The main criterion is usually cost-benefit but where the
costs are all reasonable, benefit alone may be the main indicator or priority as was the
case in the NMS study. Because the assessments are made symbolically, several changes
will often have the same rating so further sorts can be performed. Figure 7 shows how
this is supported in SERUM. Appendix 1 gives a sample of the ranked changes from the
NMS study using a sort that closely matched the intuitive priority order suggested by a
member of the development team.
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Figure 7: Sorting the Requirements for NMS using SERUM

The SERUM tool collates and displays the information previously entered on costs,
benefits and risks and allows the analyst to manually adjust the order previously derived
from sorting (Figure 8). For example, if benefit was the primary sorting key, it is possible
that there are may be changes unjustifiably high in the list. This situation may arise in the
case where a change has a very high benefit but also very high costs or an unacceptable
development risk exposure.
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Figure 8: Evolutionary Change Plan as derived for the NMS using SERUM

In Stage 8 a development risk plan for the change process is extracted from the
information supplied in earlier stages. Appendix 4 illustrates its form for the NMS
example. Finally, in Stage 9, plans for handling technical risks in the current and
proposed systems are similarly collated. These are illustrated in Appendices 2 and 3.

Conclusions
This paper has demonstrated how the SERUM methodology can be used to prioritise
system changes. This involved assessing the benefit of each change, its associated cost,
the risk in making the change, and the extent to which the change increased or decreased
risks in the current system. Each change was assessed directly against each criterion
rather than using the more common approach of relative comparison. This reduced the
number of assessments needed to determine a ranking. In the NMS case study employed,
we have used the assessments from SERUM along with analyst expertise to prioritise
system changes. We have further indicated how the method can be enhanced using
criteria weightings established using the Analytic Hierarchy Process.

The SERUM approach can be used to prioritise changes emerging from any source. Also,
as illustrated in this paper, it can be used with broad approaches to change definition such
as Soft Systems Methodology (SSM). It also makes several contributions to SSM itself in
that (i) it offers a systematic way of developing recommendations for change; and (ii)
suggests how business models might be enhanced through risk analysis.

Overall, SERUM emphasises the basic importance of risk assessment in ensuring that
systems are implemented effectively and are designed to be robust.
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APPENDIX ONE: SERUM Output Sample - NMS Change Plan

Last Sort: 1. Descending Benefit 2. Ascending Cost 3. Descending Change's Risk Reduction
Contribution 4. Ascending Development Risk Exposure

Rank Change Description Cost Benefit Cost-
Benefit

Risk
Reduction
Efficacy

Total
Development
Risk
Exposure
Score

1 Speed of communication
between NEs and INC-100
- Improve
( A6 )

1 MONTH
( 4 )

VERY
HIGH
(5)

OK
(0.8)

0.44 % 15

2 Interface to Intelligent
Route Planning tool
( A22 A5 )

2-3
MONTHS
( 5 )

VERY
HIGH
(5)

OK
(1)

2.64 % 44

3 Improve alarm system
between INC and NES i.e.
gateways, routers, Ethernet
etc
( A6 )

2-3
MONTHS
( 5 )

VERY
HIGH
(5)

OK
(1)

2.64 % 47

etc

APPENDIX TWO: SERUM Output Sample - NMS Current System
Technical Risk Plan

Activity:A1- Model Network Structure
Current mechanism: Create root and submaps. Add symbols by dragging from template, set the
selection name linking to the parent symbol, then domains, then office, then NE, each time
entering the parent details

Risk Probability Loss Reduction
Strategy

Contingency

Network grows so that
adding to it becomes
difficult

3
(almost certain
85%+)

1
(< 1-hour
loss)

Advise users
to create
excess
capacity when
modelling in
first instance

Remodel

Because of a deep
hierarchy in the model,
it becomes difficult to
split domains

2
(unlikely 20-
39%)

4
(2-day
loss)

Advise users
to create
excess
capacity when
modelling in
first instance

Remodel

etc
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APPENDIX THREE: SERUM Output - Sample from NMS
Proposed System Technical Risk Plan

Activity:A8- Receive autonomous NE/ Section/ Path Faults
Proposed mechanism: As in current mechanism, but be able to group alarms for inhibition

Risk Probability Loss Reduction
Strategy

Contingency

Grouping of alarms for
inhibition allows the
user to accidentally
exclude Network
Elements from fault
reporting leading to
alarms being ignored

1
(very unlikely
<20 %)

3
(1-day
loss)

Include
warning in the
inhibition code

Uninhibit the
alarm

APPENDIX FOUR: SERUM Output - Sample from NMS
Development Risk Plan

Change: Audit log of user actions
Development Risk Probability Impact Risk

Asst.
Reduction
Strategy

Contingency

Staff may be called
away to support
other systems,
leading to delay in
this change

2
(unlikely
20-40%)

1
very low
(<5% )

2
very
low

Build slack
into
schedule
to allow for
this

Alternative
staff should
be assigned
to the fire-
fighting
duties

There are many
functions to be
monitored and so
testing may be
more time-
consuming than
expected

 3
(likely 40-
60%)

2
(low
5-10%)

6
(low 5 -
10%)

Simulation
software
should be
used

Assign more
testers and
use
simulation
more
extensively

etc


