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Abstract—We consider an extended wireless network, in which
nodes arrive in the network according to a joint spatio-temporal
(possibly non-homogenous) Poisson process. We assume that each
node remains active for a random duration of time with a certain
distribution, independent of the arrival process. During the activ-
ity period, each node transmits a signal from a Gaussian alphabet
at a fixed power (variance) level. We derive the autocovariance
function of the interference experienced by a node located at
any given point in the network. We show that, the spatial
and the temporal components of the autocovariance function
are separable and they take effect in the form of a product.
Also, somewhat surprisingly, the “shape” of the autocovariance
function is dictated by the service distribution of a single node.
Hence, the bandwidth of the cumulative interference is identical
to that, caused by a single node. Finally, if duration of the activity
period is heavy tailed, then the interference process becomes long
range dependent.

I. INTRODUCTION

Multiuser interference has been a significant determinant of

the performance in wireless communication. When a message

is transmitted over a block of channel uses, large enough to

invoke random coding arguments, to determine the success of a

transmission, the accumulated mutual information is compared

with the encoding rate. In the Gaussian channel, this reduces

to the comparison of the observed signal to interference and

noise ratio (SINR) with a threshold, which is a function of

the encoding rate. If the SINR remains below the threshold,

an outage occurs and the block cannot be decoded with an

arbitrarily low probability of error.

To calculate the probability of outage, for a given signal and

noise power, it is typical to use the sample distribution of the

interference process. The inherent assumption here is that, the

interference remains constant over the duration of the block

of interest. However, with many of the new generation codes

(e.g., rateless codes, incremental redundancy codes, etc.), sizes

of the blocks across which the information is encoded can

be fairly large. Consequently, the interference level may vary

significantly across the block and sample statistics of the

interference process is not sufficient to analyze the outage

probability. There is a need to study of temporal statistics

of the interference in order to analyze the outage probability

and to design efficient codes to mitigate the effects of the

interference.

To that end, we study the following setup. We consider an

extended wireless network in which nodes arrive according

to a joint spatio-temporal (possibly non-homogenous) Poisson

process. We assume that each node remains active for a ran-

dom duration of time with a certain distribution, independent

of the arrival process. During the activity period, each node

transmits a signal from a Gaussian alphabet at a fixed power

level. Thus, the number of active nodes can be modeled as

the number of customers in and M/G/∞ queue. We derive the

autocovariance function of the interference experienced by a

node located at any given point in the network. Toward that

goal, we first find the autocovariance function for the number

of customers in an M/G/∞ queue and use this to derive the

autocovariance function for the interference. This derivation

will provide the main insights and will lead to the subsequent

derivation of the autocovariance function of the interference.

The main observations we deduce from the analysis are

the following: As long as the intensity function of the arrival

process is not dependent on the observed interference or the

service duration,

(1) The spatial and the temporal components of the autoco-

variance function are separable and they take effect in the form

of a product.

(2) The “shape” of the autocovariance function is dictated by

the service distribution of a single node. Hence, the bandwidth

of the cumulative interference is identical to that, caused by a

single node.

(3) If duration of the activity period (e.g., the size of the file to

be transmitted) is heavy tailed, then the interference process

becomes long range dependent.

The dominance of single node statistics in the cumulative

interference is somewhat surprising, since, as the network size

extends, the number of simultaneous interferers approaches

∞. One might think that the total interference becomes whiter

and whiter, as the number of interferers increase, however this

does not turn out to be true. The node arrival intensity and the

transmission power affect the scale of the covariance function,

but not the shape of it. In a sense, the temporal behavior of

the interference is the same regardless of whether there is a

single interferer or many interferers.

Note that our model for the node arrival and service process

is suitable for the scenarios in which node arrival dynamics

vary in smaller time scales, e.g., in networks where the

arriving nodes, transmit very small amount of information

and depart. With applications requiring such intermittent and

delay-sensitive data requests with short-lived connections,

congestion avoidence schemes start to become more inefficient

and the approach of all nodes transmitting upon arrival may

become more appealing [1].

Other studies on temporal modeling of the interference

include [2], [3]. The techniques introduced in our paper to



analyze interference are based on queuing theory and are sig-

nificantly different from these papers, leading to various new

insights. In [4], [5], [6], [7], the temporal correlation analyses

focus on a particular interference avoidence strategies that are

variants of ALOHA. In our model, we assume that there is

no collision avoidance or scheduling, which is appropriate for

a completely different set of MAC schemes, including direct

sequence CDMA.

II. SYSTEM MODEL AND PROBLEM STATEMENT

We consider an extended wireless network, in which nodes

arrive according to a joint spatio-temporal (possibly non-

homogenous) Poisson process. In particular, the number of

nodes that become active within any given duration of time is

a Poisson random variable and at any point in time, the spatial

distribution of the active nodes form a 2D Poisson process. We

denote the intensity of this process by λ(t, r, φ) nodes/sec/m2,

which is the arrival rate of nodes at location (r, φ) (represented

in polar coordinates) at time t. The period over which a node

remains active is i.i.d. over each user and is represented with a

random variable T that has a distribution F (t). A node emits

power during the entirety of its activity period, i.e., we assume

no collision avoidance or scheduling scheme to be in effect.

We assume a fixed-power random Gaussian signalling by

each node during its entire activity period and denote symbol

transmitted at time t by a node that becomes active in

((i − 1)δ, iδ) at location (r, φ) with
√
PWi(t, r, φ), where

Wi(t, r, φ) ∼ CN (0, 1√
2
I) and P denotes the transmission

power. The instantaneous channel gain between points (r, φ)
and (r′, φ′) is given by G(r, φ, r′, φ′, t) and the associated

power gain is H(r, φ, r′, φ′, t) , |G(r, φ, r′, φ′, t)|2. We as-

sume channel reciprocity: G(r, φ, r′, φ′, t) = G(r′, φ′, r, φ, t),
for simplicity.

We define the interference observed at location (r, φ) at time

t as Z(t, r, φ). We assume λ(t, r, φ) and G(r, φ, r′, φ′, t) to be

exogenous processes, which vary independently of Z(t, r, φ).
In this paper, we also assume that λ(t, r, φ) is independent of

G(r, φ, r′, φ′, t) for all (r′, φ′). However, we also provide the

generalization of the result for the scenario in which λ(t, r, φ)
depends1 on the instantaneous channel gain H(r, φ, r′, φ′, t).

Finally, we define the indicator variable

Ii(r, φ, t) ,







1, a node at location (r, φ) becomes active in

((i − 1)δ, iδ) and is still active at time t

0, otherwise

.

(1)
We can write the following for the observed interference:

1The dependency of λ(t, r, φ) and G(r, φ, r′, φ′, t) implies that a node
activation policy is be in effect, that influences the node arrivals depending
on only the gain of the channel over which the node is going to transmit.
This admission control policy accepts or drops the nodes as a function of an
exogenous channel gain process, G(r, φ, r′, φ′, t).

Z(t, r, φ) =

t/δ
∑

i=−∞

π/ω
∑

κ=−π/ω

∞∑

γ=1√
P Ii(γ∆, κω, t) G(r, φ, γ∆, κω, t) Wi(t, γ∆, κω)

︸ ︷︷ ︸

,Zi,κ,γ(t,r,φ)

. (2)

Here, one can realize that the temporal and spatial increments

are in steps of δ seconds and ∆ meters, respectively. One

can view δ as the transmission time of a symbol (roughly

identical to the reciprocal of the system bandwidth) and

∆ as the distance covered by half the wavelength associ-

ated with the center frequency. With the zero-mean Gaus-

sian sampling, E [Z(t, r, φ)] = 0. For simplicity, in the

sequel, we will use
∑

i,κ,γ to denote the triple summation
∑t/δ

i=−∞
∑π/ω

κ=−π/ω

∑∞
γ=1.

Note that interference process {Z(t, r, φ)} is uncorrelated in

time for any location (r, φ), since it is driven by a combination

of zero-mean i.i.d. processes2 {Wi(t, r
′, φ′), t ≥ −∞} for all

locations (r′, φ′).
In this paper, we evaluate the temporal covariance function,

KZP(r,φ)(t, τ), of the instantaneous power, ZP(t, r, φ) ,
|Z(t, r, φ)|2 of the interference. Thus,

ZP(t, r, φ) =
∑

i,κ,γ

∑

i′,κ′,γ′

Zi,κ,γ(t, r, φ) · Z∗
i′,κ′,γ′(t, r, φ). (3)

III. AUTOCOVARIANCE FUNCTION OF THE NUMBER OF

NODES

In our model, the number of nodes in the network at a given

point in time follows an M/G/∞ queue. In our derivation, we

first rederive the autocovariance function for the number of

customers in an M/G/∞ queue, which was first found in [8].

There, Cox represented the number of nodes in a differential

form. Here, we rederive the same result using special indicator

variables. This derivation will provide the main insights and

will lead to the subsequent derivation of the autocovariance

function of the interference.

Let the M/G/∞ queue be operating since time −∞ and

N(t) be the number of active nodes in the entire network at

time t. Let the node arrival rate be λ (a homogenous Poisson

process for simplicity in this section). Since, we are merely

concerned with the number of nodes, the indicator variable

defined in (1) can be simplified to:

Ii(t)
△
=







1 a node arrives in ((i− 1)δ, iδ) and still in

the system at time t

0 otherwise

.

for δ being the amount of temporal increment. Therefore,

N(t) =

t/δ
∑

i=−∞
Ii(t). (4)

For any t, τ such that t 6 τ ,

2Note to get some intuition on this, consider a Markov-modulated process,
{X[n], n > −∞} with two states, ON and OFF. In the ON state, the
values of X[n] are picked from an i.i.d. process W [n] with a finite first
moment W̄ , and in the OFF state, X[n] = 0. Let S[n] represent the state
at time n. Process {X[n]} is stationary with an autocovariance function,
KXX [n,m] = W̄ 2

[

P (S[n] = S[m] = 1)− P
2(S[n] = 1)

]

. Thus, even
though X[n] and X[m] are statistically dependent, they are uncorrelated if
W̄ = 0 and correlated otherwise.



E [N(t)N(τ)] = E





t/δ
∑

i=−∞

τ/δ
∑

j=−∞
Ii(t)Ij(τ)





=
∑

{i6t/δ,j6τ/δ | i6=j}
E [Ii(t)Ij(τ)] +

t/δ
∑

i=−∞
E [Ii(t)Ii(τ)]

=
∑

{i6t/δ,j6τ/δ | i6=j}
E [Ii(t)]E [Ij(τ)] +

t/δ
∑

i=−∞
E [Ii(t)Ii(τ)] ,

(5)

where Eq. (5) follows since Ii(t) and Ij(τ) are independent

for i 6= j. We can also write

E [N(t)]E [N(τ)] = E





t/δ
∑

i=−∞
Ii(t)



E





τ/δ
∑

j=−∞
Ij(τ)





=
∑

{i6t/δ,j6τ/δ | i6=j}
E [Ii(t)]E [Ij(τ)]

+

t/δ
∑

i=−∞
E [Ii(t)]E [Ii(τ)] . (6)

Combining Eq. (5) and (6) we get,

cov (N(t), N(τ)) = E [N(t)N(τ)]− E [N(t)]E [N(τ)]

=

t/δ
∑

i=−∞
{E [Ii(t)Ii(τ)]− E [Ii(t)]E [Ii(τ)]}

(7)

=

t/δ
∑

i=−∞
{λδ[1− F (τ − iδ)]− o(δ)} , (8)

where the first term in (8) is due to E [Ii(t)Ii(τ)] and the

o(δ) is due to E [Ii(t)]E [Ii(τ)] and that the probability of

two nodes arriving at the same location in the same instant is

o(δ). As δ → 0+,

cov (N(t), N(τ)) =

∫ t

−∞
λ [1− F (τ − s)] ds = λ

∫ ∞

|τ−t|
[1− F (s)] ds.

(9)
Since the above covariance is a function of the time difference

t− τ only, {N(t)} is a stationary process.

IV. AUTOCOVARIANCE FUNCTION OF THE INTERFERENCE

POWER

Next, we expand the analysis to calculate the autocovariance

function of the total combined interference at a given node.

The derivation follows identical steps, however, we have to

be more careful now in keeping track of the distance of the

interferers from the origin.

Theorem 1: The interference power process is stationary

and its autocovariance function can be written as

KZP(r,φ)(t− τ) = P 2

∫ t

−∞
[1− F (τ − s)]

∫ π

−π

∫ ∞

0

E [λ(s, r′, φ′)]E [H(r, φ, r′, φ′, t)H(r, φ, r′, φ′, τ)] r′dr′dφ′ds.
(10)

Proof: The autocovariance function for the interference

power process {ZP(t, r, φ)} can be written as follows:

KZP(r,φ)(t, τ) = cov (ZP(t, r, φ), ZP (τ, r, φ))

=
∑

i,κ,γ

∑

i′,κ′,γ′

{
E
[
Zi,κ,γ(t, r, φ)Z

∗
i′,κ′,γ′(t, r, φ)

· Zi,κ,γ(τ, r, φ)Z
∗
i′,κ′,γ′(τ, r, φ)

]

− E
[
Zi,κ,γ(t, r, φ)Z

∗
i′,κ′,γ′(t, r, φ)

]

· E
[
Zi,κ,γ(τ, r, φ)Z

∗
i′,κ′,γ′(τ, r, φ)

]}
, (11)

where the expectations are over the joint distribution of

channel gains and the node arrival process (as well as the

distribution of the node intensity process, if it is random).

With a similar approach to the M/G/∞ derivation (8), we

can break the summation into two parts, one for the terms

i = i′, γ = γ′, κ = κ′ and the other for the rest of the

terms. Since all terms for i 6= i′, γ 6= γ′, κ 6= κ′ are 0
(Wi(·, γ∆, κω) is i.i.d. and 0-mean), we have:

KZP(r,φ)(t, τ) =
∑

i,κ,γ

{
E
[
|Zi,κ,γ(t, r, φ)|2 · |Zi,κ,γ(τ, r, φ)|2

]

−E
[
|Zi,κ,γ(t, r, φ)|2

]
· E

[
|Zi,κ,γ(τ, r, φ)|2

]}
(12)

=
∑

i,κ,γ

{E [Ii(γ∆, κω, t)Ii(γ∆, κω, τ)

H(r, φ, γ∆, κω, t)H(r, φ, γ∆, κω, τ)]

· E
[
|Wi(t, γ∆, κω)|2

]
E
[
|Wi(τ, γ∆, κω)|2

]
−

(
E [Ii(γ∆, κω, t) H(r, φ, γ∆, κω, t)]E

[
|Wi(t, γ∆, κω)|2

])2
}

(13)

= P 2
∑

i,κ,γ

{E [Ii(γ∆, κω, t)Ii(γ∆, κω, τ)]

· E [H(r, φ, γ∆, κω, t)H(r, φ, γ∆, κω, τ)]

− (E [Ii(γ∆, κω, t)] E [H(r, φ, γ∆, κω, t)])
2
}

, (14)

where (14) follows since Wi(t, γ∆, κω) has unit variance

and λ(t, r, φ) is independent of G(r, φ, r′, φ′, t). Noting that

E [Ii(γ∆, κω, t)] = E [λ(t, r, φ)] δ[1−F (t−iδ)]∆(γ∆)κ, with

the additional factor of ∆(γ∆)κ for the specific location that

the node is arriving at. Similarly as in (8), we obtain the

desired result:

KZP(r,φ)(t, τ) = P 2

∫ t

−∞
[1− F (τ − s)]

∫ π

−π

∫ ∞

0

E [λ(s, r′, φ′)]

E [H(r, φ, r′, φ′, t)H(r, φ, r′, φ′, τ)] r′dr′dφ′ds+ o(δ∆κ)
(15)

as δ,∆, κ → 0+, where term o(δ∆κ) is due to the expectation

squared in (14) as well as the assumption that the probability

of two separate nodes becoming active simultaneously at the

same location3 in the network is o(δ∆κ). Note that the above

is written for t ≤ τ , but the same relationship holds for t > τ

as well. Also, the autocovariance function is a function of

t − τ and thus the interference power process is stationary:

KZP(r,φ)(t, τ) = KZP(r,φ)(t− τ).

3Here, we assume that the symbol duration is much smaller than the activity
period and the user density is sufficiently small that the all active nodes are
separated by more than a half wavelength of each other.



Theorem 1 demonstrates that the user arrival rate, trans-

mission power, and the frequency reuse region size affect

the scale of the covariance function, but not the shape of

it. In a sense, the temporal “behavior” of the interference is

the same regardless of whether there is a single interferer or

many interferers. To finalize the discussion we note that, if

the intensity process λ(s, r′, φ′) depended on the instantaneous

channel gain H(r, φ, r′, φ′, s), Theorem 1 would still hold with

the integrand in Eq./ 10 changed into the following:

E [E [λ(s, r′, φ′) | H(r, φ, r′, φ′, s)]

·E [H(r, φ, r′, φ′, t)H(r, φ, r′, φ′, τ) | H(r, φ, r′, φ′, s)]] ,

where the outer expectation is over the distribution of the

instantaneous power gain H(r, φ, r′, φ′, s). This holds since

the underlying node arrival process is still a non-homogenous

Poisson process, since G(r, φ, r′, φ′, t) is an exogenous pro-

cess and λ(·) ↔ G(·) ↔ Z(·) forms a Markov chain.

V. EXAMPLES
A. Static Channels

First, we assume direct line of sight between any two nodes

without any multipath effects. We assume a path-loss model

with a path loss exponent represented with parameter α ≥
2. Without loss of generality, we focus on the interference

at the origin (i.e., any given node) and to rule out the near

field effect, we assume that the interferers are located at a

distance at least d meters away from the origin. Noting that

H(0, 0, d + γ∆, κω, t) = (d + γ∆)−α for all t and κ, (10)

reduces to:

KZP(r,φ)(t− τ) = P 2

∫ t

−∞
[1− F (τ − s)]

∫ π

−π

∫ ∞

0

E [λ(s, r′, φ′)] (d+ r′)−2α+1 dr′dφ′ds. (16)

If the node arrival process is homogenous, i.e.,

E [λ(s, r′, φ′)] = λ, the autocovariance function becomes:

KZP(r,φ)(t− τ) =
πλP 2

α− 1
d2−2α ·

∫ ∞

|τ−t|
[1− F (s)] ds. (17)

One can observe that, the autocovariance function separates

into two factors, one of them involving only the temporal

components and the other one involving only the spatial

components. Note that, following (17),

µZP
= E [ZP(t, r, φ)] =

2πρP

α− 2
d2−α and (18)

σ2
ZP

= var (ZP(t, r, φ)) =
πρP 2

α− 1
d2−2α, (19)

where ρ , λE [duration for a node remaining active] is the

utilization factor (per unit area) for the network.

B. I.I.D. Channels

In the second scenario, we assume no line of sight. Each

channel between any pair of nodes is dominated by multipath

fading. Let the power gain H(r, φ, r′, φ′, t) be i.i.d. in time and

space with a mean H̄ within a radius of d, and the power gain

(and hence the interference) outside that radius is negligible.

This model is more appropriate for an indoor setting. Then,

similar to the previous derivation, with λ(s, r′, φ′) = λ.

KZP(r,φ)(t− τ) = P 2

∫ t

−∞
[1− F (τ − s)]

∫ π

−π

∫ ∞

0

E [λ(s, r′, φ′)] r′ dr′dφ′ds = πd2H̄2P 2λ

∫ ∞

|τ−t|
[1− F (s)]ds

(20)

One can realize from (17) and (20) that, the autocovariance

function depends on the distribution of duration T of active

transmission for a single user. Another major conclusion is

that, if T is heavy tailed, then the autocovariance functions as

given in (17) and (20) decays slower than |t − τ |−2 leading

to a long range dependent interference process.

VI. CONCLUSIONS

We derived the autocovariance function of the interference

power experienced at a random location in an extended

wireless network. We assumed nodes arrive according to a

non-homogenous spatio-temporal Poisson process; each node

remains active for a random duration of time, independently

of the arrival process; and each node transmits a signal from

a Gaussian alphabet at any fixed power level.

Our findings have several implications. As the network size

extends, since the number of simultaneous interferers approach

to ∞, one might think that the interference becomes whiter.

We showed that this is not true and the covariance function

for the interference in the extended network is determined

by the service duration of a single node. In a sense, the

temporal second order statistics of the interference is the same

regardless of whether there is a single interferer or many

interferers. An artifact of our analysis was the realization that,

if the activity duration is heavy tailed, the interference process

is long range dependent regardless of the size or the density, λ,

of the network. A subsequent future question to focus on may

be how to design receivers that act satisfactory under colored

interference.
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