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Abstract— Unlike in a wired network, a packet transmitted by
a node in an ad hoc wireless network can reach all neighbors.
Therefore, the total number of transmissions (forward nodes) is
generally used as the cost criterion for broadcasting. The prob-
lem of finding the minimum number of forward nodes is NP-
complete. Among various approximation approaches, dominant
pruning [7] utilizes 2-hop neighborhood information to reduce re-
dundant transmissions. In this paper, we analyze some deficien-
cies of the dominant pruning algorithm and propose two better
approximation algorithms: total dominant pruning and partial
dominant pruning. Both algorithms utilize 2-hop neighborhood
information more effectively to reduce redundant transmissions.
Simulation results of applying these two algorithms show perfor-
mance improvements compared with the original dominant prun-
ing. In addition, two termination criteria are discussed and com-
pared through simulation.

Index Terms— Ad hoc wireless networks, broadcast, dominant
pruning, flooding.

I. INTRODUCTION

In areas where there is little or no communication infrastruc-
ture or the existing infrastructure is inconvenient to use, wire-
less mobile users may still be able to communicate through the
formation of an ad hoc wireless network. An ad hoc wireless
network is a collection of wireless mobile hosts forming a tem-
porary network without the aid of any centralized administra-
tion or standard support services [14]. In such a network, each
mobile node operates not only as a host but also as a router. The
applications of ad hoc wireless networks range from military
use in battlefields, personnel coordinate tools in emergency dis-
aster relief, to interactive conferences that temporarily formed
using PDAs.

Broadcasting to all nodes in a network has extensive appli-
cations in ad hoc wireless networks, such as when used in the
route query process in several routing protocols [6], [12], when
sending an error message to erase invalid routes [10], or when
used as an efficient mechanism for reliable multicast in fast-
moving ad hoc wireless networks [5]. The way that packets
are transmitted in ad hoc wireless networks is quite different
than the way that those are transmitted in wired networks, the
significant difference is that when a host sends a packet, all its
neighbors will receive that packet (i.e., each node operates un-
der the promiscuous receive mode). Therefore, the total number
of transmissions (forward nodes) is generally used as the cost
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criterion for broadcasting. Basically, source and forward nodes
form a flood tree such that any other node in the network is ad-
jacent to a node in the tree. The problem of finding a minimum
flood tree that has the minimum number of forward nodes is
proven to be NP-complete [7]. Even when a minimum flood
tree is identified, maintaining such a tree in a mobile environ-
ment is too costly to be useful in practice.

A straightforward approach for broadcasting is blind flood-
ing, in which each node will obligate to rebroadcast the packet
whenever it receives the packet for the first time. Blind flooding
will generate many redundant transmissions. Redundant trans-
missions may cause a more serious broadcast storm problem
[9], in which redundant packets cause contention and collision.

Many broadcast algorithms besides blind flooding have been
proposed [1], [2], [7], [9], [11], [13], [15]. These algorithms
utilize neighborhood and/or history information to reduce re-
dundant packets. The dominating pruning (DP) algorithm [7]
is one of the promising approaches that utilizes 2-hop neigh-
borhood information to reduce redundant transmissions. The
DP algorithm can also be considered as an approximation to
the minimum flood tree problem.

In this paper, we point out some deficiencies of the DP al-
gorithm which does not eliminate all redundant transmissions
based on 2-hop neighborhood information. Two algorithms,
total dominant pruning (TDP) and partial dominant pruning
(PDP), are proposed. Both algorithms utilize neighborhood
information more effectively. Simulation results of applying
these two algorithms show performance improvements com-
pared with the original dominant pruning. In addition, two
termination criteria are discussed and compared through sim-
ulation.

The rest of the paper is organized as follows: Section 2 dis-
cusses some related work on reducing broadcast redundancy.
Section 3 gives a graph model for ad hoc wireless networks.
Details about the DP algorithm are also presented. Two pro-
posed broadcast algorithms are given in Section 4 with an ex-
ample. In Section 5, we discuss two termination criteria for the
broadcast process. Simulation results are shown in Section 6.
Finally, Section 7 concludes the paper and outlines one future
work.

II. RELATED WORK

Efficient broadcasting in ad hoc wireless networks has been
extensively studied in [1], [2], [7], [9], [11], [13], [15].
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Lim and Kim prove that building a minimum flooding tree is the
same as finding a minimum connected dominating set (MCDS)
in a network, which is an NP-complete problem. A subset of
nodes is called a dominating set if every node in the network is
either in the set or a neighbor of a node in the set. They also
provide two approximation algorithms: self pruning and dom-
inant pruning. The self pruning algorithm exploits the knowl-
edge of directly connected neighborhood information only. A
node does not need to rebroadcast a packet if all its neighbors
have been covered by the previous transmission. The dominant
pruning algorithm uses 2-hop neighborhood information. The
forward node list is selected in such a way that they cover all
the nodes within two hops. A similar forward node selection
algorithm, multipoint relaying, is proposed in [13].

Ni et al. [9] discuss the broadcast storm problem. They
also analyze broadcast redundancy, contention, and collision
in blind flooding. Algorithms for reducing broadcast redun-
dancy are proposed, such as probabilistic scheme, counter-
based scheme, distance-based scheme, etc. All these algorithms
require that each forward node estimates network redundancy
and accumulates information about the network to assist its de-
cision. Since all these approaches are probabilistic in nature,
they cannot guarantee all the nodes in the network receive the
broadcast packet.

Peng and Lu propose a scalable broadcast algorithm in [11].
Similar to the self pruning algorithm, a node does not rebroad-
cast the broadcast packet if all of its neighbors have received
the packet from previous transmissions (not the previous trans-
mission as in self pruning). A random delay is associated with
each node measuring the time between receiving the packet for
the first time and making a rebroadcast decision.

In [15], Stojmenovic et al. study a connected-dominant-set-
based broadcast algorithm that uses only internal nodes to for-
ward the broadcast packet. Internal nodes are dominating nodes
derived by Wu and Li’s marking process [16]. That is, nodes
that are not internal nodes only receive the broadcast packet
without forwarding it. Therefore, the number of redundant
transmissions is reduced.

Calinescu et al. [2] propose a location-aware pruning method
that extends the work of Lim and Kim. It is shown that the
resultant dominating set has a constant approximation ratio of
6. In our paper, we assume that each host has no location in-
formation of other hosts and we will compare with only those
protocols that do not depend on location information.

Note that extensive work has been done in the theoretical
community on finding good approximation of minimum con-
nected dominating set (MCDS) in terms of small approxima-
tion ratio. In fact, a protocol with a constant approximation
ratio of 8 has been recently proposed without using location
information [1]. However, this approach is based on a global
infrastructure (spanning tree) to select dominating nodes. It is
an overkill to first construct a spanning tree, select dominating
nodes (forward nodes) from the tree and, then, perform a broad-
cast. Our approach is based on constructing a connected dom-
inating set “on-the-fly” and it is suitable for dynamic networks
with mobile hosts.

II1. PRELIMINARIES

We use a simple graph G =(V, E) to represent an ad hoc
wireless network, where V' represents a set of wireless mobile
hosts (nodes) and E represents a set of edges. An edge (u,v)
indicates that both hosts u and v are within their transmitter
ranges and, hence, the connections of hosts are based on geo-
graphic distances of hosts. Such a graph is also called a unit disk
graph [3]. The circle around a host u corresponds to the trans-
mitter range of host u. All the hosts in the circle are considered
the neighbors of host u. A host can obtain its neighborhood in-
formation by periodically sending an update message. Another
efficient way uses the piggyback technique; that is, when a host
needs to send a packet, it attaches its neighborhood information
along with the packet. We use N (u) to represent the neighbor
set of u (including u). N(N(u)) represents the neighbor set
of N(u) (i.e., the set of nodes that are within two hops from
u). Clearly, {u} € N(u) C N(N(u)) and if v € N(v), then
N(u) € N(N(v)). Note that 2-hop neighborhood informa-
tion can be obtained by periodic “Hello” packets, each of which
contains the sender’s id and the list of its neighbors. Through-
out the paper, we assume that v (sender) and v (receiver) are
neighbors.

A. The Approximation of MCDS (AMCDS) Algorithm

As mentioned early, finding the minimum number of forward
nodes is the same as finding a minimum connected dominating
set (MCDS) in a network. Since this is an NP-complete prob-
lem, we use an approximation algorithm AMCDS proposed in
[4]. At the start of the algorithm, all nodes are colored white
and, then, the node with the maximum node degree is selected
(put in set C') and colored black, all its neighbors are colored
gray. A recursive selection process runs until no white node
exists: Choose a gray node that has the maximum number of
white neighbors. Color the selected node black and its white
neighbors gray. The resultant node set C' is an approximation
for the MCDS. The drawback of this algorithm is that it needs to
know the global network topology and, therefore, it is not suit-
able for ad hoc wireless networks. However, we use the result
of the AMCDS algorithm as the lower bound for the MCDS to
compare with the results from other approximation approaches.

B. The Dominant Pruning (DP) Algorithm

Selection process [7]:

1) Let F(u,v) =[] (empty list), Z = ¢ (empty set), and
K = US,; where S; = N(v;) NU(u,v) for v; € B(u,v).

2) Find set .S; whose size is maximum in K. (In case of a
tie, the one with the smallest id 7 is selected.)

3) F(u,v) = F(u,v)||vg, Z=2US8;, K = K — 5, and
S;=8;—S;forall §; € K.

4) If Z = U(u,v), exit; otherwise, goto step 2.

As indicated in [7], the DP algorithm shows a better perfor-
mance compared with other flooding algorithms such as blind
flooding and self pruning. In the DP algorithm, when node
v receives a packet from node wu, it selects a minimum num-

ber of forward nodes that can cover all the nodes in N (
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Fig. 1. Illustration for three algorithms: (a) dominant pruning (DP), (b) total dominant pruning (TDP), and (c) partial dominant pruning (PDP).

Among nodes in N (N (v)), u is the source node, nodes in N (u)
have already received the packet, and nodes in N (v) will re-
ceive the packet after v rebroadcasts the packet. Note that N (u)
can be directly derived from N (NN (v)) once node v knows the
sender id of u. Therefore, v just needs to determine its for-
ward node list F'(u,v) from B(u,v) = N(v) — N(u) to cover
nodes in U(u,v) = N(N(v)) — N(u) — N(v). (U(u,v) is the
area with oblique lines in Figure 1.) Specifically, the greedy
set cover algorithm [8] is used for the selection of forward
nodes. F'(u,v) = [f1, f2, ..., fm], With f; € B(u,v) satisfying
Ur,er(N(fi) N U(u,v)) = U(u,v), is derived by repeatedly
selecting f; that has the maximum number of uncovered neigh-
bors in U(u,v). The above process is called selection process
I, Z is a subset of U(u, v) covered so far. S; is the neighbor
set of v; in U(u,v). K is the set of S;. In subsequent discus-
sion, U(u,v), B(u,v), and F(u,v) are denoted as U, B, and
F, respectively.

Dominant Pruning (DP) algorithm [7]:

1) Node v uses N(N(v)), N(u), and N(v) to obtain
U(u,v) = N(N(v)) — N(u) — N(v) and B(u,v) =
N(v) — N(u).

2) Node v then calls the selection process to determine
F(u,v).

IV. ENHANCED DOMINANT PRUNING ALGORITHMS

In this section, we first propose two enhanced dominant prun-
ing algorithms: the total dominant pruning (TDP) algorithm
and the partial dominant pruning (PDP) algorithm. Both al-
gorithms are then illustrated through an example.

A. The Total Dominant Pruning (TDP) Algorithm

If node v can receive a packet piggybacked with N (N (u))
from node u, the 2-hop neighbor set that needs to be covered
by v’s forward node list F' is reduced to U = N(N(v)) —
N(N(u)). The total dominant pruning (TDP) algorithm uses
the above method to reduce the size of U and, hence, to reduce
the size of F'.

The correctness of excluding N (N (u)) from N(N(v)) in U
is shown in the following theorem.

IThe DP algorithm may not terminate using the selection process; that is,
N (B(u,v)) cannot cover U(u, v). For the DP algorithm, Step 4 of the selec-
tion process should be changed to: If no new node is added to Z, exit; other-
wise, goto step 2.

Theorem 1: If a node w € N(N(v)) is also in N(N(u)),
then w can be excluded from U.

Proof: Note the fact that nodes in U are those that need
to be covered by v’s forward nodes. Suppose w € N(N(v)),
if w is in N(N(u)), then (1) w is in N (u) (including w is v
itself), (2) w is not in N (u) and w uses v as a forward node to
cover w, or (3) w is covered not by v, but by another neighbor
of u. Obviously, for cases (1) and (3), w can be excluded from
U. For case (2), w can be directly covered by v. Therefore, w
can also be excluded from U. |

The fact that forward nodes can be selected from B to cover
U in TDP algorithm is shown in the following theorem.

Theorem?2: Let U = N(N(v)) — N(N(u)) and B =
N(v) — N(u),thenU C N(B).

Proof: Using the fact that N(X) — N(Y)CN(X —-Y),
where X and Y are two sets. For any w € N(N(v)) —
N(N(u)), we have w € N(N(v)—N(u)). Therefore, N(B)
= N(N(v) — N(u)) can coverU = N(N(v)) — N(N(u)). H

Total Dominant Pruning (TDP) algorithm:

1) Node v uses N(N(v)), N(N(u)), N(u), and N(v) to
obtain U = N(N(v)) — N(N(u)) and B= N (v) — N(u).

2) Node v then calls the selection process to determine F'.

The extra cost of the TDP algorithm is that 2-hop neighbor-
hood information of each sender is piggybacked in the broad-
cast packet. Therefore, it consumes more bandwidth.

B. The Partial Dominant Pruning (PDP) Algorithm

In the partial dominant pruning (PDP) algorithm, like the DP
algorithm, no neighborhood information of the sender is pig-
gybacked with the broadcast packet. Therefore, the deduction
of N(N(u)) from N(N(v)) cannot be done at node v. How-
ever, besides excluding N(u) and N(v) from N(N(v)), as
addressed in the DP algorithm, more nodes can be excluded
from N (N (v)). These nodes are the neighbors of each node in
N (u)N N (v). Such a node set is donated as P(u, v) (or simply
P)= N(N(u) N N(v)). Therefore, the 2-hop neighbor set U
in the PDP algorithm is U = N(N(v)) — N(u) — N(v) — P.
Note that since P = N(N(u) N N(v)) € N(N(u)), Theorem
1 guarantees that P can be excluded from N (N (v)). The fact
that forward nodes can be selected from B to cover U in the
PDP algorithm is shown in the following theorem.
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Theorem 3: Let P = N(N(u) N N(v)), U = N(N(v)) —
N(u)— N(v) — Pand B= N(v) — N(v), then U C N(B).

Proof: Since N(N(v)) — N(u) — N(v) — N(N(u) N
v)) € N(N(v)) — N(N(u) N N(v)) and the fact that
X)-N(XNY)C N(X—(XNY)) = N(X-Y), N(B) =
N(v)—N(u)) cancover N(N(v)) — N(N(u)NN(v)) and,
ence, can cover U = N(N(v)) — N(u) — N(v) — N(N(u)
v)).

N(
N(
N(

2:7‘
HD

Partial Dominant Pruning (PDP) algorithm:

1) Node v uses N(N(v)), N(u), and N(v) to obtain P =
N(N(u)NN(v)),U=N(N(v)) — N(u) — N(v) = P,
and B= N(v) — N(u).

2) Node v then calls the selection process to determine F'.

While the PDP algorithm does not increase the size of the
broadcast packet, compared with the DP algorithm, it elimi-
nates more redundant transmissions. The only additional com-
putational cost for the PDP algorithm is that each forward node
v needs to calculate set P.

Like the DP, both the TDP and PDP do not have a constant
approximation ratio, although both work well in the average
case as confirmed by the simulation results shown in Section
6. However, both the TDP and PDP can be extended to a clus-
tered network where some clusterheads are selected as forward
nodes. It is shown in [17] that a constant approximation ratio
can be achieved by using the pruning technique in the clustered
network.

Note that although excessive broadcast redundancy will
cause the broadcast storm problem, some broadcast redundancy
in the ad hoc wireless network could be useful to ensure a high
broadcast delivery rate, especially when a host cannot update
its neighborhood information (1-hop and 2-hop neighbor sets)
in a timely manner. The broadcast delivery rate is defined as
the number of hosts that receive the packet over the total num-
ber of hosts in the network. Consider a case when u forwards a
broadcast packet to v. Suppose w that was in the coverage area
(within two hops) of v moves out and enters the coverage area
of u before u and v update their neighborhood information. If
w is selected as a forward node by v, then nodes covered by
w in the coverage area of v may miss the packet unless they
are covered by other nodes (if the situation exists, depending
on the network topology and broadcast redundancy). Even if w
is not selected as a forward node by v, w itself may miss the
packet when (a) it enters the coverage area of u after the broad-
cast within the coverage area of v has completed or (b) it enters
the coverage area of u before the broadcast within the cover-
age area of u completes, but no forward node selected by u can
cover w. In the absence of contention and collision, the broad-
cast delivery rate depends on how frequently the neighborhood
information can be updated (relative to the moving speed of
mobile hosts). Reliable broadcast that guarantees delivery is a
totally different and complex issue and it needs a special treat-
ment. The traditional hop-by-hop or end-to-end acknowledge-
ment (both positive and negative) can be applied, but it is ex-
pensive to enforce. Another option is for each host to keep the
received broadcast packet for a certain period, it will unicast
the packet to any new host that enters its coverage area. In Sec-

Fig. 2. A sample network of twelve nodes with source node 6.

TABLEI
NEIGHBORS WITHIN TWO HOPS (FIGURE 3)
[v [N(@) | N(N(v)) |
1 1,2,5 1,2,3,5,6,7,9
2 1,2,3,6,7 1,2,3,4,5,6,7,8,9,11
3 1234 1,2,3,4,6,7,8
4 | 3478 2,3,4,6,7,8,11,12
5 1,5,6,9 1,2,5,6,7,9,10
6 | 256,79 1,2,3,4,5,6,7,8,9,10,11
7 12467811 1,2,3,45,6,7,8,9,10,11,12
8 | 4,7.8,12 2,3,4,6,7,811,12
9 |5,69,10 1,2,5,6,7,9,10,11
10 | 9,10,11 5,6,7,9,10,11,12
11| 7,10,11,12 | 2,4,6,7,8,9,10,11,12
12 | 8,11,12 4,7,8,10,11,12

tion 5, a special environment is defined such that the broadcast
process can guarantee to deliver the broadcast packet to each
host.

C. Example

Figure 2 shows a sample network of twelve nodes with
source node 6. Neighborhood information of each node is
shown in Table 1. We illustrate different forward node lists for
these three algorithms.

For the DP algorithm, nodes in N (6) will receive the packet
directly. Since U(¢,6) = N(N(6)) — N(6) = {1,3,4,8,10,11},
the forward node list for node 6 is F'(¢,6) = [7,2,9]. (The se-
lection order is 7, 2, and 9.) From U (6,7) = N(N(7)) — N(6)
— N(7) = {1,3,10,12}, we have F(6,7) = [11,4]. Similarly,
from U(6,2) = N(N(2)) — N(6) — N(2) ={4,8,11}, we have
F(6,2) = [3]; from U(6,9) = N(N(9)) — N(6) — N(9) =
{1,11}, we have F'(6,9) = [10]. Therefore, the total number of
forward nodes (including the source node)is 1 +3 +4 = 8.

For the TDP algorithm, node 6 has the same forward node
list F'(¢,6) =1[7,2,9]. From U(6,7) = N(N(7)) — N(N(6))
= {12}, we have the forward node list for node 7: F'(6,7) =
[8]. Similarly, from U(6,2) = N(N(2)) — N(N(6)) = ¢, we
have F'(6,2) =[]; from U(6,9) = N(N(9)) — N(N(6)) = ¢,
we have F(6,9) = [ ]. Therefore, the total number of forward
nodesis 1 +3+1=>5.
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TABLE II

THE DP ALGORITHM

lulv [U | B [F ]
616 | 1,34810,11 2,579 7,29
6|7 | 13,1012 48,11 | 114
6|2 | 4811 1,3 3
619 |11l 10 10
7119 10,12 | 10
714 |12 3 []
23 |8 4 4
9 [ 10| 7,12 11 11
TABLE III
THE TDP ALGORITHM
lulv]|U | B [F ]
616 13481011 25,79 ] 7,29
61712 4811 | 8
6|2¢ 1,3 []
6|9 10 [
7181 ¢ 12 []
TABLE IV
THE PDP ALGORITHM
(ulv [P U | B [F ]
616 | o 1,3,4,8,10,11 | 2,579 | 7,29
6|7 | 13,67 10,12 48,11 | 11
62 | 246811 ¢ 1,3 ]
69 | 1,69 11 10 10
7111 ¢ 9 10,12 | 10
910 ¢ 7,12 11 11

For the PDP algorithm, node 6 again has the same forward
node list F'(¢, 6) = [7,2,9]. From P(6,7) = {1,3,6,7}, we have
U(6,7)=N(N(7))— N(6) — N(7)— P(6,7) ={10,12}. The
forward node list for node 7 is F'(6,7) = [11]. Similarly, from
P(6,2) = {2,4,6,8,11}, we have U(6,2) = N(N(2)) — N(6)
— N(2) — P(2,6) = ¢ and, then, F'(6,2) = []; from P(6,9)
= {1,6,9}, we have U(6,9) = N(N(9)) — N(6) — N(9) —
P(9,6) = {11} and, then, F(6,9) = [10]. Therefore, the total
number of forward nodesis 1 +3 +2=6.

The details of P, U, B, and F for different broadcast algo-
rithms are shown in Tables 2, 3, and 4. From this example,
we can see the performance improvement of the PDP and TDP
compared with the DP in terms of generating a small number of
forward nodes. As the lower bound by using the AMCDS algo-
rithm, the minimum connected dominating set is {2,6,7,11}, so
the number of forward nodes is 4.

Figure 3 shows an ad hoc wireless network in a broadcast
area of 100 x 100. There are 80 hosts each of which has a
transmitter range of 20. The source node, forward nodes, non-
forward nodes are represented by different types of cycles. To-
tal numbers of forward nodes are 51 for the DP, 46 for the PDP,
and 44 for the TDP, respectively.

Wireless link

Non-forward node ©

Forward node (DP) e
Forward node (PDP)
Forward node (TDP)
Source

Fig. 3. Distribution of forward nodes using the DP, TDP, and PDP algorithms.

V. TERMINATION CRITERIA

When a source node broadcasts a packet, each intermediate
node will decide whether to rebroadcast the packet or to drop it
independently, based on a given termination criterion. In other
words, the broadcast process at each node will terminate when a
given termination criterion is satisfied. To determine a termina-
tion criterion that guarantees delivery, we assume the following
“static” environment: Mobile hosts are still allowed to roam
freely in the working space. However, the broadcast process
(including the forward node selection and the broadcast pro-
cess itself) is done quickly so that N (v) and N (N (v)) remain
the same during the process for each host v. In addition, each
host v has updated and consistent N (v) and N (N (v)) when the
broadcast process starts.

Here, two criteria are used to determine the termination of a
broadcast process. The first one assigns a marked/un-marked
status to each node. A node v is called marked if v has received
a packet; otherwise, v is called un-marked. We assume that
v knows the current marked/un-marked status of the nodes in
N (v) at the time v decides its forward node list. When all nodes
in N(v) are marked, v will stop rebroadcasting and discard the
packet. Since each node needs to keep track of changing status
information of neighbors, it is a relatively expensive approach.
The following theorem shows that such a criterion is sufficient
for v to guarantee that all nodes in N (N (v)) can receive the
broadcast packet.

Theorem 4: Using the marked/unmarked termination crite-
rion, all nodes in the network will be marked upon termination.

Proof: The node set can be covered by a set of forward
nodes (including the source) and their 2-hop neighbor sets. We
proof the following: (1) If a forward node w is marked, all nodes
in N (N (u)) will eventually be marked. (2) All forward nodes
will be marked once the source initiates the broadcast process.

Proof for (1): Referring to Figure 4, we arbitrarily select a
forward node « in the network (the forward node set differs
from algorithm to algorithm). If u does forward the broadcast
packet, the claim is clearly true; otherwise, u stops because all
of its neighbors have been marked. In the latter case, we show

that all 2-hop neighbors of u (i.e., nodes in N(N (u)) —
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Fig. 4. Marked/unmarked termination criterion.

are marked upon termination. Arbitrarily select w from 2-hop
neighbors of u and select v such that w € N(v) and v € N (u).
Suppose v is first marked by ' (i.e., v € N(u') and, hence,
w € N(N(u")), we consider the following two cases:

1) Ifvis aforward node for v’ in N (N (u')); clearly, w will
be marked by v (if no other node does it first).

2) If v is not a forward node for v’ in N (N (u’)), then as-
sume that v’ is a forward node for v’ in N(N(u')) that
covers w (i.e., w € N(v')). The fact that v’ marked v
for the first time means that «’ did send out the broadcast
packet to all its neighbors, including v’. v" will mark w if
w is not marked by any other neighbors of w.

Proof for (2): Note that the subgraph induced from the for-
ward node set (which includes the source) is a connected graph.
Starting from the source which is marked initially, iteratively
applying the above result (1), we will eventually mark all the
nodes in the forward node set. |

The second approach assigns a relayed/un-relayed status to
each node. A node v is called relayed when v has sent a packet;
otherwise, v is called un-relayed. Forward node v will stop
rebroadcasting a packet only when v has sent that packet. The
correctness of this approach is apparent. In general, more nodes
will be selected as the forward nodes in this approach com-
pared with the first approach. Since each termination is decided
locally, this approach corresponds to a reasonable termination
criterion in a real system. Note that a relayed node must be a
marked node, but not vice versa.

Referring to Figure 5, suppose the source is node 1, for-
ward node sets with two termination criteria are shown in Table
5. Generally, the number of forward nodes of the marked/un-
marked termination criterion is less than that of the relayed/un-
relayed termination criterion.

VI. PERFORMANCE SIMULATIONS

We simulate the performance of the DP, PDP and TDP algo-
rithms in terms of the average number of forward nodes gener-
ated. The simulation is conducted under the static environment
defined earlier. The simulator randomly generates a connected
unit disk graph within a broadcast area of m x m (with m =
100). Graphs are generated in two ways: a fixed transmitter
range (r) and a fixed average node degree (d). The number of
hosts ranges from 20 to 100. For each given number of hosts,
400 random graphs are generated. An ideal MAC layer is as-
sumed so that no contention or collision will occur. We simulate

Fig. 5. An illustrative example for different termination criteria.

TABLE V
AN ILLUSTRATIVE EXAMPLE FOR DIFFERENT TERMINATION CRITERIA.

| algorithm | marked/un-marked | relayed/un-relayed |

DP 1,2,3,4,5,8,9,10,11,12 | 1,2,3,4,5,6,8,9,10,11,12
PDP 1,2,3,4,5,8,11,12 1,2,3,4,5,6,8,10,11,12
TDP 1,2,3,4,5,8,11,12 1,2,3,4,5,8,10,11,12

these algorithms under two parameters: fixed node transmitter
range and fixed average node degree. These two parameters are
indeed related to each other: The average node degree is the
expected number of nodes (out of n) that are within a node’s
transmitter range. Specifically, the average node degree can
be approximated as d = ( ;—’f)n, where r is the transmitter
range and m is the length of each side of the confined working
space. This approximation is fairly accurate, especially when
r < m. Basically, we measure the same feature from two dif-
ferent viewpoints and obtain the most sensitive parameter under
various simulations.

Figures 6, 7, 8, and 9 show the average numbers of forward
nodes and Figures 10, 11, 12, and 13 show the average numbers
of packets a node receives during the broadcast process under
different algorithms and termination criteria.

Figures 6 and 7 show the simulation results of the average
number of forward nodes for fixed transmitter ranges (from 25
to 70), under both marked/un-marked and relayed/un-relayed
termination criteria. Figures 8 and 9 show simulation results of
the average number of the forward nodes for fixed node degrees
(from 6 to 18), under both marked/un-marked and relayed/un-
relayed termination criteria. From these simulation results, we
can conclude that both the TDP and PDP have better perfor-
mance than the DP, in both fixed-transmitter-range networks
and fixed-node-degree networks. When the transmitter range
is 25, the percentages of the reduced forward nodes based on
the PDP and TDP compared with that of the DP are 15% un-
der the marked/un-marked termination criterion and are almost
20% when the relayed/un-relayed termination criterion is ap-
plied. The result of the TDP is 2% ~ 5% lower than that of
the PDP. We can see that when the transmitter range increases,
the number of forward nodes drops. In addition, the number of
forward nodes is directly affected by the node degree, since it is
linearly proportional to the node degree as shown in Figure 9.
The results for the TDP and PDP are very close in all cases.
Therefore, the PDP is more cost effective, since no neighbor-
hood information of the sender is piggybacked in the PDP dur-
ing the transmission.

We use the result from the AMCDS algorithm as the lower

bound to evaluate the effectiveness of each algorithm. (
TEEE @
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Fig. 6. The average number of forward nodes with the marked/un-marked termination criterion with fixed transmitter ranges from 25 to 70.
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Fig. 7. The average number of forward nodes with the relayed/un-relayed termination criterion with fixed transmitter ranges from 25 to 70.

the result using local 2-hop neighborhood information still can-
not match the one using the global network information. How-
ever, results from the PDP and TDP are close to the lower
bound when the network has either a large transmitter range
or a large node degree. The simulation also shows that the dif-
ference between two termination criteria exists and becomes
significant when the number of nodes increases. The perfor-
mance using marked/un-marked status is better than the one
using relayed/un-relayed status, because in the latter, a node
v may not be able to detect on time that all the nodes in N (v)
have already received the packet.

Figures 10 and 11 show the simulation results of the average
number of broadcast packets that a node receives during the
broadcast process for fixed transmitter ranges (from 25 to 70),
under both marked/un-marked and relayed/un-relayed termina-
tion criteria. Figures 12 and 13 show the simulation results of
the average number of broadcast packets that a node receives
during the broadcast process for fixed node degrees (from 6 to
18), under both marked/un-marked and relayed/un-relayed ter-
mination criteria. These figures show the degree of redundancy
which is vital to ensure a high broadcast delivery rate when
neighborhood information cannot be updated in a timel
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Fig. 9. The average number of forward nodes with the relayed/un-relayed termination criterion with fixed average node degrees from 6 to 18.

ner. From Figure 10 to Figure 13, we can see that differences
among these algorithms exist in terms of broadcast redundancy
(i.e., the average number of broadcast packets a node receives).
This is not surprising, because the degree of broadcast redun-
dancy directly relates to the number of the forward nodes. The
more the number of forward nodes in a broadcast process, the
higher the broadcast redundancy.

VII. CONCLUSIONS

In this paper, we have studied the broadcast process in ad
hoc wireless networks with an objective to minimize the num-

ber of forward nodes. We have pointed out the deficiencies of
the dominant pruning (DP) algorithm and proposed two new
algorithms: the total dominant pruning (TDP) and the partial
dominant pruning (PDP). Given the sender u and receiver v,
the TDP uses N(N(u)) and N(N(v)) to obtain a smaller 2-
hop neighbor set Urpp = N(N(v)) — N(N(u)) that needs
to be covered by v’s forward nodes. The PDP uses N (u) and
N (v) to eliminate more nodes from N (N (v)) compared with
the DP. Nodes in P = N (N (u) N N(v)) can be excluded from
N(N(v)). Specifically, Upp = N(N(v)) — N(u) — N(v) and
Uppp=Upp — P. Clearly, Urpp C Uppp C Upp. £
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Fig. 11. The average number of packets a node receives with the relayed/un-relayed termination criterion with fixed transmitter ranges from 25 to 70.

tion results have shown that both proposed algorithms have bet-
ter performance than the original DP algorithm and the differ-
ence between the TDP and PDP is insignificant. We have also
discussed two termination criteria and shown that the practical
termination criterion can also obtain satisfactory results. One
direction of the future work is to extend the proposed scheme
from a coverage area of 2-hop to k-hop.
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