IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 23, NO. 1, JANUARY 2005 1
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A Generalization of Hybrid-ARQ
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Abstract— Wireless networks contain an inherent distributed promised in [5] when radios may receive different versions of
spatial diversity that can be exploited by the use ofelaying. Relay the same message broadcast from several intermediate devices.
networks take advantage of the broadcast-oriented nature of A classic example of distributed spatial diversity can be
radio and require node-based, rather than link-based, protocols. .

Prior work on relay networks has studied performance limits found in early work on theelay channel[6]. In the rela_y )
either with unrealistic assumptions, complicated protocols, or channel, a source broadcasts to both a relay and a destination.
only a single relay. In this paper, a practical approach to networks The relay also transmits information about the same message
comprising multiple relays operating over orthogonal time slots  to the destination. The destination combines the information
is proposed based on a generalization of hybrid-ARQ. In contrast it receives from both the source and relay, thereby achieving

with conventional hybrid-ARQ, retransmitted packets do not di it if h device h | inal i Thi
need to come from the original source radio but could instead IVErsity even If each device has only a singie antenna. IS

be sent by relays that overhear the transmission. An information idea can be generalized to networks with multiple relays that
theoretic framework is exposed that establishes the performance operate in parallel [7] or with inter-relay communications [8].
limits of such systems in a block fading environment, and nu- |n keeping with [8], we use the terne]ay networksin this
merical results are presented for some representative topologies n4har 19 describe networks comprising a source, destination,
and protocols. The results indicate a significant improvement in d int ted rel Wh th
the energy-latency tradeoff when compared with conventional and one or more interconnected reiays. ) enever the source
mu|t|h0p protoco|s imp|emen’[ed as a cascade of poin’[_to_poin’[ or a relay broadcaStS, all the other nodes in the network hear
links. the transmission, although the noise and interference could
Index Terms—Relay channel, cooperative diversity, hybrid- be too .h'gh for th? message t‘? be correctly decoded. By
ARQ, block fading. appropriately coordinating the actions of the source and relays
and combining information at the destination, the devices on
the network are able to cooperate to convey the message
|. INTRODUCTION quickly and reliably. This is in stark contrast to what we term

Traditional multihop protocols treat wireless networks a§onventional) multihopn this paper, where the message is
a cascade of point-to-point links, with each radio directingent over a predetermined route using a cascade of point-to-
its transmission to only a single receiver [1]. While sucROINt links, each requiring only a single receiver to listen to
an approach allows mature technology developed for linRkach transmission and hence, no spatial diversity is present.
based wired-networks to be leveraged, it ignores the broadcastn the aforementioned references, little or no constraints
oriented nature of radio which implies that protocols shouf¥€ placed on how the nodes cooperate aside from some
be node-based [2]. If a network is constrained to use Orﬁgpitations on transmitter power. Unless otherwise constrained,
point-to-point links, then the average throughput furnished #9o impractical requirements emerge when the underlying
each source diminishes to zero as the number of nodes tefa#Mmization problem is solved. First, the relays are expected
to infinity [3]. The fundamental reason for this constrictio® Simultaneously receive and transmit in the same channel,
is that with a uniform traffic pattern, a typical node musyhich is not cost effective with the current state-of-the-art in
expend so much effort forwarding other source’s informatioitdio technology. Second, simultaneously transmitting nodes
that few resources remain to transport its own message. %@ expected to co-phase their transmissions so that they add
way to alleviate this limitation is by exploiting mobility in the coherently at a common receiver. While such a beamforming
network, e.g. by having each source transmit to every passﬁ‘@ec'f is challenging for traditional antenna arrays, it is even
node in the hopes that one of the passing nodes will eventudlhre difficult to implement when the antennas are distributed
come close to the destination [4]. A second way to alleviate tR8d driven by independent oscillators.
limitation is by exploiting the spatial diversity that is present Recent work has imposed additional constraints that elim-
when a node broadcasts to several receivers [5]. The fodiate these undesirable network requirements. Hgst Madsen

of this paper is on practical strategies for realizing the gaif@l and Khojastepour et al [10] constrained the relays to
operate in a time-division duplexing (TDD) mode, thereby
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amount of research that must be conducted before complgteve draw conclusions and propose future research.
end-to-end protocols can be designed that both enjoy theBefore delving into the details of our work, we would
diversity benefits of relaying and lend themselves to practidédte to make a few comments about semantics. Several new
implementation. While much work has focused on the practic&rms have emerged in the popular literature that are related to
use of a single relay or multiple relays that transmit simultaneslaying:Cooperative diversitj17], user cooperation diversity
ously (perhaps using a space-time code [12]), little work h§E9], [20], coded cooperation (diversity21], andcooperative
been devoted to using multiple relays over orthogonal tin®ding[22]. Most of these papers involve a twist on relaying
slots. When multiple relays are considered, the schedulingwlereby two sources act as relays for each-other. However,
the relays becomes a fundamental issue. The relays must kribe/ termcooperative diversitys sometimes applied to relay
if and when to transmit and ideally should be able to makeetworks with just a single source [17]. While this paper
these decisions in a distributed fashion. could be considered to be on the topic of single-source
A viable solution for the relay scheduling problem was prceooperative diversity, we favor the terrelay networkas it
posed by Zorzi and Rao [14], [15] and the resulting protoc® less ambiguous.
termedGeographic Random Forwarding (GeRaHi) GeRaF,
the source broadcasts to a collection of potential relays. The Il. SYSTEM MODEL
node that is closest to the destination (i.e. most geographicallyConsider acluster of nodesA = {Z; : 1 < k < K}
advantaged) is selected (in a distributed fashion) to serve as¢besisting of asource Z, = Z;, a destinationZ; = Z,
relay and transmits the message next. The protocol assuraed K, = K — 2 relays Relays are numbered according to
that each node knows its own position as well as that of thigeir distance to the destination, wiffy being the furthest and
destination, and that a channel contention scheme existsZg_, being the closest. Each node has a single half-duplex
determine the forwarding node (the details of the contentieadio and a single antenna. When any node\irtransmits,
scheme can be found in [14], [15]). While GeRaF offers all nodes also inV" (but not also simultaneously transmitting)
solution to the relay scheduling problem, it unfortunately dogsay receive the signal over a block fading channel. As we
not experience the distributed transmit diversity advantage itifistrate later, there is a practical upper limit on cluster size.
the previously described relay networks. This is because eddfis limit is due to two fundamental reasons: First, each node
potential relay only receives the transmissions of a singlethe cluster must expend a non-negligible quantity of energy
radio, either the source or current relay. Once a new rel@y receive and process the message; for a large number of
is selected, all the nodes in the network flush their memonydes this reception energy could actually exceed the energy
of prior transmissions and are therefore unable to combinensumed by transmitting the RF signal. Second, because
information sent from multiple radios. nodes that are listening are not free to transmit their own
A diversity effect can be introduced to GeRaF by simplynessage, channel resources are not quickly reused and thus
allowing the nodes to maintain previously received informatioine bandwidth efficiency of the system could suffer.
concerning each active message. Each time a message hile small networks (e.gK =~ 10) could consist of just
retransmitted, either from a new node (as in multihop) or froa single cluster (possibly with source, destination, and relays
the same node (as in hybrid-ARRQ every node in the relay periodically switching roles), larger networks will need to be
network will increase the amount of resolution information itlecomposed into several clusters. Messages that must travel
has about the message. Once a node has accumulated suffié@nivould be routed from cluster to cluster and a higher
information it will be able to decode the message and cével networking protocol will still be needed to handle this
act as a relay and forward the message (as in decode-amditing. However, the networking protocol would only have to
forward [17]). This diversity effect can be viewed as a spacesute at the cluster-level rather than at the node-level. While
time generalization of the time-diversity effect of hybrid-ARQhis concept is similar to other hierarchical routing protocols
as described in [18]. like clusterhead gateway switch routing (CGSR) [23], the key
In this paper, we present a practical approach to designigigference is that routing within the cluster is now handled
wireless ad hoc networks that exploit the spatial diversiiynplicitly by the retransmission process of the ARQ protocol
that can be achieved with relaying. As shown in the systerather than explicitly by a network-layer routing algorithm.
model presented in Section Il, the approach can be con-Two types of relays are possibldecoding relayswhich
sidered to be a generalization of hybrid-ARQ, whereby thaust successfully decode the message before forwarding
retransmitted packets could originate from any node that h@code-and-forwaig and amplifying-relays which simply
overheard and successfully decoded the message. We propepeat an amplified version of the received signal without
a baseline protocol in Section 1ll that we terdybrid-ARq first decoding émplify-and-forwardl [17]. More generally, re-
BAsed Intra-cluster GEographic Relaying (HARBINGERY lays may adaptively switch between decoding and amplifying
compare against some other candidate protocols. Sectionriédes [24]. Laneman et al [17] indicates that adaptive decode-
uses Monte Carlo integration to analyze the throughput aadd-forward strategies offer the same performance as fixed
energy efficiency of these relaying protocols under variousnplify-and-forward. Therefore, in the following we limit our
system constraints and network topologies. Finally, in Sectiattention to decode-and-forward relaying, which has the side

P _ o _ penefit of permitting a more straightforward exposition. Our
Hybrid-ARQ is a combination of forward error correction (FEC) and

automatic repeat request (ARQ) whereby the receiver first tries to corr@Proach COL."d be easily generalized to !ncmde amplifying
errors, but if it cannot correct all errors it will ask for a retransmission [16)elays, but this would only obscure the main results.
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Time is divided intoslots s, which are of equal duratidn and is outside the scope of the present paper.
During slots, a node may transmit or receive, but not both. The copy of blockm that is transmitted by}, is received
If the cluster is part of a chain conveying messages over loayZ;, j ¢ K(s»), with average energy per symbé}, ;[m].
distances, then the source (destination) will need to speBijnal energy decays exponentially with distance such that
roughly half its time acting as the destination (source) of th, ;j[m] = (G, ;)?Ex[m] = (A/4nd,)*(dk,;/do) ™" Em,
previous (next) cluster. This could be accomplished througvhereG, ; is thechannel gairbetweenz;, andZ;, d;, ; is the
time division duplexing, e.g. a node could act as source fdistance betweed, andZ;, d, is a reference distance, is
the current cluster during even and as destination for the the wavelength of the carrier, andis a path loss coefficient
previous cluster during odsl. with values typically in the rangeé < p < 4 [25].

The source begins by encoding babit message into a Because multiple nodes could be simultaneously transmit-
codeword of lengttm symbols. The codeword is broken intating the same blockZ; receives the superposition of several
M blocks (or bursts), each of length = n/M and rate signals observed through independent block fading channels.
R = b/L. The code itself could simply be mpetitioncode, In particular, blockm is received byZ; as
in which case allM blocks are identical and each node
will diversity-combine[16] all blocks that it has received. ~ ¥ilml = > crjlmly/Ekjlmlx[m] + v [m], (1)
More generallyincremental redundancf16] could be used, kEK(sm)
whereby each block is obtained by puncturing a raie = \here v;[m] is a vector of circularly symmetric complex
R/M mother code. With incremental redundancy, a differegfayssian noise with i.i.d. components with variandg,
part of the codevyord is transmitted each time, and aftgr thad ck;[m] is a unit-power complex fading coefficient that
m'" block, a receiver will pass the ratg, = R/m code thatit gescribes the random amplitude and phase fluctuations in
has until then received through its decodende-combininiy  the channel between nodésand j (possibly including the

Let S, = {s1,...s} denote the set of slots over whicheffects of shadowing). We assume that the fading coefficient
the first blocks are sent. While these time slots need not js constant for the duration of a block and varies from block
be contiguous, in the numerical results that we present latgrplock (c.f. block fading [26], [27], [28]). While the fading
we assume that they are. More generally, the time-s,,—1  coefficients may have any arbitrary distribution and correlation
between transmissions could be chosen to ensure a desfigsth temporally and spatially), it is common to assume
level of temporal decorrelation and randomized to mitigatfat the coefficients are Rayleigh (or Rician) distributed and
interference time-hopping. The set of nodes that transmitindependent from both block-to-block and node-to-node [27].
during slots is denotedC(s). All transmissions are consideredye assume that the fading coefficients are not known to the
to be broadcast and thus every non-transmitting node in thgansmitter, but known to the receiver. As a consequence, it
cluster may receive each transmission. |n|t|a”y, Only the SOUr@impossi[ﬂe for the nodes to Co_phase their transmissions.
has knowledge of the codeword, and thki$l) = {Z;}. |nterference will arise if there are other nodes nearby (perhaps
During subsequent slots, s > 2, any node in the cluster associated with a different cluster) transmitting different mes-
that has successfully decoded the message could re-encgsiges. Due to the Gaussian channel inputs, this interference
it and transmit the next block of the mother code. The exagf|l also be Gaussian, although the assumption of block fading
composition ofkC(s) is determined by the protocol being usedimplies that separate clusters must be synchronized. The exact
as discussed later. nature of the out-of-cluster interference can be taken into

Let x[m] = (z1[m], ...,z [m]) denote then'" block of the account by the statistical model of the interference, though
codeword. The symbols ir[m] are normalized to have unity this issue is an open problem and outside the scope of the
power and thusZ{z,[m|} = 1. This block is transmitted by present paper.
node Z, € K(s;) with average energy per symb6},[m]. Because each nodef\s,, ) transmits the same block[m)]
Hardware constraints preclude any node from transmittingin be factored out of the summation in (1) to yield
with symbol energy greater than some maximum vaiyg,. .

For the sake of mathematical tractability, we follow [18] and y;[m] = x[m] Z ki [ml\/Ex.jim] + vi[m]. (2)
assume circularly symmetric complex Gaussian symbols are EEK (5m)

transmitted. Note that while each node &i{(s,) transmits the corresponding instantaneous signal-to-noise ratio (SNR)
identical blocks, they do not need to transmit the blocks,, pe found by noting that the summation represents an

with equal energy (though in the numerical results that wg, jialent channel over which the block has been sent. Thus,
provide, we assume that they do). More generally, the differefe SNR of blockm at Z

i is
nodes ink(s,,) could transmit different coded sequences, for !
instance different rows from an orthogonal space-time code 1
[12]. However, this adds to the complexity of the protocol vilml = — Z i, mly/Ek,jm]| . 3
ke (sm)

2|t is sometimes advantageous for the source and relay transmissj
slots to be of nonidentical length [9], [21], but this leads to an awkwar@?)t_e that _ha,d the nodes been able . to cophase
implementation. We conjecture that a similar benefit can be more eadifj€ir transmissions, t2he SNR would be in the form
obtained by controlling the relative powers of the source and relay or, in t ) et :
randomized retransmission protocol that we consider, by using nonidenti ;4.\—‘—4 |C’W [m]| g’w [m] /NO' Due to fadmg, power
transmission probabilitiesy,[s]. control, out-of-cell interference, and the protocol’s relay
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selection, the instantaneous SNR varies from block to blodkurthermore, if the source and relay know that the relay-

and we denote the corresponding average SNR' by destination SNR is less than the source-destination SNR (i.e.
Let I(y) denote the mutual information between the input.4[2] < 7s,4(2])), then the source could transmit the second

and output of a channel with instantaneous SNRFor block, even if the source-relay link was not in an outage. While

Gaussian noise and inputs (and hence, Gaussian interfereritese adaptive techniques could be extended to permit multiple

I(vy) = %103;2(1 + 7). Note that sincey is random, so relays ( > 3) and more transmitted blocks\{ > 2), the

is I(y) and therefore a Shannon-sense (ergodic) capaoiged for each node to hagepriori knowledge of the CSI of

does not exist [26]. Lef;[m] denote the mutual information various channels and for the cluster to coordinate transmissions

accumulated by node during the firstm transmissions. quickly makes this approach unwieldy. The solution that we

Under code-combining, the system behaves like a setof advocate for selecting which node in a multiple relay network

parallel Gaussian channels and thygm] = >, I(v;[m]) transmits a particular block is to embedded the selection

[18]. Alternatively, under diversity-combining the system is @rocess into the hybrid-ARQ protocol, as discussed in the next

single Gaussian channel with total SNR equal to the sum gsction.

the individual SNRs, i.el;[m| = I(}_,, v;lm]) [18]. Since

> 0gy(14;[m]) = logy(1+32,, v5[m]), code-combining lIl. HYBRID-ARQ BASED RELAYING PROTOCOLS

is always at least as good as diversity-combining and is

therefore is the focus of the remainder of this paper (thou A&sys;eQRthat uselg fEC optl);n?tgler It(hanf ?hcomlsjmatlog of
we present results in Section IV showing the performan an Q, would transmi Ocks ot ne codewor

: efore moving on to the next message. This is wasteful of
difference). network resources, as often the destination may be able to suc
Node Z; is in an outage after the m‘" block has been ' y

i . g cessfully decode after receiving some earlier black< M.
transmitted if [;[m] < R. The outage probab|l|t§ IS the‘f‘ On the other hand, with hybrid-ARQ the cluster will transmit
P;[m] = Prob{I;[m] < R} and can be found by integrating . .

L new blocks of the codeword until one of the following occurs
the joint pdf of them-block channelp(~,[1], ..., v;[m]) over i o
) : [18]: (1) the destination successfully decodes the message and
the outage region{y;[1], ..., y;[m] : I;m] < R}. We define signals back with a positive acknowledgement (ACK), which
the end-to-end outage probability?, to be the outage prob- '

ability at the destination after either alll blocks have been we assume for the sake of exposmor-] is conveyed over an
. : error- and delay-free feedback channel; (2)Mdllblocks have
transmitted or a delay constraint 6f slots has been reached

) . been transmittedp = M; or (3) a maximum latency has been
whichever comes first. . .
. o . exceededs > D (M and D constitute arate constraintand
In a direct-transmissionsystem, K = 2, and since there

: . a delay constraintrespectively).
is no relay, only the source transmit§,s,,) = {Z,}, Vm. . . " .
When K > 2, several relaying strategies are possible. Witgelzlrst consider how hybrid-ARQ can be used to effectively

. ; termine the se€(s) of transmitters. LeD(s) denote the set
conventionamultihop messages must flow through the C|UStec5f nodes with knowledge of the codeword at the start of slot

as a series of direct transmissions determiaepriori by a s we call D(s) the decoding send its memberslecoding

routing algorithm [1]. The destination may not decode thﬁodeé Under decode-and-forward relaying, only decoding
source’s direct transmission, even if the instantaneous sourﬁgaes' may transmit, and thu§(s) C D(s) ’Initially the

destination SNR is suf_'ﬂcn—_zntly high to“ do SO decoding set contains only the sour@(s,) = {Z,}. After
If we allow the destination to also “hear” the source, the{he first block and at the start of the block, the decoding

several other options are possible. First consider a SYS'&M will contain the source plus all relays that have previously

with K = 3 and M = 2, which is discussed in more detaily ..\, jateq enough information to decode successfully, i.e.
in [11], [30]. While the first block is always transmitted byD(S ) = {Z., Zy : I[m—1] > R}. Once a relay is added to
the sogrce/C(sl) = {Z:}, the_ seconq block could again b&he decoding set, it is never taken out,|84s)| > |D(s—1)|,
transmitted by the source or it could instead be transmitted ere |X| is the cardinality of set¥. Once a node is in
the relay Z, = Z provided that it decoded the first bIOCk’the decoding set, it no longer needs to listen and therefore

Le. if I.[1] = I(vs,[1]) > R I,f the relay is in an Qutage oes not expend any more energy receiving and processing
(I:[1] < R), then the transmission ceases after the first blo ditional blocks of the codeword (aside from listening for
and an end-to-end outage occurs if the source-destination i K messages)

was in an outagt_a]{i[l] = I(7:4ll]) < R). Otherwise, the The source begins by broadcasting the first block during

relay will transmit and an end-to-end outage occurs if th(f1e first slot ¢ — 1). The destination can decode the

parallel channels from source and relay to destination arermassage if[,[1] > R and, if successful, will broadcast an

an outage/q[2] = I(vs,4[1]) +I(,7_T’d[2]) < R _ACK. Otherwise, a retransmission will be necessary. After
A modest amount of adaptability can be introduced by usifge goyrces initial broadcast, some of the relays may have

channel state information (CSI) to guide which of the tWQ,ccessfully decoded the transmission, namely those for which

nodes transmits the second block [1?], [24]. In partmqlar, yfk 1] > R. These decoding relays are included 1(2).

the source knows that the relay was in an outage during ring the next transmission slst> 2, anynode inD(2) can

first block, then it could transmit the second block insteag,nsmit the second block of the codeword. But which? The

3This is also termedhformation outage probabilitj27] andoutage event  4The decoding set concept was proposed in [12] for a nonadaptive system
probability [17] and is related to theutage capacity29]. and thus with no dependence on the slot
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answer to this question rests in the design of the hybrid-AR@hen collisions occur, the system could either enter into a
protocol that governs the behavior of the relay network. Belowecondary contention resolution process or else could allow the
we discuss several candidate protocols, which are companreditiple nodes to simultaneously transmit over the equivalent
numerically in Section IV. channel defined by (2).

While this protocol has much in common with GeRaF,
there is a crucial difference. With GeRaF, once the relay node
A. HARBINGER is selected, all the other nodes in the network flush their

As in [14], assume that each node in the network has amemory of the message. The system then starts over with
accurate estimate of its own position as well as the positithe newly selected relay behaving as if it was a new source.
of the source and destination. It can measure its own positibncontrast, we propose that the relays maintain information
with an onboard GPS receiver, and the header of each messsigsut the message and do not flush away this information
could contain the location of the source and destination. Givantil the destination successfully decodes the message. Thus
this position information and knowledge of the channel modehe relays and destination can combine information sent by
the node could estimate the average SNR of the channet only the source, but also by other relays. This provides a
between it and the destination. Equivalently, if nodes are ngansmit diversity effect that GeRaF does not possess. Also,
supplied with a GPS receiver, they could still measure ti@eRaF does not use hybrid-ARQ while our protocol does. To
average SNR to the destination by keeping track of the strenglistinguish our protocol from GeRaF, we give it the descriptive
of the ACK packets (assuming reciprocal channels). nameHybrid-ARq BAsed Intra-cluster GEographic Relaying

Given this information, the relaying node can be select¢diARBINGER)
using a protocol similar to GeRaF [14]. Like GeRaF, the
protocol is designed so that the node in the decodin@$el g \/ariations on HARBINGER
that is closest to the destination will transmit the next block of . . .
the message. For our isotropic propagation model, picking thT_he baseline HARBINGER prptocol described abqve S

o : L esigned to select the relay that is closest to the destination,
node closest to the destination is equivalent to picking the ope” in trateai th ideri 0 it
whose channel to the destination has the highestageSNR. ut other stralegies are worth considering. ne possibiiity

How this node is selected is irrelevant to the numerical resu‘?sto pick the relay from the decoding set with the highest

that we present in Section IV. In practice, the protocol cou#ﬁi:gﬂggggﬂ:_;’;ﬁtﬂ;ﬁ g?:\t/'i?at'_cl’_ﬂ'is\/\ﬁr;f: thliz \i/:r?c'gl:_n
begin with the source sending out bloek = 1. Following y Y- gy

L i trast with HARBINGER which in an isotropic propagation
the transmission of this block, the network enters a Comentmﬁvironment picks the relay with the highesterage SNR

period. The contention process is similar to the RTS-CT‘%1 L ) X :
at the destination. Because instantaneous-relaying requires

handshakin mmon to traditional networks with the k ! .
andshaking common to traditional networks c eIynowledge of the current instantaneous SNRs, it is not nearly

distinction being that the contention occafer the block has : o .
been transmitted, rather than before. The contention intergajepi;aggrael igsa:AbREr:ZfﬁIfoR.ugr?wier\llsetgr::alr?emzrgstgzgihe
is divided into K. subintervals (which we call windows), one y 9

. ) , : criterion for selecting the relay node.
for each relay. During the first window, rela¥ 1, which L . .
) > . ... Another option is to randomize the relay selection process,
is closest to the destination, sends an ACK packet if it is in, . - ; ;
which eliminates the need for a contention scheme. During

D(s), otherwise it will remain silent. This process continueF . L
. R o Ime slot s, each nodeZ;, € D(s) will transmit with proba-
S0 that during windown = 1,..., K, relay Zic sends an bility px[s]. We call this schemeandom-relayingfor short.

ACK packet if and only if it is inD(s). Once a node has : . S
. . . Because there is no contention scheme, collisions cannot be
sent an ACK signal, the network will then know which node L -
revented. However, by picking[s] to be sufficiently small,

is closest to the destination and that node is free to send {he o e o
. . . . € probability of collision can be made arbitrarily low at the

second block (with another, identical contention process run . :
cost of increased end-to-end latency.pif[s] is a constant

after that block is sent). If no node sends an ACK during th ross all nodes and all slots, then there is no guarantee that the
contention period, then the second block will simply be seft . . ' 9 .
by the source. relay that is selected is a good one. Furthermore, as the size of

The protocol described above requires that each relaystﬁf decoding set grows, the probability of collision increases.

assigned a unique window during the contention period, an ese prqblems can be alleviated by adapting the_value of
assigning relays to windows will involve a certain amou kls)- For instance, the value could be sc.aled by the siz€ of the
of overhead that could be undesirable in the presence &codmg set gi[s] = pi/[D(s)|, wherep, is the transmission

mobility (though perfectly acceptable for applications with IOVErObabIIIty when there is only one node in the decoding set.

. . .. Furthermore, position location could be used to influence the

mobility, such as sensor networks). An alternative to assignin . S .
) . ; . value ofpy[s], with nodes closer to the destination given larger
a specific relay to each window is to assign zones to eac
. . . : Values than nodes that are located further away.

window, as was done in [14]. Window would be associated
with a minimumd,.,;,,[n] and maximumd,,,.,[n] range and . _ _
any node whose distance to the destination falls between thEseComparison with Multihop
two ranges will signal with an ACK. If the number of zones is With multihop, the message must flow through the cluster
large compared to the number of relays, then the probabiliigllowing a series of direct peer-to-peer connections that are

of collision (multiple relays in the same zone) will be smalldetermineda priori by a routing algorithm. Without loss of
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generality, we assume that under multihop the message memnpare diversity-combining with code-combining. We begin

flow through all K, relays before reaching the destinatiomy eliminating any constraint on rate and delay, \¢.— co

and that the relays are indexed in the order that they are usadd D — oo, focusing on the tradeoffs between energy,

Under multihop, only thenextnode Z|p () +1 not yet in the throughput, and latency. In the final subsection, we consider
decoding set receives the transmission, while with relaglhg finite rate/delay constraints, which give rise to a nonzero
nodes not yet in the decoding sgf;, ¢ D(s)} receive. With outage probability at the destination.

multihop, all relays in the cluster must eventually decode the

messageD(syr + 1) = N, but with relaying it is irrelevant :

which relays have successfully decoded; all that matterspi"s Throughput Analysis .
if the destination was able to decode successfully, Zg.c As in [18], we would like to adapt the renewal-reward

D(sy +1) C N. With the proposed relaying protocols, re|ay§heprem of [31] }o compute bognds on throughput. We first
that are repeatedly in an outage are bypassed, thereby efi@fine the following random variables:

inating potential bottlenecks. Furthermore, a network-layer R: A random reward, which equal®& if the packet

protocol is not needed to preselect the transmission path, rather is successfully decoded by the destination and zero
the “path” selection is embedded into the ARQ mechanism otherwise.
(although we argue that the tenpath becomes meaningless). 7:  The time (in number of slots) spent attempting to
Also, power/range control becomes less important in a relaying transmit an arbitrary message (until either success or
network. In a multihop network, if the transmit power is too until the delay/rate constraints expire).
high, then the extra energy is wasted. However, if the powerM: The total number of blocks transmitted for an arbi-
is set too high in a relay network then intermediate relays will trary message until either success or the constraints
simply be “leapfrogged” and therefore won't need to be used. expire.
Under these definitions, the system throughput is
IV. NUMERICAL RESULTS B[R] @
In this section, we compare the performance of the E[T)’

three deterministic protocols discussed in the last sectifhunits of messages per slot. Whén M — oo, E[R] — R.
(HARBINGER, instantaneous-relaying, and multihop) as weturthermore, when exactly one node transmits in each&lot,

as random-relaying. To better illuminate certain characteristies,\f and so the average delay is equal to the average number
we impose some additional constraints on the network. Naje transmitted blocks.

that these conditions are imposed to highlight certain behav-jith mu|tihop, messages are passed Sequentia”y through
iors and that the mathematical model presented in SGCtiQ@er-to_peer links. If the nodes are equally spaced and the
Il are still valid without these conditions. First, we onlypropagation environment isotropic, then the links behave iden-
consider performance within a single cluster, treating out-fcally and the end-to-end performance can be assessed in
cluster interference as additional Gaussian noise. The th[@ﬁns of the performance of any one link. In particu|ar, the
deterministic protocols signal over contiguous time slots, s@erage delay for thé" hop E[T;] = E[My], where E[M]

sm = m and D = M, i.e. the delay and rate constraintgjenotes the expected number of blocks transmitted for an arbi-
are identical. The channel is Rayleigh block fading, and theary message in a point-to-point direct link. Correspondingly,
fading is independent over time and space. We note that thistig delay of multihop over an equally-spaced line network is
a pessimistic assumption, and that the relaying protocols e accumulation of delay components at each individual hop,
exhibit an even more drastic improvement over multihop whegr. E[T] = (K — 1)E[M_]. A derivation of E[M,] is given

the fading is correlated in time (since then spatial diversifyj the Appendix. Therefore, the throughput under the given
will dominate). All of the deterministic protocols are able tqonstraints is

perfectly resolve contentions, and so only one node transmits :

: : . R/E[M]|, for relaying
at a time, i.e.|K(s)| = 1. For purposes of comparison, the n = { R B ! (5)

. : /(K —1)E[My]), for multihop

random relaying protocol also operates with exactly one node
transmitting during each time slot, but the node is chosen atFig. 1 shows the throughput of the different protocols
random from the decoding set. We assume that all nodesfan a line network as a function of transmit SN& /N,
the network transmit with identical energy[m] = &;. In for K, = {0,1,10} relays, whereK, = 0 corresponds
most cases, the topology idiae networkcomprising a set of to direct transmission link (all protocols behave the same
K, relays spaced equally along the line between source amden there are no relays). At low SNR, HARBINGER is
destination, though we also consider a clustered line netwoskightly better than multihop, and multihop actually outper-
Monte Carlo integration is used to generate numerical resuitsms both instantaneous-relaying and random-relaying. This
for the relaying protocols, while closed form solutions wersuggests that using the instantaneous SNR to the destination
used for multihop whenever possible. For the results shows the metric to select the relaying node is not a productive
in the plots, the block/burst rate 8 = 1, transmit frequency strategy, since it ignores the inter-relay SNRs and is still
fe = 2.4 GHz, path loss coefficient = 3, reference distance unable to predict future SNRs. Thus HARBINGER, with its
d, = 1 m, and source-destination are separated by 100 use of average SNRs (through geographic location) is the
Code-combining is assumed except in Fig. 6 and 7 whichost efficient protocol under these conditions. At low SNR,
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with the number of relays. Furthermore, it is rather interesting,
o although not unexpected, to notice that the throughput of
multihop initially increases with the number of relays but
then decreases as more and more relays are added. The initial
increase in throughput for multihop can be attributed to the
decrease in the inter-relay distances which decreases the delay
E[My] of each hop. However, if too many relays are added,
then thel /K term in (5) begins to dominate and the through-
put becomes inversely proportional to the number of relays.
This effect is more pronounced at high SNR. One could argue
that the performance of multihop could always be improved
T RARBINGER by selecting a new route that uses fewer relays. However, the
—6— Instantaneous-Relaying beauty of relaying is that it will do this automatically without
—t+— Multihop . . . . . .
& Random-Relaying needing to adjust the route since relaying is less sensitive than

‘ —©- Direct Link multihop to the number of relays.
60 65 70 75 80 85 90 95 100 105 110
Transmit SNR Es/No (dB)

0
10

10

Throughput (bits/s/Hz)

B. Energy-Delay Tradeoff

Fig. 1. The throughput of a line network as a function of the per-burst IN order to determine the total amount of energy required
transmit SNR for k', = {1,10} equally spaced relays without a delayto convey a message bit from end-to-end, one must take into
constraint. Results for direct transmission link,( = 0) are also shown. account not only the transmitted energy per syméplbut
All protocols use code-combining. .
also the the number of blocks that are transmitfgdu1].
Applying renewal-reward theorem, the averagemulative
10° ‘ ‘ . transmit energy is

EsEIM]

& = ER] (6)
Rather than representing the energy transmitted bysamgle
node, & characterizes the energy consumed by émtire
cluster by enumerating the total number of transmitted blocks
per correct message without regard to which nodes transmitted
the blocks. Without delay/rate constraints and when one node
transmits per slot, the required transmit energy for different

Throughput (bits/s/Hz)

R SNR = 70dB | protocols becomes
10 § 3 .
Q —+— HARBINGER 1 gb — gsE[M]/Rv for relay'mg (7)
—&— Instantaneous-Relaying 6(9 (K — 1)E[,/\/ld}/R’ for multlhop
—o— Random-Relaying
10° ‘ — Multihop Fig. 3 shows the transmit energy efficienéy/N, as a
0 % Number of relave Kr > function of average delay for the four different protocols and
mber of relays Kr .
K, = {0,1,10} relays. As expected, both instantaneous-

Fig. 2. The throughput of a line network as a function of the number orfelaylng and _HARBINGER are .a""’?‘ys more efﬂment_than
relays for two different per-burst transmit SNRs. random-relaying. Although relaying is always more efficient
than direct-transmission, multihop is actually worse under low
average delay. This is again due to the bottleneck created when
the performance of random-relaying is rather poor, indicatingsing multihop that cannot be overcome by simply increasing
that random relay selection is not sophisticated enough gower; instead a new route would need to be created but the
provide meaningful gains. At high SNR, the throughput gfrocess of creating a new route could in itself add to the
multihop begins to saturate due to the requirement to transtaitency. When a relatively large delay is allowed, the energy
over all of the relays and the resulting bottleneck effect. Afficiency of both multihop and relaying is significantly im-
high SNR, even random-relaying outperforms multihop amgtoved over direct-transmission. For instance, with one relay,
the performance difference of the different relaying protocotandom-relaying provides & dB gain at an average delay
becomes less pronounced. This is because at high SNR, @hé1 over direct-transmission, while multihop, instantaneous-
message is often correctly decoded by the destination aftetaying, and HARBINGER have & dB gain over direct-
just one or two transmissions and so the choice of relay timnsmission. With10 relays, random-relaying gainsl dB
less important. over direct-transmission, instantaneous-relaying gamsB,
Fig. 2 shows the throughput of a line network as a functiamultihop gains19 dB and HARBINGER gains more th&o
of the number of equally spaced relays for two differerdB. In general, the energy efficiency is improved by allowing
transmit SNRsE,/N, = {70,90} dB. We observe that the longer average delay. This agrees with Caire’s assertion that
throughput of all relaying protocols monotonically increaséhe longer we wait the more we gain” [18].



IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 23, NO. 1, JANUARY 2005 8
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Fig. 3. The cumulative transmit SN&, /N, as a function of average delay
in a line network withK’, = {1, 10} relays. Results for direct transmission
link (K, = 0) are also shown.

Fig. 4. The minimum cumulative transmit SNR required as a function of
average delay for & x v line network comprising: equally spaced groups
of v relays each.

C. Effect of Network Topology than randomly scattering them.

While Fig 3 shows that HARBINGER has the best tradeoff
between energy efficiency and delay among the four protocéls Total Energy Consumption
in an equidistant line network, is it the best protocol in While the use of more sophisticated relaying protocols
any arbitrary topology? When the nodes are homogeneougdgults in a reduction of requiredansmitenergy, this benefit
spaced along the line, then a macrodiversity effect prevaildust be weighed against the extra costs. Perhaps the most
But what if nodes bunch up in such a way that microdiversi@gftitical issue is that nowall nodes that are not yet in the
dominates over macrodiversity? To demonstrate the impactdgcoding set must receive every transmission, as opposed to
the homogeneity of the network, we consider a generalized lipiltihop which requires that onlgne node receives. Thus a
network where the relays collect intoequally spaced groupsfair comparison between relaying and multihop should also
each containing relays. Nodes within a group are spacegdccount for the energy a node consumes whemrdeivesa
close enough together that they all have the same channel ggimbol, i.e. the energy dissipated by the circuits that detect and
to the source, destination, or another group. However, they akgcode the block. By taking into account the costs to receive a
far enough apart that they experience independent fading. h¢ssage, we can generalize the definition of cumulative energy
fair comparison,u x v = 10 for each case. Therefore, therejissipation by first defining, as the energy consumed by the
are 4 possible network configurationsx v = 1 x 10, 2 x 5,  receiverwhen detecting and processing a signal. Then the total
5x 2, and10 x 1, where10 x 1 corresponds to an equidistantenergy consumed by both transmitting and receiving becomes

line network.
Fig. 4 shows the cumulative transmit enetgy N, required & = —|&EM +&E Z(K —ID(s)|) (8)
for HARBINGER and instantaneous-relaying under the four R .

topologies. The equidistant liné((x 1) has the best efficiency

among the five network topologies, while the performan
i i 1

with a_smgle group i x 10) has the vyorst. When the net\_Nork £ = (&4 &) (K —1)E[M,] )

contains a small number of groups, instantaneous-relaying out- R

performs HARBINGER. As the number of groups increasefsr multihop.

the advantage of instantaneous-Relaying over HARBINGER|n general, it is difficult to select appropriate values for

diminishes until eventually HARBINGER is better. With jUStgr' as this is a h|gh|y imp]ementation dependent parameter‘

one or two groups, the transmit microdiversity effect dominstead, a better way to assess the impact of receive energy
nates, which favors the use of instantaneous channel estimagigssipation is to find the ratio of transmitter vs. receiver energy

However when there are more groups that are more sparsghwsumptior, /&, for which relaying outperforms multihop.

populated and further apart, the differences in path loss begifis ratio can be found by equating (8) with (9) and solving

to dominate, and HARBINGER is better able to exploifor £, /&,
opportunities for macrodiversity. We can conclude from Fig. 4
that macrodiversity is more important than microdiversity and & _(K-DEMa] - B[) (K- ‘D(S)m. (10)

thus it is worthwhile to carefully position relay nodes rather ~ &r EM] - (K - 1)E[M]

ggr relaying and
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Fig. 5. The minimum required ratio of transmit vs. receiver energy dissipation
per symbol for HARBINGER to outperform multihop in an equidistant "nei:ig 6

network with K. relays. The throughput of code- and diversity-combining in an equidistant

line network withK,. = {1, 10} relays as a function of the per-burst transmit
SNR.

Fig. 5 shows this minimum ratio as a function of the 115
number of relays in a line network for a variable number ¢
equally-spaced relays and two transmit SNRs. We focus 110f
HARBINGER since it is consistently the best protocol for thi
topology. Each SNR curve shows a breaking point; syster
with a £;/&, ratio above the curve favor HARBINGER while
systems below the curve favor multihop. At transmit SNR ¢
90 dB, the minimum ratio first increases with the number ¢
relays and then decreases. This agrees with a similar beha
for the throughput of multihop in Fig. 2. The initial increase
in & /&, indicates that HARBINGER becomes less advar
tageous over multihop because more energy is dissipated
receive each transmission when the number of relays increas
With too many relays, although HARBINGER spends mor
energy in receiving, the bottleneck effect degrades the enel IO o o
efficiency of multihop at a rate much faster than that ¢ Average delay (slots)

HARBINGER, resulting in a decrease in the minimum ratio.

Fig. 7. The cumulative transmit SN, /N, of code- and diversity-
combining as a function of average delay in a line network ith= {1, 10}
relays.

—— Code Combining
----- Diversity Combining
O Direct Link
+ Multihop

* HARBINGER

105F N\ N T e B e G

100

95

0

Cumulative transmit SNR Eb/No (dB)

851 ST .

E. Diversity-Combining vs. Code-Combining

Relaying with incremental-redundancy and code-combinilfg Finite Delay Constraint
outperforms that with repetition-coding and diversity- While the previous discussion has focused on the perfor-
combining. However, code-combining is more complex thamance without a constraint on deldy (or equivalently on
diversity-combining, and we wish to see if the extra comi/), practical systems must often impose hard deadlines. If
plexity required by code-combining is justified. In Fig. 6a message arrives after tinie, then its content is no longer
and 7, we compare the throughput and energy efficiency weful and so the system should abort any further attempt to
diversity-combining vs. code-combining with HARBINGERtransmit the message. The main implication of firlitds that
and multihop. We observe that at low SNR, code-combiningpw the end-to-end outage probabili} is nonzero. This in
has almost twice the throughput of diversity-combining and airn influences the throughput and tradeoff between energy
large delay it is 2-3 dB more efficient. However, at relativelgonsumption and average delay since the expected random
high transmit SNR or small delay, the advantages of codeward become&[R] = R(1 — P,). However, as long as
combining become marginal. Thus for applications requiring, is sufficiently small (e.g10~2) the impact on throughput,
low latency, diversity-combining is a very attractive alternativenergy efficiency, and average delay becomes negligible since
to code-combining. then (1 — P,) ~ 1. Since it is not attractive for systems to
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Fig. 8. The outage probability of different relaying protocols as a functioRig. 10. The outage probability of different relaying protocols as a function
of delay constraint for a single relay line network with transmit SBURN,  of delay constraint for a single relay line network with transmit SN,

= 70 dB and code-combining. A threshold in the outage probability of direet 90 dB and code-combining.

link appears around D=1400 (not shown).
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Fig. 11. The outage probability of different relaying protocols as a function

Fig. 9. The outage probability of different relaying protocols as a functiodf delay constraint for a 10 relay line network with transmit SER/N, =
of delay constraint for a 10 relay line network with transmit SSR/N, = 90 dB and code-combining.
70 dB and code-combining.

or just one relay. However, Fig. 11 shows an interesting result

operate at high outage probabilities, the key issue is how ti@t under finiteD, random relaying is actually superior to
delay constraintD influences the outage probability. multihop with 10 relays, high SNR, and outage probability

Figs. 8-11 show the outage probability of different relayingbove P, ~ 3 x 10~*. However, due to the shallow slope
protocols as a function of delay constraibtfor &, = 1 and of random relaying, the curves cross & ~ 3 x 10~ at
10 relays and€, /N, = 70 and 90 dB under code-combiningihich point multihop becomes superior in terms of outage
hybrid-ARQ. In each case, the outage probability remaimsobability. We observed in our simulations that the throughput
close to unity until a particular threshold on delay is reached,&itd energy efficiency under finit® are nearly identical to
which point the curves begin to rapidly decrease with incred§ose of infinite D provided thatD is above this threshold
ing D. The curves are steeper for a large number of relays ¥ some margin. Therefore, we do not reproduce curves for
large SNR. The protocol has an impact on the steepness, vifioughput and energy efficiency for finite.
deterministic relaying having the steepest descent. Multihop
has almost the same steepness as deterministic relaying, but V. CONCLUSIONS
random relaying has a significantly less steep descent. We caA practical way to implement relay networks is to generalize
see that random relaying is worse than multihop for low SNfRe concept of hybrid-ARQ. In contrast with point-to-point
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hybrid-ARQ, the retransmissions do not need to come frothe current assumptions, there is some hope for a more analyt-
the original source; instead they could come from any relégal treatment if certain constraints are imposed. In particular,
that overhears and decodes earlier transmitted blocks. Tifithe channels are assumed to be AWGN rather than block
provides a spatial-diversity effect that supplements the timiding and if the nodes were to flush their memory of past
diversity already present in conventional hybrid-ARQ. Thblocks whenever a new relay is selected, then the model will
diversity is achieved without requiring that relays co-phadee similar to the one considered in [14]. The main difference
their transmissions. Relaying can offer a better tradeoff bis-that while the GeRaF protocol in [14] did not use hybrid-
tween throughput, energy consumption, and delay as compafRiQ, the HARBINGER protocol proposed in this paper does.
with conventional multihop. Furthermore, relaying can react #hile such an analysis goes beyond the scope of this paper, the
changing topologies and channel conditions much faster thaterested reader is directed to our recent work that analyzes
multihop, as new routes do not need to be explicitly calculatetthe performance of HARBINGER in AWGN with memory
The relaying protocols discussed in this paper are truly croshkshing [33], [34].

layer, combining the mechanisms of medium access control

(MAC) and routing. Just as a point-to-point hybrid-ARQ does APPENDIX

not need to select the code rate in advance, generalized-ARQr,c sratisTICS OFHYBRID-ARQ BASED MULTIHOP

does not need to select a route. . . .

The cost of the proposed relaying schemes is that now!'N€ Purpose of this appendix is to derive the expected
more than just one radio listens to each transmission, arln‘ﬁmber ,Of transm|s§|onE[Md} of hybrid-ARQ ovetrha block
therefore the non-negligible costs associated with receptitting direct link with average SNR. After the m™ block
must be taken into account. This implies that for each scenal}dS Peen transmitted, the outage probability of the link is

there will be an upper limit on the number of relays that

should be used. The MAC protocol is now more complicated, Pylm] = Pmb{
since it needs to provide a mechanism for relay selection. The

performance is sensitive to the topology, and the nodes shofdd code-combining and
ideally be evenly spread out to maximize the macrodiversity m
effect. While most of the results in this paper were for code- Pym] = Prob {] (Z %i[ﬂ) < R} (12)
combining, which is rather complicated to implement, we =1

found acceptable performance even when using less Compfjge(diversity—combining. The instantaneous SNRs/[i]} are

diversity-combining. e . : . X

. . i.i.d. exponential random variables with me i|} =T.
The goal of this paper has been to provide a general frarq_ee—t Jd[ng] — Pyfm — 1] — Py[m] denote the frggg[bgl}irty mass
work for studying the information-theoretic performance Iimit%s.u a oL

. . . ction (pmf) of , the number of transmitted blocks over
of relay networks that are implemented using generahz%{1 (pmf) of My

) ) . ) e direct link. When the rate constraifd — oo, Jy(z) =
h.ybr'lc.j-ARQ. Whlle.we'belulave that this paper represents Jg|m]z™ corresponds to the characteristic qu]c)tion of
significant contribution in this area, there is still much work-="
that remains to be completed. Although this paper focusée d
on energy efficiency, many networks contain devices wiLté
finite energy reserves and thus the performance under s cﬁ] '
energy limitations needs to be studied [32]. With finite energy 92R _ 1) "=l y /92R 1\
sources, “hot-spots” become a problem, as some nodes thdtal”l = 1 - eXp{_ T } il ( T ) ’
are in good locations tend to burn out quickly; the protocol =1
will need to be modified to mitigate this problem. Whilewith a corresponding characteristic function

> I(qali]) < R} (11)

i=1

he pmf for diversity-combing can be found in closed form

we have Iookeq at a few represgntatwe topologies, more Ja(z) = (Pam —1] — Pa[m])="

should be considered. Networks with more than one source 92k _ 1

should be considered, as should networks comprising multiple = z-exp {(z —1) — } ) (13)
clusters. More sophisticated channels with Rician fading and r

blocks that are correlated in time (and possibly even in The expected value under diversity-combining can then be
space) should be considered. While this paper has focu$ednd by differentiating the characteristic function

on capacity approaching coding with unconstrained (Gaussian) oo

input symbols and infinite block length, the performance when EMy = Z mJg[m]

the modulation and block length are constrained should be m—1

further studied. A more thorough investigation of the MAC dJq(z)

protocol should be conducted that studies the impact of lost - dz |,

ACK packets and suggests rules for making the system robust 22R__ 1

when ACK packets are lost. = (1 +—F ) (14)

The numerical results presented in this paper used Monte
Carlo integration, but closed form analytical expressions woullthile a similar approach can be used to fiij\ ;] for code-
allow the aforementioned effects to be evaluated much marembining, the resulting integration has no closed form expres-
quickly. While such expressions will be difficult to find undesion (though it can be solved using Monte Carlo integration).
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